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Daniel Duque,1 David Pérez-González,1 Yaneri A. Ayala,1 Alan R. Palmer,3 and Manuel S. Malmierca1,2

1Auditory Neurophysiology Unit, Laboratory for the Neurobiology of Hearing, Institute of Neuroscience of Castilla y León, 37007 Salamanca, Spain
2Department of Cell Biology and Pathology, Faculty of Medicine, University of Salamanca, 37007 Salamanca, Spain, and 3Institute of Hearing Research,
Medical Research Council, Nottingham NG7 2RD, United Kingdom

The ability to detect unexpected sounds within the environment is an important function of the auditory system, as a rapid response may be
required for the organism to survive. Previous studies found a decreased response to repetitive stimuli (standard), but an increased response to
rare or less frequent sounds (deviant) in individual neurons in the inferior colliculus (IC) and at higher levels. This phenomenon, known as
stimulus-specific adaptation (SSA) has been suggested to underpin change detection. Currently, it is not known how SSA varies within a single
neuron receptive field, i.e., it is unclear whether SSA is a unique property of the neuron or a feature that is frequency and/or intensity dependent.
In the present experiments, we used the common SSA index (CSI) to quantify and compare the degree of SSA under different stimulation
conditions in the IC of the rat. We calculated the CSI at different intensities and frequencies for each individual IC neuron to map the neuronal CSI
within the receptive field. Our data show that high SSA is biased toward the high-frequency and low-intensity regions of the receptive field. We
also find that SSA is better represented in the earliest portions of the response, and there is a positive correlation between the width of the
frequency response area of the neuron and the maximum level of SSA. The present data suggest that SSA in the IC is not mediated by the intrinsic
membrane properties of the neurons and instead might be related to an excitatory and/or inhibitory input segregation.

Introduction
The ability to detect unexpected stimuli within the environment is
an important function of the brain in general, and of the auditory
system in particular, where it mostly depends on some forms of
neuronal adaptation (Ulanovsky et al., 2003; Jääskeläinen et al.,
2007). The adaptation to repeated sounds while maintaining re-
sponsiveness to uncommon ones is known as stimulus-specific ad-
aptation (SSA), and it is thought to be one of the mechanisms that
allows novelty detection (Ulanovsky et al., 2003, 2004). SSA was
initially described in the auditory cortex (Ulanovsky et al., 2003), but
more recently it was found also in the auditory midbrain [inferior
colliculus (IC) (Malmierca et al., 2009)] and the thalamus [medial
geniculate body (MGB) (Anderson et al., 2009; Yu et al., 2009; An-
tunes et al., 2010)].

The basic properties of SSA have been studied in detail in the
auditory cortex (Ulanovsky et al., 2003, 2004; von der Behrens et
al., 2009; Taaseh et al., 2011), MGB (Yu et al., 2009; Antunes et al.,
2010; Antunes and Malmierca, 2011), and IC (Pérez-González et
al., 2005; Malmierca et al., 2009; Lumani and Zhang, 2010; Zhao
et al., 2011), but little is known about how it changes within the
neuronal receptive field. This is an important issue, since the
variation of SSA across the receptive field may shed light on how
the neuron’s inputs contribute to its generation (Ulanovsky et al.,
2004), while a homogeneous SSA would suggest a larger contri-
bution of the intrinsic properties to its origin (Abolafia et al.,
2011), although SSA by definition, as opposed to nonspecific
adaptation, already suggests that these properties are not
involved.

The IC is a key midbrain nucleus that integrates information
from all ascending and descending auditory pathways (Malmierca,
2003), and the lowest auditory station where SSA has been found so
far. Neurons in the IC project to the auditory cortex via the MGB.
Moreover, the IC is the auditory nucleus where the lemniscal and
nonlemniscal pathways emerge (for review, see Malmierca, 2003;
Lee and Sherman, 2011). This division is relevant because the lem-
niscal pathway (associated with the central nucleus of the IC) is
linked to the processing of basic acoustic features, while the nonlem-
niscal (lateral, rostral, and dorsal cortices of the IC) (Malmierca et al.,
2011) is related to the analysis of more complex features of sound
(Hu et al., 1994; Hu, 2003) and multisensory integration (Aitkin et
al., 1981; Malmierca et al., 2002). Previous studies on SSA have dem-
onstrated the prevalence of strong SSA in neurons from the nonlem-
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niscal divisions of the IC and MGB (Malmierca et al., 2009; Antunes
et al., 2010; Lumani and Zhang, 2010).

In the present account, we quantified and compared the de-
gree of SSA in single neurons of the rat IC, at multiple intensities
and frequency combinations, to map the variations of SSA
throughout the neuronal receptive field. Moreover, we investi-
gated whether neurons exhibiting a particular response type are
better able to encode for SSA and if the spectral properties of the
neuronal response affected the level of SSA. Our results demon-
strate that SSA is more strongly expressed in the high-frequency
region of the receptive field, at low firing rates, and in ON re-
sponders. Preliminary reports have been presented previously
(Duque et al., 2010, 2011).

Materials and Methods
Surgical procedures. Experiments were performed on 33 adult, female rats
(Rattus norvergicus, Long Evans) with body weights between 150 and
260 g. All experimental procedures were performed at the University of
Salamanca with the approval of, and using methods conforming to the
standards of, the University of Salamanca Animal Care Committee. An-
esthesia was induced (1.5 g/kg, i.p., 20% solution) and maintained (0.5
g/kg, i.p., given as needed) with urethane. Urethane was chosen as an
anesthetic because its effects on multiple aspects of neural activity, in-
cluding inhibition and spontaneous firing, are known to be less than
those of barbiturates and other anesthetic drugs (Hara and Harris, 2002).
The respiration was maintained artificially (SAR-830/P Ventilator),
monitoring the end-tidal CO2 level (CapStar-100). For this purpose, the
trachea was cannulated and atropine sulfate (0.05 mg/kg, s.c.) was ad-
ministered to reduce bronchial secretions. Details of surgical procedures
have been described previously (Pérez-González et al., 2005; Malmierca
et al., 2009; Antunes et al., 2010). Body temperature was maintained at
38 � 1°C by means of a heating blanket. The animal was placed in a
stereotaxic frame in which the ear bars were replaced by hollow speculae
that accommodated a sound delivery system, inside a sound-sealed room.

Acoustic stimuli and electrophysiological recording. A craniotomy was
performed to expose the cerebral cortex overlying the IC. Extracellular
single-unit responses were recorded using a tungsten electrode (1–2
M�) (Merrill and Ainsworth, 1972) lowered through the cortex by
means of a piezoelectric microdrive (Burleigh 6000 ULN). Neuron loca-
tion in the IC was based on stereotaxic coordinates, physiological criteria
of tonotopicity and response properties (Malmierca et al., 2003; Hernán-
dez et al., 2005; Pérez-González et al., 2005, 2006; Malmierca et al., 2009),
and confirmed histologically afterward.

Acoustic stimuli were delivered through a sealed acoustic system
(Malmierca et al., 2009) using two electrostatic loudspeakers (TDT EC1;

Tucker Davis Technologies) driven by two TDT ED1 modules. The stim-
uli were presented contralaterally to the recording side; search stimuli
were pure tones or noise bursts monaurally delivered under computer
control using TDT System II hardware and custom software (Faure et al.,
2003; Pérez-González et al., 2005, 2006; Malmierca et al., 2008). The
output of the system at each ear was calibrated in situ using a 1⁄4 inch
condenser microphone (model 4136; Brüel and Kjær) and a DI-2200
spectrum analyzer (Diagnostic Instruments). The maximum output of
the TDT system was flat from 0.5 to 4 kHz (�110 � 7 dB SPL), from 4.5
to 14.5 kHz (�90 � 6 dB SPL), and from 15.5 to 40 kHz (�95 � 7 dB
SPL), presenting a notch at 15 kHz. The highest frequency produced by
this system was limited to 40 kHz. The second and third harmonic com-
ponents in the signal were �40 dB below the level of the fundamental at
the highest output level (Malmierca et al., 2008, 2009).

Action potentials were recorded with a BIOAMP amplifier (Tucker
Davis Technologies), the 10� output of which was further amplified and
bandpass filtered (TDT PC1; fc, 500 Hz and 3 kHz) before passing
through a spike discriminator (TDT SD1). Spike times were logged with
a resolution of �150 �s on a computer by feeding the output of the spike
discriminator into an event timer (TDT ET1) synchronized to a timing
generator (TDT TG6). Stimulus generation and on-line data visualiza-
tion were controlled with custom software. Spike times were displayed as
dot rasters sorted by the acoustic parameter varied during testing.

From an isolated neuron, the approximate frequency tuning was au-
diovisually determined by presenting pure tones lasting 75 ms with a 5 ms
rise/fall time (Hernández et al., 2005). We obtained the frequency re-
sponse area (FRA), the combination of frequencies and intensities capa-
ble of evoking a response, as an estimation of the neuronal receptive field.
For that, we presented multiple combinations of frequency and intensity
using an automated procedure with 5–10 stimulus repetitions at each
frequency (from 0.5 to 40 kHz, in 20 –30 logarithmic steps, presented
randomly) and intensity (10 dB steps, presented from lower to higher
intensities). The spike counts evoked at each combination of frequency
and intensity were then plotted using MATLAB. We used this represen-
tation of the FRA to calculate the minimum threshold and best frequency
(BF) of response, i.e., the frequency where the minimum threshold is
found.

Stimulus presentation paradigms. The representation of the FRA al-
lowed us to choose pairs of frequencies ( f1 and f2) within the response
area of the neuron that elicited a similar firing rate at the same intensity
level (Fig. 1 A). Both frequencies in each pair were always presented at the
same sound level. For each pair of frequencies, stimuli were presented in
an oddball paradigm similar to that used to record mismatch negativity
responses in human (Näätänen, 1992) and animal (Ulanovsky et al.,
2003, 2004; Malmierca et al., 2009; Antunes et al., 2010) studies. Briefly,
a train of 400 stimuli containing both frequencies f1 and f2 was presented

Figure 1. Oddball paradigm and stimulation protocol. A, Schematic FRA showing the protocol of the experiments. Different pairs of frequencies ( f1, circle; f2, square) were selected within the FRA
for the oddball paradigm, covering all the range of frequencies and intensities. The frequency contrast (�f ) between the two frequencies remained constant at 0.1 (0.141 octaves). B, Oddball
paradigm. Sequences of 400 pure tones at the two different frequencies were presented, varying the probability of each of the frequencies. In Sequence 1, the f1 (circle) had 90% probability of
occurring, and f2 (square) had 10%. In Sequence 2, the probabilities of f1 and f2 were reversed. After performing the oddball paradigm a CSI value summarizes the SSA seen at that region of the FRA.
C, Schematic representation of the CSI value. On top of each pair of frequencies in the FRA, we draw a circle proportional to the CSI: the bigger the circle is, the higher the SSA.

Duque et al. • Frequency and Level Dependence of SSA J. Neurosci., December 5, 2012 • 32(49):17762–17774 • 17763



under the oddball paradigm: one frequency ( f1) was presented as the
standard (90% occurrence), while, interspersed randomly among
the standards, the deviant stimuli (10% occurrence) were presented at
the second frequency ( f2). After obtaining one data set, the relative prob-
abilities of the two stimuli were reversed, with f2 as the standard and f1 as
the deviant (Fig. 1 B). Dot raster plots (see Fig. 3) are used to illustrate the
responses obtained to the oddball paradigm, plotting individual spikes
(red dots indicate responses to the deviant; blue dots indicate responses
to the standard). Stimulus presentations are marked along the vertical
axis. The responses to the standard and deviant stimuli were expressed as
spikes per stimulus, to account for the different number of presentations
in each condition, due to the different probabilities. The frequency con-
trast remained constant under all the experimental conditions at �f �
0.10, where �f � ( f2 � f1)/( f2 � f1)1/2. (Ulanovsky et al., 2003, 2004;
Malmierca et al., 2009). This value is equivalent to a frequency separation
of 0.141 octaves. The stimuli were presented at a repetition rate of 4 Hz.
These conditions have been shown previously to evoke strong SSA in the
IC (Malmierca et al., 2009).

The degree of SSA was quantified by calculating the common SSA
index (CSI) from the responses (firing rate) elicited in the oddball con-
dition. The CSI has been used in previous studies (Ulanovsky et al., 2003,
2004; Malmierca et al., 2009; Antunes et al., 2010) and is defined as CSI �
[d( f1) 	 d( f2) � s( f1) � s( f2)]/[d( f1) 	 d( f2) 	 s( f1) 	 s( f2)], where

d( f ) and s( f ) are responses to each frequency f1 or f2 when they were the
deviant (d) or standard (s) stimulus, respectively. This index reflects the
extent to which the response to the standard was suppressed or the re-
sponse to the deviant was enhanced (Fig. 1C). The possible range of CSI
values is from �1 to 	1, being positive if the response to the deviant
stimulus is greater. To avoid including the spontaneous activity in the
analysis, we set time windows chosen individually in each case. We had a
default time window that embraced the whole stimulus (10 to 85 ms) for
low spontaneous activity responses (see Fig. 3 B, C) and, in those cases
where the spontaneous rate was higher (see Fig. 3 A, D), it was possible to
set the boundaries based on the shape of the peristimulus time histogram
(PSTH). When probing for SSA at different frequencies and intensities,
we started to collect the data from the lowest intensity at BF and then
gradually chose different pairs of frequencies covering (1) frequencies
lower and higher than the BF and (2) all the possible range of intensity
levels, in 10 dB steps. There is no a priori octave spacing when choosing
the pairs, but we always try to test at both the low- and the high-frequency
edges of the FRA, choosing two stimuli that evoked similar firing rates to
ensure that all differences in response were due to the statistics of the
stimulus ensemble.

Histological verification and recording sites. Each track was marked with
electrolytic lesions (10 –15 �A for 10 –15 s) for subsequent histological
localization of the neurons recorded (Fig. 2 A). At the end of each exper-

Figure 2. Anatomical location of CSI. A, Photomicrography showing a sagittal section of the IC with a typical electrode track (asterisks) and the electrolytic lesion generated (arrowhead). Scale
bar, 500 �m. C, Caudal; D, dorsal. B, Box plot with the median value (red line) of CSI sorted by anatomic regions. The blue box delimits the 25th and 75th percentiles, and dashed lines show the most
extreme data points not considered outliers. Red crosses indicate outliers. Cortical regions (RCIC, DCIC, and LCIC) are significantly different from the CNIC (Kruskal–Wallis test, p 
 0.001). C, Neuronal
CSI variability. Each dot illustrates the level of CSI for a given pair of frequencies. Any single neuron can present levels of CSI close to 1 and below 0, depending on the region of the FRA. Red dots are
values from neurons that present adapting pairs of frequencies, blue dots are values from neurons that only have nonspecifically adapting pairs of frequencies, and empty dots are pairs of frequencies
in identified CNIC neurons. The top dashed line shows the higher cutoff value (0.18), the bottom one shows the lower cutoff value (�0.18), and the vertical dash line illustrates the separation
between adapting and nonspecifically adapting neurons. SC, Superior colliculus; DLL, dorsal lateral lemniscus.
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iment, the animal was given a lethal dose of sodium pentobarbital and
perfused transcardially with PBS (0.5% NaNO3 in PBS) followed by fix-
ative (a mixture of 1% paraformaldehyde and 1% glutaraldehyde in rat
Ringer’s solution). The brain tissue was sectioned in the sagittal plane
into 40-�m-thick sections that were Nissl stained with 0.1% cresyl violet.
Recording sites were marked on standard sections from a rat brain atlas
(Paxinos and Watson, 2005), and units were assigned to one of the four
main divisions of the IC (Malmierca et al., 1993, 1995, 2011; Loftus et al.,
2008): lateral cortex (LC), rostral cortex (RC), dorsal cortex (DC), or
central nucleus (CN). This information was complemented and con-
firmed by the stereotaxic coordinates used during the experiment to
localize the IC.

Results
To study how SSA varies within the receptive field of IC neurons,
we recorded the responses from 124 well-isolated single units
throughout the IC while presenting stimuli in an oddball para-
digm. For all neurons, we determined the FRA and used the
oddball paradigm choosing several pairs of frequencies at differ-
ent intensities within the FRA (Fig. 1A). We used a constant
frequency contrast (�f � 0.1), repetition rate (4 Hz), and prob-
ability of occurrence of the deviant stimuli (10%).

SSA is better encoded in the nonlemniscal pathway
We localized histologically 81 of the 124 recorded neurons
(65.3%) to the different IC subdivisions (Fig. 2). Twenty-five of
them were from the rostral cortex (RCIC, 31%), 21 from the
lateral cortex (LCIC, 26%), and 17 from the dorsal cortex (DCIC,
21%). Eighteen were localized to the central nucleus (CNIC,
22%). The Kruskal–Wallis one-way ANOVA by ranks shows that
the distributions of CSI values obtained in the cortical regions
were similar among them (median � interquartile range, DCIC,
0.367 � 0.629; RCIC, 0.346 � 0.587; LCIC, 0.343 � 0.520), but
significantly different from those of the CNIC (0.012 � 0.116;
p � 1.35 � 10�13; Dunn’s method confirmed differences between
each cortical region and the CNIC, p 
 0.05 in all cases; Fig. 2B).
Although the level of SSA in the CNIC is distinctly low, seven
pairs of frequencies from neurons histologically located in the
edges of the CNIC exhibited significant SSA (CSI, �0.4; Fig. 2B).
Since our sample is consistent and biased to the cortical regions of
the IC (almost the 80% of the neurons were localized in cortical
regions), in the subsequent analysis we have included all the re-
corded neurons instead of only the 81 localized histologically,
and we will no longer consider regional subdivisions.

SSA varies within the FRA
From the 124 recorded neurons, we obtained a total of 1057
different pairs of frequencies. On average, we tested nine pairs of
frequencies per neuron (range, 3–24 pairs per neuron). Pairs of
frequencies that did not respond to both stimuli in the oddball
paradigm (n � 68) were excluded from the analysis. Figure 2C
shows the individual variability of the CSI value for all the neu-
rons in our sample. Since our main goal was a detailed analysis of
neurons that exhibit SSA, we established a cutoff to prevent the
neurons lacking SSA (as those located in the CNIC) from mask-
ing or averaging out the relationship between SSA sensitivity and
other response properties under study. We used a CSI value of
	0.18 as threshold for significant SSA, since the intrinsic vari-
ability of the response could evoke positive values of CSI that are
not related to a specifically stronger response to the deviant stim-
ulus. This cutoff value was established previously by Antunes et
al. (2010) by choosing the most negative CSI value in the data set
(�0.18) to represent the most extreme variance due to random
fluctuations in spike counts. We calculated the cutoff value for

the present data set obtaining a value of �0.21, but we considered
that the different cutoff values obtained are due to the experi-
mental variability rather than a genuine difference. Thus, for con-
sistency we use the same value as used previously. We consider
the range of CSI between �0.18 and 	0.18 as an indication of a
lack of stimulus-specific adaptation. Thus, a CSI value above 0.18
indicates significant SSA. The few values in our data set below
�0.18 (11 of 1057, 1%) are considered outliers. Neurons that
presented all their CSI values below 0.18 are referred to as “non-
specifically adapting” neurons. One-hundred and two neurons
(82.3%; 900 pairs of frequencies) showed high SSA levels (CSI,
�0.18) for at least one of the pairs of frequencies analyzed. The
remaining 22 neurons (17.7%) showed a low SSA (CSI, �0.18)
for all pairs of frequencies analyzed (89 pairs of frequencies).
Interestingly, 12 of the 18 neurons that we localized in the CNIC
presented such low SSA (Fig. 2C, empty dots).

Figure 3 shows four examples of individual neurons with their
corresponding FRA. For each neuron, we display dot raster plots
obtained using the oddball paradigm with a pair of frequencies
that show strong adaptation (left columns) and with a pair that
do not show adaptation (right columns). The corresponding
PSTHs are also shown. To assess the variability of SSA within the
FRA, we plotted the pairs of frequencies tested (represented by
dots in the FRA) and the level of SSA of each pair of frequencies
(represented by a circle, with the diameter proportional to the
CSI value; Fig. 1C). Figure 3A shows a broadly V-shaped FRA
where 13 pairs of frequencies were tested. Figure 3B shows a
multipeaked FRA (18 pairs of frequencies), while Figure 3C
shows a narrow FRA (9 pairs of frequencies), and Figure 3D a
mosaic FRA (8 pairs of frequencies). In all these cases, the PSTHs
exhibit a larger response to the deviant sounds (red line), showing
that the neuron presents SSA to some pairs of frequencies (left
columns) and a similar response for both conditions when it is
not differentially adapted (right columns).

To see how CSI values are distributed throughout the whole
auditory receptive field of the rat, we first merged the firing rates
of all the FRAs to create a cumulative receptive field (Fig. 4A–D).
This cumulative FRA was created over the whole range of fre-
quencies (from 0.5 to 40 kHz) and intensities (between �20 and
80 dB SPL) that we tested. The resulting cumulative receptive
field obtained was a broadly tuned, V-shaped-like FRA that pre-
sented the lowest threshold (�20 dB SPL) at �12 kHz. Then, we
plotted the center frequency [CF � ( f2 � f1)1/2] of each pair of
frequencies on top of the cumulative receptive field, grouped
according to the level of SSA that they elicited, as shown in Fig. 4.
For convenience, we established four different groups: CSI 

0.18 (n � 284; Fig. 4A), 0.18 
 CSI 
 0.5 (n � 277; Fig. 4B),
0.5 
 CSI 
 0.75 (n � 183; Fig. 4C), and CSI � 0.75 (n � 156;
Fig. 4D). The distribution of the frequencies analyzed with low
CSI values (CSI 
 0.18; Fig. 4A) was spread throughout the entire
FRA, covering the whole range of frequencies and intensities
used, but a majority of pairs of frequencies tended to be located at
the high-intensity regions of �10 –12 kHz, which are also the
highest firing rate regions (yellow and red areas). In contrast,
the highest CSI values (�0.75; Fig. 4D) were concentrated in the
lower firing rate areas (dark blue), which are located at low and
medium intensities around the 10 –12 kHz region, and also at
high frequencies. It is important to note that there were no pairs
with CSI values �0.75 found in the low-frequency tail of the
“synthetic” receptive field. Medium CSI values (0.18 
 CSI 
 0.75;
Fig. 4B,C) show an intermediate localization. In this case the
distribution of the pairs was not as homogeneous as the one
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Figure 3. Examples of neurons. A–D, Each panel shows the FRA (broad V-shaped FRA, A; multipeaked FRA, B; narrow FRA, C; mosaic FRA, D) of a neuron and all the pairs of frequencies analyzed
as dots. Each pair of dots is associated to a circle the size of which is proportional to the level of CSI evoked. Examples of an adapting pair of frequencies are marked as 1, (Figure legend continues.)
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observed with low CSI levels, but instead began to show a trend
toward low firing rates.

To further analyze the parameters that could affect the
strength of SSA, we divided our data into different groups accord-
ing to the two main sound parameters (i.e., intensity and fre-
quency). First, we created different groups taking into account
sound level (decibels of SPL; Fig. 4E): the results showed an
emerging trend such that SSA is higher at low sound intensities.
Next, we analyzed how the SSA of the IC neurons varied as a
function of the sound frequency that we used for stimulation
(from 0.5 to 40 kHz). For this purpose, we calculated the center
frequency for each pair of frequencies and arranged them in 0.5-
octave-wide groups. As shown in Figure 4F, high CSI values are
clearly skewed toward high frequencies. We finally merged all the
information relative to CSI and plotted it together, taking into
account the intensity (in decibels of SPL) and the frequency of
each pair of frequencies analyzed (in kilohertz) to understand
how SSA varies as a function of these two parameters (Fig. 4G).
High and low SSA levels are differently distributed. Neurons ex-
hibit the highest CSI values in the regions with frequencies above
10 kHz at low intensities and also at relative high intensities at
high frequencies (Fig. 4G, yellow–red). In contrast, the lowest
values of CSI (Fig. 4G, green– blue) are confined to high intensi-
ties and to low frequencies.

At this juncture, to better visualize where the SSA is strongest
within the FRA, we replotted the graph in Figure 4G, but this time
considering the distances relative to the threshold (reTh) and the
best frequency of each neuron. In Figure 5A, we clearly observe
that the highest CSI values are concentrated at the high-
frequency edge. To check that we do not have any bias due to
high-frequency neurons, we standardized the data to the high-
frequency edge (Fig. 5B). This analysis confirms that the results
are genuine and not due to a data sampling bias. This plot rein-
forces the idea that larger CSI values are found at high frequencies
and low intensities within the FRA of individual neurons, dem-
onstrating that SSA is not a property homogeneously distributed
within the FRA of the neuron.

With the aim of quantifying these effects, we performed a
three-way ANOVA, where the three factors evaluated were the
frequency, the intensity, and the effect of the neuron (as a ran-
dom factor). The results of this analysis showed that intensity
(F � 112.75; p � 7.18 � 10�44), frequency (F � 52.25; p �
4.69 � 10�22), and neuron (F � 9.33; p � 4.01 � 10�79) are major
factors that shape the level of CSI.

SSA as a function of sound intensity
To understand how SSA varies through the intensity range, we
established six different groups in 10 dB steps above each neu-
ron’s minimum threshold, and we calculated the median CSI

value in each group separately (Fig. 6A). The maximum intensity
that we played was 	70 dB reTh. Thus, we pooled together the
	60 and the 	70 dB reTh groups to make the high-intensity
group more reliable. CSI values close to the threshold are signif-
icantly larger than those at higher intensity levels (Kruskal–Wallis
test, p 
 0.001). Post hoc comparisons confirmed that all groups
were significantly different to those at least 20 dB apart (Dunn’s
method, p 
 0.05; Fig. 6A).

In an attempt to understand the correlation between the in-
tensity level and the firing rate, we performed an additional anal-
ysis where we considered that the effect of the intensity might be
due to firing rate dependence. For this reason, we took the fre-
quency pairs above 70 dB SPL and sorted them in three groups
according to the firing rate observed in the region of the FRA
where we choose the pairs: low (
1.5 spikes/stimulation), middle
(1.5 to 4 spikes/stimulation), and high (�4 spikes/stimulation)
firing rates. A Kruskal–Wallis test showed that there are no sig-
nificant differences between the groups (low firing rate, 0.200;
middle firing rate, 0.141; high firing rate, 0.098; p � 0.516). Thus,
lower CSI levels at high intensities are independent of the firing
rate.

To analyze the relationship between sound level and the la-
tency of the neuronal response, we plotted the latency differences
between the standard and the deviant stimuli (defined as the
difference between the median first spike latency to the standard
and the deviant condition for each frequency) as a function of the
different intensity groups that we previously established (Fig.
6B). The results demonstrate that there were no significant dif-
ferences between the intensity groups (Kruskal–Wallis test, p �
0.172; Table 1).

To study the time course of adaptation in the IC population,
we examined how responses changed over the 400 consecutive
trials. Figure 6C shows the average population response as a func-
tion of trial number for both standard (blue trace) and deviant
stimuli (red trace). In the three groups of intensities analyzed
(low intensities, �20 dB reTh, Fig. 6C, left; medium intensities,
30 – 40 dB reTh, middle; high intensities, �50 dB reTh, right), a
reduction of the response to the standard stimulus occurred rap-
idly (blue trace), reaching a minimum within the first 50 –100
trials, while the response to the oddball stimulus (red trace)
showed little adaptation over the course of the train of stimuli. A
power law equation ( y � a * xb 	 c) provided the best fit to the
responses to the standard across trials for all conditions. A high
proportion of the adaptation to the standard stimulus was ex-
plained by this model (low intensities, r 2 � 0.923; medium in-
tensities, r 2 � 0.952; high intensities, r 2 � 0.955; p 
 0.0001 for
all conditions). In contrast, the responses to the deviant stimuli fit
poorly to this regression model (r 2 
 0.1 in all conditions). A
close inspection of the dynamics of adaptation reveals that inten-
sity level affects inversely the rate of adaptation to the standard
stimuli, determined by b (blow � �0.627; bmed � �0.657; bhigh �
�0.577), i.e., at higher intensities the adaptation is slower [95%
confidence interval (CI95) at high intensities, �0.5982 to
�0.5569; CI95 at medium intensities, �0.6791 to �0.6346; CI95

at low intensities, �0.6554 to �0.5993]. This suggests that at high
sound levels this reduction of the firing rate is not enough to
allow an adequate discrimination between the standard and the
deviant stimuli (Fig. 6C, right), a result that reflects the lower
level of adaptation seen at these intensities. It is important to
know that the firing rate does not saturate at high intensities (the
firing rate keeps increasing gradually from 50 to 80 dB reTh in a
monotonic way) (data not shown), so it is unlikely that the firing
rate is putting a ceiling on SSA.

4

(Figure legend continued.) and examples of a nonspecifically adapting pair of frequencies are
marked as 2. Below the FRA we show the dot raster plots obtained in the adapting pair (left) and
in the nonspecifically adapting pair (right). The blue dots represent spikes evoked by the stan-
dard stimulus (90% probability), while the red dots represent those evoked by the deviant
stimulus (10% probability). Stimulus presentations are accumulated in the temporal domain in
the vertical axis. In the adapting examples, red dots are more visible because of the specific
decrease of the response to the standard stimulus. The top panels are the ones obtained after
using Sequence 1 in the oddball paradigm; middle panels are the ones obtained after Sequence
2 under the oddball paradigm. Bottom panels are the PSTHs, averaged for both frequencies
when deviant (red) or standard (blue). CSI values obtained in each pair of frequencies are
showed as insets in the PSTHs. The shaded backgrounds in the dot raster and PSTH plots indicate
the duration of the stimulus.
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SSA as a function of sound frequency
Next, to check whether the trend of high SSA toward high fre-
quencies is related to the absolute sound frequency (i.e., neurons
tuned to high frequencies show stronger SSA) or whether it is
actually integrated across the receptive field of the neurons, we
established five different groups based on the distance to the best
frequency of each neuron: very low frequencies (more than �1

octave of distance from the BF), low frequencies (between �1
and �0.2 octaves of distance from BF), medium frequencies
(�0.2 octaves of distance from BF), high frequencies (between
0.2 and 1 octaves of distance from BF), and very high frequencies
(�1 octave of distance from the BF). The 0.4 octave window
around the BF was set to integrate similar, but not strictly equal
pairs of frequencies. The 2 octave window was set to differentiate

Figure 4. Localization of the frequency pairs in the auditory receptive field sorted by CSI. A–D, Cumulative FRA generated by averaging all the FRAs in our sample. The response was normalized
to the maximum firing rate of each individual neuron before pooling the FRAs. Each white dot represents the center of a pair of frequencies tested. A, Topographic location within the FRA where the
lowest CSI levels (
0.18) were found. B, C, Topographic location for middle levels of CSI (0.18 to 0.5, B; 0.5 to 0.75, C). D, Topographic location of the pairs of frequencies that evoked the highest
CSI levels (�0.75). E, Distribution of the levels of CSI sorted by absolute intensities (decibels of SPL). F, Distribution of the levels of CSI sorted by absolute frequencies (0.5 octaves steps, in kilohertz).
G, Raw distribution of the CSI values considering absolute intensity (decibels of SPL, 10 dB steps) and frequency (in kilohertz, grouped in 0.5 octave steps). Note the different distribution of high CSI
values (warm colors) and low CSI values (cold colors). Error bars indicate SD.
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the most distant parts of the FRA. Figure 7A shows that CSI values
in the high-frequency region are significantly larger than those
values in the low-frequency one (Kruskal–Wallis test, p 
 0.001).
Post hoc comparisons confirmed differences between groups
(Dunn’s method, p 
 0.05 in all comparisons but those between
low and very low, and high and very high frequencies, which were
not significant).

Then, we plotted the latency difference based on the five
groups established previously. Figure 7B shows that the latency
difference tends to be larger for frequencies above BF (Kruskal–
Wallis test, p 
 0.001). Dunn’s post hoc analysis confirmed dif-
ferences between groups (Fig. 7B). In that case, the latency of
both standard and deviant is shorter at the best frequency (Table
2) and then increases when the frequencies are more distant to
the best frequency. Latencies are slightly larger at the high-
frequency region compared to the ones at the low frequency
region.

Last, we analyzed the time course of adaptation, establishing
three groups relative to the BF of each neuron: low frequencies
(less than �0.2 octaves from BF), best frequency (between �0.2
and 0.2 octaves), and high frequencies (�0.2 octaves from BF;
Fig. 7C). As for the intensity analysis described above, a power
law equation was the best fit of the response to the standard tone:
low frequencies, r 2 � 0.933; best frequency, r 2 � 0.952; and high
frequencies, r 2 � 0.951 (p 
 0.0001 for all conditions). Deviant
stimuli responses fit poorly to this regression model (r 2 
 0.1 in
all conditions). These results show that the frequency relative to
the BF affects the dynamics of adaptation by allowing a greater
discrimination between the standard and the deviant sounds at
high frequencies than at low frequencies. Although the speed of
adaptation to the standard stimulus is higher around the BF
(blow � �0.592; bBF � �0.659, bhigh � �0.595; CI95 around BF,
�0.6814 to �0.6370; CI95 at low frequencies, �0.6178 to
�0.5666; CI95 at high frequencies, �0.6167 to �0.5734), the
decrement of the response to the standard stimulus is larger at
high frequencies than at the lower ones, exhibiting a larger
amount of adaptation at this frequency range.

SSA in relation to the temporal pattern of the
neuronal response
An important feature of the neuronal responses is their temporal
pattern. Thus, we also studied whether the type of response could

be related to the level of SSA. We classified
the neuronal responses of our sample
in five different groups: ON, LONG-
LATENCY ON, ON-SUSTAINED, SUS-
TAINED, and ON-OFF (Rees et al., 1997)
(Fig. 8). ON responses showed a robust
response confined to the first 40 ms of the
stimulus. The LONG-LATENCY ON re-
sponse started 50 – 80 ms after the begin-
ning of the tone. ON-SUSTAINED
responses exhibited a clear ON response
followed by a SUSTAINED portion, with
a lower firing rate than the ON portion.
We defined the ON part of the ON-
SUSTAINED response as the early por-
tion with a higher firing rate (at least 50%
more than the sustained portion). SUS-
TAINED responses showed a constant re-
sponse that lasts 50 ms or more. To
further analyze whether there were differ-
ences on SSA between the ON and the

SUSTAINED portion of the SUSTAINED response, we defined
the ON portion as the first 20 ms of response. The ON-OFF
response had two different latency components in the response,
with an ON and OFF portion (after the ending of the stimulus).
In our sample, we did not find any pauser or regular-chopper
responses, which are typical of the CNIC (Rees et al., 1997).

As reported previously (Hind et al., 1963; Rees et al., 1997), IC
neurons can exhibit different patterns of response depending on
the region under examination within the FRA. However, at this
point, we should emphasize that the majority of the neurons in
our sample are from outside the CNIC (Fig. 2). In some cases
analyzing the responses of a pair of frequencies, each frequency
can present a different pattern of response (i.e., one frequency
evokes an ON response and the other one an ON-SUSTAINED
response), and also the same frequency can respond differently
when the sound is frequent or rare. Thirty-four pairs of frequen-
cies were not analyzed for this reason. Our sample includes 679
pairs of frequencies that showed an ON response, 123 that were
ON-SUSTAINED, 16 that were SUSTAINED, 21 that were ON-
OFF, and 27 that were LONG-LATENCY ON. Sometimes (21 of
87 neurons, 24.14%) increasing the sound level caused the re-
sponse of a neuron to change from an ON response to a
SUSTAINED (2 of 87), ON-OFF (4 of 87), or ON-SUSTAINED
response (15 of 87).

As expected from previous work (Pérez-González et al., 2005;
Malmierca et al., 2009), the analysis of the strength of SSA as a
function of the response type (Fig. 8A) shows that the ON re-
sponses evoke the larger CSI. The median SSA in ON types (CSI,
0.401) was significantly different from that in ON-SUSTAINED
(CSI, 0.235) and SUSTAINED (CSI, 0.059) types (Kruskal–Wal-
lis ANOVA on ranks, p 
 0.001; post hoc Dunn’s method analysis
confirmed differences with p 
 0.05). The same analysis also
showed differences between the ON type and the OFF portion of
the ON-OFF response (CSI, 0.153; p values the same for
Kruskall–Wallis and Dunn’s). Additionally, CSI values of the ON
portion in the ON-OFF response are larger than the values of the
OFF portion: these data suggest that the ON portion of the whole
neuronal response is more sensitive to SSA.

To further analyze this effect, we examined whether the ON
portion of the ON-SUSTAINED, SUSTAINED, and ON-OFF
responses better encoded the SSA (Fig. 8B). In the ON-
SUSTAINED and the ON-OFF responses, we observed a signifi-

Figure 5. Summary of the distribution of the levels of CSI in the FRA. Mean CSI values found in the neurons as a function of
intensity and frequency. A, Distribution of the CSI values sorted relatively to the BF and the threshold of the FRA. High CSI values are
concentrated at the high-frequency edge. B, Distribution of the CSI values relative to the high-frequency (HF) edge of the FRA for
each frequency pair. The values are also standardized to the threshold of each FRA. The distribution of high CSI values along a
vertical line demonstrates that there is not a bias due to high-frequency neurons.
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cant difference in the CSI levels between the ON portion and
the SUSTAINED/OFF portion (Wilcoxon signed rank test,
Z � �5.053, p � 0.001; Mann–Whitney rank sum test, t � 344,
p � 0.028, respectively), whereas in the SUSTAINED response
there were no significant differences between the levels founds in
the ON and the SUSTAINED portions (Wilcoxon signed rank
test, Z � �1.099, p � 0.296). As before, these data indicate that a
distinct ON portion of the response better encodes SSA.

To evaluate the relationship between the type of response and
the latency of the response, we considered the latency difference
(Fig. 8C): we observed that the latency difference was signifi-
cantly larger in the ON-SUSTAINED responses than in the ON
and the LONG-LATENCY ON responses (Kruskal–Wallis
ANOVA on ranks, p 
 0.001; post hoc Dunn’s method analysis,
p 
 0.05 in the two cases). This distinction was correlated with a

more prominent effect of inhibition over the ON than the
SUSTAINED region of the response (Pérez-González et al.,
2012), causing the standard response to be reduced or abolished
in the ON and LONG-LATENCY ON cases (short latency differ-
ence), but being unable to do the same in the ON-SUSTAINED
case (longer latency difference).

SSA in relation to spectral properties of the
neuronal response
Last, we studied how the type of FRA is related to the level of SSA.
For this purpose we classified the FRAs into six different groups:
multipeaked/U-shaped (n � 48), V-shaped (n � 20), mosaic
(n � 12), narrow (n � 9), closed (n � 3), and low tilt (n � 3) (Le
Beau et al., 2001; Hernández et al., 2005). There were no high-tilt
FRAs in our sample. For convenience, multipeaked and
U-shaped FRAs were pooled into a single broadly tuned group.
Since our data are biased to the cortical regions of the IC, a
majority of the neurons are multipeaked (Hernández et al.,
2005). To avoid a bias due to low CSI values at high intensities,
we computed only the highest CSI value obtained in each
neuron. The data demonstrate that the level of SSA for all the
neurons was independent of the FRA type and is similar in all
the FRAs analyzed (data not shown; Kruskal–Wallis ANOVA
on ranks, p � 0.185).

To further analyze the variation of the SSA with the shape of
the response area, we evaluated the bandwidth of each FRA re-
lated to (1) the region of the IC (Fig. 9A) and (2) the level of SSA

Figure 6. CSI analysis by intensity. A, Box plots showing the distribution of the levels of CSI sorted by intensities relative to the neuronal threshold. The asterisks indicate significant differences
(Kruskal–Wallis test, p 
 0.001; Dunn’s method, p 
 0.05). B, Box plots of the latency difference (in milliseconds) between deviants and standards, sorted by intensities relatives to threshold. In
both charts (A and B), the middle line represents the median value, the box delimits the 25th and 75th percentiles, whiskers indicate the 10th and 90th percentiles, and the dots indicate the 5th and
95th percentiles. C, Time course of adaptation sorted by intensities relative to the neuronal threshold. Blue lines show the time course of the standard tones, and red lines show the time course of
the deviant tones. Left, Mean time course of the response at low intensities (10 –20 dB reTh). Middle, Middle intensities (30 – 40 dB reTh). Right, High intensities (�50 dB reTh).

Table 1. Median values of the latency of the response (in milliseconds) per
intensity

Intensity
(dB reTh)

Median first spike latency (ms)
Latency
difference (ms)Standard Deviant

10 23.84 21.30 0.58
20 20.86 18.82 1.09
30 18.78 17.62 0.70
40 19.49 18.72 0.69
50 17.60 16.62 0.95

60 18.63 18.18 0.53
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(B). The CSI groups we used were the same as we had used before
(Fig. 4). Despite the clear trend, we did not find significant dif-
ferences between the groups in the region analysis either at 10 or
40 dB reTh (Kruskal–Wallis ANOVA on ranks, 10 dB reTh, p �
0.633; 40 dB reTh, p � 0.073). In the CSI groups we did not find
significant differences at 10 dB reTh (Kruskal–Wallis ANOVA on
ranks, p � 0.117), but we found differences at 40 dB reTh (p 

0.024; post hoc Dunn’s method confirmed differences between
CSIs 
0.18 and �0.75). To make the analysis more robust, we
pooled the cortical regions (LCIC, RCIC, and DCIC) into a single
group, and we did the same with the three adapting groups (0.18
to 0.5, 0.5 to 0.75, and �0.75). T tests confirmed that cortical
regions had broader FRA (t test, 40 dB reTh, t � 351; p � 0.014)
and that the broader the FRA is, the higher the CSI levels are (t
test, 40 dB reTh, t � 669; p � 0.005).

Discussion
Our results demonstrate that in the IC, SSA is not constant within
the neuronal receptive field, and therefore is not a characteristic
property of the neuron. In most cases, a single neuron can exhibit
CSI values as high as 1 in some regions of the FRA as well as values
close to 0 in others. Our study further demonstrates that higher levels
of SSA are biased toward low intensity levels and to the high-
frequency edge of the FRA. Furthermore, the type of temporal re-
sponse pattern observed in each particular region of the FRA is also
related to the magnitude of the CSI. Thus, the ON responses exhibit
larger SSA values than other response types. We also demonstrated
that the neurons with broader receptive fields show more SSA, and
most of them are located in the cortical regions of the IC.

Comparison with previous studies and
technical considerations
Previous studies of SSA based on the oddball paradigm consid-
ered only a single pair of frequencies or a very restricted area of
the neurons’ receptive field (Bauerle et al., 2011). In the present
study, we show a robust set of data (recording up to 24 pairs of
frequencies per neuron) that reveals that SSA sensitivity is not
homogeneous, but rather varies across the response area. Thus, a
single CSI value cannot be used to completely define the sensitiv-
ity for neuronal SSA.

Our study confirms that neurons from the nonlemniscal path-
way in IC have higher SSA sensitivity (Malmierca et al., 2009).

Figure 7. CSI analysis by frequency. A, Box plots showing the distribution of the levels of CSI sorted by frequencies relative to the neuronal best frequency (in octaves). The asterisks indicate
significant differences (Kruskal–Wallis test, p 
 0.001; Dunn’s method, p 
 0.05). B, Box plots of the latency difference (in milliseconds) sorted by frequencies relative to the neuronal BF. The
asterisks indicate significant differences with the Kruskal–Wallis test ( p 
 0.001) and Dunn’s method ( p 
 0.05). In both charts (A and B), the middle line represents the median value, the box
delimits the 25th and 75th percentiles, whiskers indicate the 10th and 90th percentiles, and the dots indicate the 5th and 95th percentiles. C, Time course of adaptation sorted by frequencies relative
to the neuronal BF. Blue lines show the time course of the standard tones, and red lines show the time course of the deviant tones. Left, Mean time course of the response at low frequencies (�0.2
octaves lower). Middle, Middle frequencies (�0.2 to 0.2 octaves). Right, High frequencies (�0.2 octaves).

Table 2. Median values of the latency of the response (in milliseconds) per
frequency

Distance to
BF (octaves)

Median first spike latency (ms)
Latency
difference (ms)Standard Deviant

Less than �1 19.82 18.79 0.09
�1 to �0.2 18.66 18.72 0.33
�0.2 to 0.2 17.96 17.23 0.68
0.2 to 1 22.22 19.49 1.58
�1 23.01 19.69 1.57
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Neurons in the LCIC, DCIC, and RCIC
have the largest and less oriented dendritic
arbors in the IC (Malmierca et al., 1993,
1995, 2011), allowing neurons to integrate
inputs over a broader frequency range. As
we show here (Fig. 9A), neurons in the IC
cortex possessed broader FRAs. Although
the data do not show correlations between
the three factors (CSI, bandwidth, and IC
subdivisions), it is likely that the higher
levels of SSA found in the cortical regions
are related to the width of the FRA. Simi-
lar relations between adaptation, anatom-
ical subdivisions, and the shape of the
FRA have been shown previously in the
external cortex of the barn owl (Gut-
freund and Knudsen, 2006), a structure
homologous to the same region in the rat
IC (Knudsen, 1983; Gutfreund and Knudsen, 2006).

Our results support previous studies that reported that SSA is
stronger for the ON responses of the neurons both in the IC
(Pérez-González et al., 2005; Malmierca et al., 2009; Lumani and
Zhang, 2010; Zhao et al., 2011) and the MGB (Antunes et al.,
2010; Antunes and Malmierca, 2011). Moreover, our data dem-
onstrate that the ON portion of other response types with a
well-defined ON region, like ON-OFF and ON-SUSTAINED re-
sponses, show larger SSA as well.

A previous study (Bauerle et al., 2011) concluded that higher
levels of SSA were associated with the outer regions of the FRA at
high intensity levels. This is partially in agreement with our re-
sults. However, we found increased levels of SSA only at the high-
frequency domain, regardless of the intensity of the stimulus.
Since we used a different animal model and anesthesia as well as
different analytical tools and studied different auditory regions, it
is difficult to make comparisons and reconcile the discrepancies
between these studies.

It remains unknown whether or not the frequency and inten-
sity biases that we demonstrate here have behavioral relevance for
rats. Because of the time required to obtain data, we focused on
stimulation parameters (frequency contrast, �f � 0.1; inter-
stimulus interval, 4 Hz) that have been proven previously to elicit
consistent and large SSA (Malmierca et al., 2009; Antunes et al.,

2010). Further experiments are needed to test whether other con-
ditions that have an effect on SSA (i.e., different frequency sepa-
rations or repetition rates) would yield comparable results.

SSA is stronger near the neuron’s threshold and on the
high-frequency side of the response area
The most important finding of this paper is that low sound in-
tensities and high frequencies evoke stronger SSA than other
frequency-level combinations. Because of the adaptation process,
the response to the standard stimulus at low intensities disap-
pears gradually after a few repetitions, resulting in a high CSI.
During this process, the latency of the response to the standard
stimulus increases compared to the latency of the responses to the
deviant (Table 1). At high intensities, the response to the standard
stimulus is more sustained, and the net result is a low CSI value,
because there is no shift in the latency to the standard stimulus
due to adaptation. It has been shown that both GABA and glycine
control the nonmonotonicity (Faingold et al., 1991), the tempo-
ral responses (Le Beau et al., 1996), and the FRA shape of many IC
neurons (Le Beau et al., 2001). Although similar mechanisms
may be involved in producing SSA, it is unlikely that inhibition
alone could explain the differences in CSI values within the in-
tensity domain, because inhibition plays a less prominent role in
controlling these factors, i.e., nonmonotonicity, at low intensities

Figure 8. CSI analysis by pattern of response. A, Box plot showing the CSI values distributed by the type of response: ON, LONG-LATENCY ON (LL-ON), ON-SUSTAINED (ON-S), SUSTAINED (S), and
ON-OFF. The asterisks indicate significant differences (Kruskal–Wallis test, p 
 0.001; Dunn’s method, p 
 0.05). B, Comparison of the CSI values evoked in the ON and SUSTAINED regions of the
ON-S and S responses, and the ON and OFF regions in the ON-OFF response. The asterisks indicate significant differences (Wilcoxon test, p 
 0.001 and Mann–Whitney test, p � 0.028, respectively).
C, Box plots representing the median latency difference (black line) sorted by the type of response. The asterisks indicate significant differences (Kruskal–Wallis test, p 
 0.001; Dunn’s method, p 

0.05). In all cases, the middle line represents the median value, the edges of the box delimit the 25th and 75th percentiles, whiskers indicate the 10th and 90th percentiles, and the dots indicate the
5th and 95th percentiles.

Figure 9. Relationship between bandwidth and CSI. Box plots showing the median value of the bandwidth (in kilohertz) of the
FRA at 10 dB above threshold (10 dB reTh; dark gray boxes) and 40 dB over threshold (40 dB reTh; light gray boxes) are shown. A,
Median values of the bandwidth as a function of anatomical IC location. B, Median values of bandwidth sorted by the maximum
level of CSI evoked in the FRA (0.18 to 0.5, CSI of 
0.5; 0.5 to 0.75, CSI of 
0.75; �0.75, CSI of 
1). In both charts, the middle line
represents the median value, the edges of the box delimit the 25th and 75th percentiles, whiskers indicate the 10th and 90th
percentiles, and the dots illustrate all outliers.
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(Sivaramakrishnan et al., 2004). Indeed, a previous study per-
formed in our laboratory demonstrated that GABAA mediated
inhibition mainly acts by controlling the gain of the responses, so
this type of inhibition plays a minor role in the generation of SSA
(Pérez-González et al., 2012). However, since GABA mainly af-
fects the fast component of adaptation (Pérez-González et al.,
2012) and the adaptation to the standard is faster at low and
middle intensities, it is apparent that multiple mechanisms could
be interacting to generate SSA.

Another important feature that we have revealed here is that
SSA is significantly stronger on the high-frequency edge of the
FRA. Moreover, latency differences at high frequencies show that
the latency of the response to the standard tone is larger than that
to the deviant stimulus (Fig. 5C), implying that there is some
specific effect on the standard tone in the high-frequency range of
responses that is not present in the low-frequency range. Since
inhibition precedes excitation in many IC neurons, (Fubara et al.,
1996) and GABA inhibition affects SSA (Pérez-González et al.,
2012), it is tempting to speculate that the high values of latency
difference at high frequencies might relate to an early inhibi-
tory input that holds back the response to the standard sound
(Table 2), which in turn would create the differences in the
SSA values between the low- and the high-frequency sounds
that we observed.

SSA mechanisms and functional significance
The frequency dependence of SSA may be explained by (1) dif-
ferent inputs to the same neuron, depending mostly on fre-
quency, and the existence of different processes of adaptation
associated with these inputs (Ulanovsky et al., 2004); (2) a lateral
inhibition network (de la Rocha et al., 2008) based on a broader
inhibitory field (Wu et al., 2008); and/or (3) the presence of dual
and differential inhibitory effects that will affect SSA differen-
tially, one acting primarily in the low-frequency range, the other
at high frequency. In bats, Williams and Fuzessery (2011) showed
that there are two non-completely overlapping inhibitory recep-
tive fields that shape FM selectivity. These two inhibitory regions
arise from different neurochemical inputs: the low-frequency re-
gion is mostly under the influence of GABA, whereas the high-
frequency region is under the influence of glycine. Whether or
not similar inhibitory mechanisms based on this differential ef-
fect of GABA and glycine can account for the frequency/intensity
dependence of SSA awaits future studies. Another potential
mechanism that could contribute to SSA in the IC is the intrinsic
membrane properties of the neuron (Abolafia et al., 2011), but
this is unlikely because one would expect individual neurons to
show a unique CSI value for each neuron, and here we have
demonstrated that SSA depends on the specific frequencies that
are tested.

SSA, at least in rat auditory cortex, seems to depend on adap-
tation with a bandwidth of about one-third of an octave (Taaseh
et al., 2011). Since our experiments were performed over a nar-
row frequency range (0.141 octaves), smaller than the suggested
width of the adaptation channels estimated by Taaseh et al.
(2011), it could be that such adaptation channels are narrower at
low intensities. That would explain the differences between low
and high intensities, because narrow channels will allow cross-
frequency adaptation at low intensities, but not at high intensi-
ties, where the channel will be wider than the frequency
separations that we used for this experiment.

SSA lies upstream of the generation of MMN (mismatch neg-
ativity) (Ulanovsky et al., 2003; Nelken and Ulanovsky, 2007;
Taaseh et al., 2011), a late component of auditory ERP (Näätänen

et al., 1978). While a previous study showed that SSA does not
depend on NMDA receptors, whereas MMN does (Farley et al.,
2010), Taaseh et al. (2011) suggested that, at least in auditory
cortex, SSA shows true deviance detection, as does MMN. It is
likely that biasing SSA toward the low-intensity domain of the
FRA, as well as to the highest spectral continuum, might help to
sharpen sound discrimination (hyperacuity), as suggested by Bit-
terman et al. (2008). Future studies should analyze whether IC
neurons are also sensitive to the violation of the regularity of the
tone sequence caused by the presentation of the deviant stimuli
(Jacobsen and Schroger, 2001, 2003), because there is growing
and convincing evidence that the human auditory brainstem is
able to encode regularities in the auditory stimulation history
that serve to detect novel events (Grimm et al., 2011; Slabu et al.,
2010, 2012).

In conclusion, our study demonstrates that SSA is not a char-
acteristic property homogeneously distributed within the neuro-
nal receptive field, and further, it suggests that at the population
level, SSA is a major property of most nonlemniscal IC neurons
well suited to the notion that subcortical neurons exhibiting SSA
may contribute upstream to the generation of MMN.
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Näätänen R (1992) Attention and brain function. Hillsdale, NJ: Erlbaum.
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