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1. Abbreviations 

 

 

A1: primary auditory cortex 

ACh: acetylcholine 

CN: cochlear nucleus 

GABA: gamma-Aminobutyric acid 

IC: inferior colliculus 

ICC: central nucleus of the inferior colliculus 

ICCx: cortices of the inferior colliculus 

ISIs: interstimulus intervals 

MGB: medial geniculate body 

NMDA: N-methyl-D-aspartate 

SSA: stimulus-specific adaptation 
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2. Introduction 

 

Representation of an ever-changing sensory environment with many simultaneously 

occurring streams of information requires neural codes that account for its complex 

statistical and dynamical structure. Pioneering work by E.D. Adrian demonstrated that the 

spiking activity of sensory nerve fibers varies as a function of stimulus intensity and that 

this spiking rate decreases under sustained static stimulation (Adrian and Zotterman, 1926a, 

b). These results led to a fundamental principle of neural encoding, namely, sensory 

neurons represent external information in sequences of action potentials (rate code, Shadlen 

and Newsome, 1994). Since then, a key, and not yet completely resolved, question in 

neurophysiology is how much information about ongoing stimulation is carried by the 

spiking activity of a single neuron (Bialek et al., 1991).  

 

Natural stimuli are not static but rather vary in space and time, and sensory 

neurons adapt their sensitivity to the statistical distribution of inputs. Thus, their responses 

are not linear but depend on the context in which the stimuli are embedded (Muller et al., 

1999; Brenner et al., 2000; Fairhall et al., 2001; Dean et al., 2005). For example, auditory 

processing requires neural mechanisms suited for representing sequential incoming sounds 

in the context of preceding events (Shamma, 2001; Bendixen et al., 2012; May et al., 2015). 

From an information processing perspective, response adaptation is a neural strategy that 

accounts for non-linear sensory encoding (Carandini, 2007; Maravall, 2013). Neural 

adaptation serves to reduce the redundancy of sensory information (Chechik et al., 2006) 

and to adjust the operating point of neurons to maximize the efficiency of sensory coding 

(Muller et al., 1999; Dean et al., 2005). Thus, an unvarying stimulus or its repetitive 

presentation evokes a suppression or decrease in the neural responses.  

 

Neural adaptation to the repetitive presentation of a stimulus has been found to 

occur in many brain areas and across different sensory modalities (Grill-Spector et al., 

2006; Todorovic and de Lange, 2012; Summerfield and de Lange, 2014). For example, 

neurons of the inferior temporal cortex (Baylis and Rolls, 1987; Desimone, 1996; 

Kaliukhovich and Vogels, 2014), medial temporal cortex (Brown et al., 1987; Ringo, 
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1996), striate cortex (Muller et al., 1999), and superior colliculus (Boehnke et al., 2011) 

adapt to repetitive visual stimulation. Similarly, specialized neurons in the auditory brain 

signal the occurrence of sounds based on their probability of occurrence rather than on their 

simple physical identity. This effect, i.e., a reduced response to a repetitive sound that is 

restored by presenting a different sound, was first described in the auditory thalamus (cat: 

Calford, 1983; guinea-pig: Kraus et al., 1994) and in the torus semicircularis (a nucleus 

analogous to the mammalian inferior colliculus) in the frog (Bibikov, 1977).  

 

More recently, Ulanovsky and colleagues (2003) demonstrated that single neurons 

in the primary auditory cortex (A1) discriminate between sounds presented with different 

probabilities of occurrence. These A1 neurons exhibit stimulus-specific adaptation [SSA, a 

term first used by Movshon and Lennie (1979)], defined as a reduction in their response to 

a repetitive sound that does not generalize, or only partially generalizes, to other, 

infrequently occurring sounds. In their study, the sequential presentation of a pure tone with 

high-probability of occurrence (standard) was occasionally replaced by a different, low-

probability tone (deviant). Using the same stimulation protocol as in the A1 study, 

Malmierca and colleagues (2009), found that neurons of the inferior colliculus (IC) also 

exhibit SSA responses. This study confirmed the rapid and pronounced adaptation that a 

subclass of IC neurons exhibits to the repetitive presentation of pure tones and amplitude-

modulated sounds (Bibikov, 1977; Pérez-González et al., 2005). Subsequent studies 

demonstrated that SSA is also found in the medial geniculate body (MGB) (Anderson et al., 

2009; Antunes et al., 2010), suggesting that SSA is a ubiquitous phenomenon along the 

auditory pathway rather than a unique property of higher-order cortical processing as 

originally suggested (Ulanovsky et al., 2003). Neurons exhibiting SSA are ideally suited to 

detect changes or deviations in the ongoing flow of sensory, auditory information (Grill-

Spector et al., 2006; Winkler et al., 2009). SSA neurons are likely to integrate sensory 

information over time by changing the efficacy of their synaptic connections depending on 

recent activity e.g. (Friauf et al., 2015). Moreover, SSA has been considered a form of 

neural habituation that contributes to a more general brain process known as saliency 

mapping (Gutfreund, 2012). 
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A hallmark of SSA is its sensitivity to a variety of stimulus parameters such as the 

stimulus probability, the frequency contrast and the time interval between stimuli 

(Ulanovsky et al., 2003; Malmierca et al., 2009; von der Behrens et al., 2009; Yu et al., 

2009; Antunes et al., 2010; Zhao et al., 2011). A1 neurons exhibit reliable SSA with only 

small changes in stimulus parameters, i.e., they strongly adapt to repetitive sounds 

regardless of small frequency contrast (hyperacuity), and even more interestingly, 

regardless of low presentation rates. For example, SSA occurs even at long interstimulus 

intervals (ISIs) of up to 2 s. Because of the long duration of the ‘memory trace’ or 

‘adaptation’ exhibited by A1 neurons (Ulanovsky et al., 2003), it was assumed that cortical 

SSA could be a neural correlate of deviance detection reflected in event-related evoked 

responses. Deviance detection requires information storage and comparison over time 

(Naatanen et al., 2001), and the temporal scale of seconds is consistent with the duration of 

sensory (echoic) memory in monkeys and humans, which is estimated to be on the order of 

magnitude of a few seconds (Javitt et al., 1994; Naatanen and Escera, 2000). In the IC, the 

strongest SSA responses are elicited by ISIs of 250 ms, although IC neurons also show 

SSA to stimuli presented at longer ISIs, i.e. 500 ms (Malmierca et al., 2009). MGB neurons 

exhibit SSA at the same time intervals as A1 neurons (Antunes et al., 2010).  

 

Extreme SSA levels in subcortical nuclei are limited to their non-lemniscal 

divisions. In the IC, these are the cortical regions  (ICCx; Malone et al., 2002; Pérez-

González et al., 2005; Malmierca et al., 2009; Lumani and Zhang, 2010), and in the MGB, 

the medial and dorsal divisions (Antunes et al., 2010). In both structures, these regions are 

strongly innervated by descending projections from the A1, higher order auditory cortex 

divisions and even non-auditory nuclei (Loftus et al., 2008; Lee and Sherman, 2011; 

Malmierca and Ryugo, 2011; Malmierca et al., 2015). Cortical neurons in the IC usually 

exhibit a predominance of onset response patterns and longer response latencies than the 

neurons of the central nucleus (ICC). Also, the morphology of ICCx and ICC neurons 

differs. Neurons in the dorsal and rostral IC regions possess large, non-oriented and 

widespread dendritic arbors, whereas in the ICC, the neurons are highly oriented with 

restricted dendritic arbors (Malmierca et al., 1993; Malmierca et al., 1995b; Malmierca et 

al., 2011). The different SSA sensitivities between non-lemniscal and lemniscal neurons of 
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the IC suggests that the intrinsic properties of the neuron and/or its local and afferent 

connectivity contributes to the emergence of SSA. Likewise, those neural properties or 

connections are likely to be common to clusters of IC neurons exhibiting SSA since the 

amplitude of local field potentials in the IC is larger for those sounds elicited by  frequency 

deviants than by repetitive ones (Patel et al., 2012).  

 

Several studies have suggested that synaptic inputs may play a role in generating 

and/or shaping SSA responses (Eytan et al., 2003; Duque et al., 2012; Thomas et al., 2012). 

For example, SSA is not a property homogeneously distributed throughout the neuron's 

frequency response area, and therefore is not likely to reflect a characteristic property of the 

neuron (Duque et al., 2012). More importantly, microiontophoretic studies in the IC (Pérez-

González et al., 2012) and MGB (Duque et al., 2014) revealed that inhibitory inputs 

modulate SSA by exerting a gain control on the neural excitability. More specifically, 

blockade of the GABAA-mediated inhibition on IC neurons exerts an overall increase in the 

neural excitability affecting the response to both low- and high probability tones. It is likely 

that additional synaptic inputs participate in the generation of the specific adaptation 

evoked by the repetitive sounds. Neuromodulatory systems provide contextual or feedback 

signals (Ranganath and Rainer, 2003; Thiele, 2013; Froemke, 2015). In this regard, a study 

of event-related responses in humans (Moran et al., 2013) demonstrated that the systemic 

application of galantamine, an acetylcholinesterase inhibitor, attenuated the adaptation in 

the response to consecutive presentation of the same tone (i.e., repetition suppression). 

Also, nicotine enhances or diminishes change detection according to the baseline sensitivity 

of each subject (Knott et al., 2014). Therefore, it is plausible to propose that the neuronal 

adaptation in the IC reflects high level network computations involving specific synaptic 

inputs converging on SSA neurons. 
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3. Hypothesis 

 

Currently, exact and detailed mechanisms underlying the generation of SSA remain 

unknown. A feature of SSA at the level of the A1 (Ulanovsky et al., 2003; Ulanovsky et al., 

2004) and the auditory thalamus (Antunes et al., 2010) that distinguishes it from other 

forms of adaptation is that SSA responses occur at long interstimulus intervals (on the order 

of seconds). Whether SSA at the temporal scale of seconds also occurs in the IC has not 

been explored so far. The presence of SSA at low stimulation rates indicates that 

mechanisms such as neural fatigue or neural refractoriness elicited by high stimulation rates 

(Maravall, 2013) do not, or at least do not totally, generate SSA responses. Thus, it is more 

likely that short-term plasticity mechanisms such as synaptic depression (Friauf et al., 

2015) occurring at the inputs converging on SSA neurons might contribute to the specific 

adaptation of the repetitively stimulated inputs (Eytan et al., 2003; Grill-Spector et al., 

2006; Nelken, 2014). Likewise, the distribution of extreme SSA levels in the non-lemniscal 

divisions of subcortical nuclei (Malmierca et al., 2009; Antunes et al., 2010; Duque et al., 

2012) suggests the existence of unique local circuits in those subdivisions that may exert a 

key role in the generation of SSA. Since lemniscal and non-lemniscal auditory pathways 

emerge in the IC (Lee and Sherman, 2011) it is likely that SSA also emerges for first time 

in these subdivisions. However, the presence of SSA has not been explored in auditory 

nuclei below the IC.  

SSA neurons may receive a specific set of synaptic inputs that shape response 

adaptation. In this regard, previous studies suggest that inhibition modulates but does not 

generate SSA in the IC (Pérez-González et al., 2012) and MGB (Duque et al., 2014). 

Hence, other neuroactive substances may participate in the generation of SSA. One 

probable candidate is acetylcholine (ACh) because it is well known that ACh mediates 

short-term plasticity in the spectral sensitivity of auditory neurons without major changes in 

overall excitability or broadband gain (Metherate and Weinberger, 1989; Froemke et al., 

2007; Froemke et al., 2013; Froemke, 2015). It is also known to affect deviance detection 

reflected in event-related potentials in humans (Moran et al., 2013). 
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Considering the findings discussed above, I hypothesized that: 

 

I. IC neurons are able to detect deviant frequencies at temporal scales on the order of 

seconds, and frequency resolution of those neurons correlates with their degree of 

SSA.  

 

II. Neurons with strong SSA responses are confined to the cortices of the IC and 

receive a different set of inputs than those neurons lacking SSA. Thus, SSA would 

be a local feature of specific neural circuits that is not ubiquitous in the auditory 

brain, but mostly confined to non-lemniscal structures. 

 

III. Modulatory cholinergic synaptic inputs affect the SSA responses of IC neurons. 
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4. Objectives 

 

Based on my hypotheses, my objectives were the following:  

 

I. Determine whether or not IC neurons exhibit SSA responses and frequency 

hyperacuity at long inter-stimulus intervals (on the order of seconds).  

 

II. Describe to what extent frequency discriminability reflects the expression of 

SSA and how it is modified by the stimulation parameters. 

 

III. Determine whether SSA is a ubiquitous feature of auditory processing by 

examining auditory nuclei below the IC. 

 

IV. Determine the sources of inputs that converge on SSA neurons in the IC. 

 

V. Probe whether cholinergic inputs affect SSA responses of IC neurons. 



9 

 

5. Summary of Results 

 

Study I 

We recorded single-unit responses from the IC where SSA is known to occur and we 

explored for the first time SSA in the cochlear nucleus (CN) of rats. We analyzed an 

important functional outcome of SSA, the extent to which frequency discriminability 

depends on sensory context. We reproduced the finding that many neurons in the IC exhibit 

SSA, but we did not observe significant SSA in our CN sample. We concluded that strong 

SSA is not a common phenomenon in the CN (if it occurs at all). As predicted, frequency 

discriminability was enhanced in IC when stimuli were presented in an oddball context, and 

this enhancement was correlated with the degree of SSA shown by the neurons. In contrast, 

frequency discrimination by CN neurons was independent of stimulus context. Our results 

demonstrated that SSA does not occur along the entire auditory pathway, and also suggest 

that SSA increases frequency discriminability of single neurons beyond that expected from 

their tuning curves. 

 

Study II 

We found that single neurons in the IC of the anesthetized rat exhibit SSA to pure tones 

presented at ISIs of 0.5, 1 and 2 seconds. Under these low stimulation rates, the first spike 

latency evoked by the deviant tone were earlier than those evoked by the same tone when it 

was used as the standard, suggesting that the cellular mechanisms that discriminate between 

deviant and standard responses are functional at the temporal scale of seconds. The degree 

of SSA at those ISIs was sensitive to the frequency separation of the tones.  

 

Study III  

We tested whether neurons exhibiting SSA and those without are part of the same networks 

in the IC. We recorded the responses to frequent and rare sounds and then marked the sites 

of these neurons with a retrograde tracer to correlate the source of projections with the 
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physiological response. SSA neurons were confined to the non-lemniscal subdivisions and 

exhibited broad receptive fields, while the non-SSA neurons were confined to the central 

nucleus and displayed narrow receptive fields. SSA neurons receive strong inputs from 

auditory cortical areas and very poor or even absent projections from the brainstem nuclei. 

In contrast, the major sources of inputs to the neurons that lacked SSA were from the 

brainstem nuclei. 

 

Study IV 

We addressed how microiontophoretic application of ACh modulates SSA in the IC. We 

found that ACh decreased SSA in IC neurons by increasing the response to the repetitive 

tone. This effect was mediated mainly by muscarinic receptors. The strength of the 

cholinergic modulation depended on the baseline SSA level, exerting its greatest effect on 

neurons with intermediate SSA responses across cortical IC subdivisions. Our data 

demonstrate that ACh alters the sensitivity of partially-adapting IC neurons by switching 

neural discriminability to a more linear transmission of sounds. This change serves to 

increase ascending sensory-evoked afferent activity propagated through the thalamus en 

route to the cortex. Our results provide empirical support for the notion that high ACh 

levels may enhance attention to the environment, making neural circuits more responsive to 

external sensory stimuli. 

 

Study V 

We present a review of the state of the art of SSA in auditory subcortical nuclei, i.e., the 

inferior colliculus and medial geniculate body of the thalamus, and discuss the differential 

receptor distribution and neural connectivity of those regions in which extreme SSA has 

been found. Further, we review both SSA and mismatch negativity-like responses in 

auditory and non-auditory areas that exhibit multimodal sensitivities that we suggest 

conform to a distributed network that encodes for deviance detection. Understanding the 
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neurochemistry and response similarities across these different regions will contribute to a 

better understanding of the neural mechanisms underlying deviance detection. 

 

Study VI 

We review current knowledge on the effect of GABAA-mediated inhibition and the 

modulation of acetylcholine on SSA in the inferior colliculus, and we add unpublished 

original data about the role of glutamate receptors. We found that the blockade of GABAA 

and glutamate receptors mediates an overall increase or decrease of the neural response, 

respectively, while acetylcholine affects only the response to the repetitive sounds. These 

results demonstrate that GABAergic, glutamatergic and cholinergic receptors play different 

and complementary roles in shaping SSA. 
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6. General Discussion and Final Remarks 

 

My results support the conclusion that SSA is not a ubiquitous property found throughout 

the auditory brain but rather is a property that appears in the IC and forebrain. CN neurons 

failed to adapt to high-probability sounds even when they were presented at high repetition 

rates (up to 20 Hz). On the other hand, IC neurons exhibit strong SSA responses even on 

the temporal scale of seconds, i.e., low repetition rates. Likewise, frequency 

discriminability of IC neurons reflects the extent of SSA they exhibit. SSA enhances 

deviant frequency saliency in the firing output of IC neurons by diminishing the response to 

repetitive sounds in a context-dependent manner (Figure 1). 

 

SSA was strongest in the non-lemniscal regions of the IC and was low or virtually 

absent in the lemniscal subdivision. The extent of SSA correlates with the broadness of the 

frequency response area in the IC neurons. Highly-adapting neurons exhibit wider spectral 

tuning (values as high as 30 – 40 kHz) suggesting those neurons integrate across many 

more frequency inputs than those neurons with low or absent SSA. The spectral tuning and 

loci of SSA neurons is consistent with the denser dendritic arborization described for 

neurons of the cortices of the IC (Malmierca et al., 2011). The extensive dendritic 

arborization would allow more synaptic contacts to converge on SSA neurons allowing the 

integration of spectral information. In agreement with this, my retrograde tracer data 

demonstrated that SSA neurons are confined to IC regions that integrate dense cortical 

inputs from multiple auditory cortical areas, whereas sites of non-SSA neurons are strongly 

innervated by brainstem projections. Also, SSA recording sites receive inputs from the 

ICC, which are likely to convey ascending spectral information from brainstem nuclei. 

Collateral axons from ICC neurons may terminate on the SSA neurons en route to the 

brachium of the IC and medial geniculate body (Kudo and Niimi, 1980; Oliver et al., 1991; 

Saldana and Merchan, 1992; Malmierca et al., 1995a). Thus, the A1 and ICC projections as 

well as the broad response areas of SSA neurons support the suggestion that adapting 

neurons integrate feedforward inputs with different frequency selectivity and feedback 

inputs that modulate the extent of SSA. In this regard, previous work in our lab (Anderson 

et al., 2009) showed that the corticofugal projection exerts mainly a gain control over the 
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SSA response, eliciting changes in SSA in either direction, increasing or decreasing it. 

However, very few SSA responses are generated de novo or abolished completely by 

inactivation of the cortical inputs. The diverse effects of cortical manipulation on SSA 

responses might be explained by direct A1 inputs to synaptic domains in IC that contain 

neurons with different SSA sensitivities. Likewise, changes in A1 excitability may affect 

SSA in the IC by triggering the release of ACh through the disynaptic A1 → 

pontomesencephalic tegmentum → IC projection previously described (Motts and 

Schofield, 2009; Schofield, 2010). 

 

In agreement with the above discussion, my iontophoresis experiments 

demonstrated that ACh exerts a baseline-dependent effect on SSA responses, exerting its 

greatest effect on IC neurons with intermediate SSA responses. ACh decreases the amount 

of SSA by increasing the response to the standard tone mainly through the activation of 

muscarinic receptors. A common mechanism by which ACh modulates neural activity is by 

transiently disrupting the excitatory-inhibitory balance of neural circuits (Froemke, 2015). 

This unbalance can be achieved by modulating the release of neurotransmitters (Metherate, 

2011), for example, by decreasing the release of GABA from interneurons (Salgado et al., 

2007) or by eliciting the activation of NMDA receptor-mediated glutamatergic 

neurotransmission (Metherate and Hsieh, 2003; Metherate, 2004; Liang et al., 2008). Thus, 

local augmentation of ACh contributes to the maintenance of the encoding of repetitive 

acoustical input by decreasing adaptation. Adjustment in the neural sensitivity in the IC to 

frequently occurring frequencies would contribute to boosting the bottom-up sensory 

information en route to the auditory cortex and agrees with the evidence that 

neuromodulators lead to enduring modifications of neural circuits via transient disinhibition 

(Froemke, 2015). 

 

Overall, the data from my doctoral thesis show that SSA neurons are in a position 

to integrate higher-level signals with incoming sensory information and that the filtering of 

sensory feedforward information is under a fast, top-down adjustment of IC neural 

sensitivity likely via a direct feedback loop from auditory cortical areas and by the indirect 

activation of cholinergic synaptic inputs. 
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Figure 1. Schema of the connectivity between the auditory cortex and the inferior colliculus.  SSA 

neurons are located in the non-lemniscal subdivisions of the inferior colliculus (IC) and they receive dense 

inputs from areas of the auditory cortex (AC) including the primary auditory field (A1). AC neurons innervate 

cholinergic neurons of the tegmental nuclei (PPT: pedunculopontine, LDT: laterodorsal tegmental nucleus) 

which project to the IC. The cholinergic inputs diminish the SSA of IC neurons by increasing only the 

responses to the standard tone (B). Likewise, acetylcholine increases the sustained component of the 

adaptation while the initial component of fast and slow decay remains unaffected (C). MGB: Medial 

geniculate body; MGM, MGD, MGV: medial, dorsal and ventral divisions of the MGB, respectively; DCIC, 

LCIC, RCIC; dorsal, lateral and rostral cortices of the IC, respectively; CNIC; central nucleus of the IC. CSI: 

SSA-Common Index. Figure modified from Malmierca et al., 2015. 
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7. Conclusions 

 

I. SSA responses occur in the inferior colliculus at low stimulation rates on a time 

scale on the order of magnitude of seconds, whereas cochlear nucleus neurons 

fail to show SSA responses even at fast repetition rates. Thus, SSA is not a 

ubiquitous property of auditory neurons. 

 

II. The persistence of SSA at long inter-stimulus intervals, similar to the time scale of 

cognition (Ulanovsky et al., 2003; Ulanovsky et al., 2004; Nelken and 

Ulanovsky, 2007), suggests that SSA is not merely a result of mechanisms such 

as synaptic fatigue and that subcortical SSA may contribute to the perceptual 

organization of the components of complex auditory stimuli (Winkler et al., 

2009). 

 

III. Neurons with extreme SSA levels are confined to the non-lemniscal divisions of the 

IC. Those neurons are likely to participate in synaptic domains formed by 

broadly tuned neurons characterized by non-oriented and widespread dendritic 

arbors. 

 

IV. There is a segregation of cortical and brainstem inputs to the sites where SSA and 

non-SSA neurons are located within the IC, suggesting that there are unique 

microcircuits that generate SSA. 

 

V. SSA neurons show a consistent pattern of afferent projections such that they receive 

strong inputs from auditory cortical areas and very few or even absent 

projections from the brainstem nuclei.  

 

VI. SSA is modulated by cholinergic inputs such that acetylcholine affects SSA in a 

baseline-dependent manner, exerting its greatest effect on partially-adapting IC 

neurons. 
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VII. Acetylcholine decreases SSA in the IC by increasing the response to the standard 

tone mainly through the activation of the muscarinic receptors. The resulting 

adjustment in the IC neural sensitivity boosts the ascending auditory 

information converging in the auditory thalamus en route to the auditory cortex.  
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1. Introducción 

La representación neural de un ambiente sensorial altamente cambiante requiere de 

mecanismos especializados que codifiquen su estructura dinámica. Los trabajos clásicos de 

E.D. Adrian demostraron que el disparo de potenciales de acción de las fibras aferentes 

primarias varía en función de la intensidad del estímulo y, más aún, que la actividad de 

disparo decrece ante una estimulación mantenida a lo largo del tiempo (Adrian y 

Zotterman, 1926a,b). Estos resultados dieron lugar a un principio fundamental en el estudio 

de la codificación neuronal que indica que las neuronas sensoriales representan la 

ocurrencia y propiedades de los estímulos mediante un código de frecuencia de disparo 

(Shadlen y Newsome, 1994). A partir de ese momento, surgió un área de investigación en 

neurociencias que busca averiguar cuánta información sobre el mundo externo se puede 

representar en el disparo de una sola neurona (Bialek et al., 1991). 

Dado que los estímulos naturales no son estáticos sino que varían a lo largo del 

tiempo y espacio, las neuronas sensoriales adaptan su excitabilidad a la distribución 

estadística de los mismos. Dicho de otro modo, las respuestas neuronales no son lineales 

sino que dependen del contexto de estimulación (Muller et al., 1999; Brenner et al., 2000; 

Fairhall et al., 2001; Dean et al., 2005). Por ejemplo, la representación de señales acústicas 

requiere de mecanismos neuronales sensibles al contexto de estimulación previa (Shamma, 

2001; Bendixen et al., 2012; May et al., 2015). Uno de estos mecanismo es la adaptación en 

la respuesta neural ante un estímulo repetitivo ya que de esta manera las neuronas auditivas 

disminuyen la transmisión de información redundante (Chechik et al., 2006) y ajustan su 

rango dinámico de sensibilidad para seguir codificando nuevos estímulos (Muller et al., 

1999; Dean et al., 2005). Podemos afirmar, que existen distintos procesos de adaptación 

ante estímulos repetitivos de diferentes modalidades sensoriales en muchas áreas cerebrales 

(Grill-Spector et al., 2006; Todorovic and de Lange, 2012; Summerfield and de Lange, 

2014). Por ejemplo, neuronas de la corteza temporal inferior (Baylis y Rolls, 1987; 

Desimone, 1996; Kaliukhovich y Vogels, 2014), la corteza medial temporal (Brown et al., 

1987; Ringo, 1996), la corteza estriada (Muller et al., 1999), y el colículo superior 

(Boehnke et al., 2011) disminuyen o suprimen su disparo ante estímulos visuales 

invariantes. De manera similar, neuronas especializadas en el cerebro auditivo codifican la 
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ocurrencia de sonidos en función de su probabilidad de aparición independientemente de la 

identidad física del estímulo. La existencia de neuronas auditivas que adaptan su respuesta 

ante un estímulo repetitivo pero que restablecen su disparo ante la presentación de un 

sonido diferente, se describieron por primera vez en el tálamo auditivo (gato: Calford, 

1983; cobaya: Kraus et al., 1994) y en el torus semicirulares, un núcleo análogo al colículo 

inferior de los mamíferos (sapo; Bibikov, 1977). 

Más recientemente, Ulanovsky y colaboradores (2003) demostraron que neuronas 

de la corteza auditiva primaria (A1) son capaces de representar la ocurrencia de sonidos 

discrepantes y repetitivos variando su tasa de disparo. Estas neuronas exhiben una 

propiedad de respuesta llamada adaptación a estímulos específicos (SSA; por sus siglas en 

ingles de stimulus-specific adaptation). La SSA se define como una reducción en la 

respuesta neural a estímulos repetitivos que no se generaliza, o solo parcialmente, a otros, 

sonidos infrecuentes. En el estudio original de Ulanovsky y colaboradores, se realizó una 

estimulación empleando el paradigma discrepante compuesto por una secuencia de sonidos 

formada por un tono puro presentado con alta probabilidad de ocurrencia (estímulo 

estándar) que era remplazado aleatoriamente por otro sonido de baja probabilidad de 

ocurrencia (estímulo desviado). Malmierca y colaboradores (2009) usando el mismo 

protocolo de estimulación, demostraron que algunas neuronas del colículo inferior (CI) de 

la rata también exhibían SSA en su respuesta. Este estudio confirmó observaciones previas 

que indicaban la existencia de una clase  de neuronas del CI que muestra una adaptación 

rápida y pronunciada ante la presentación repetitiva de sonidos (Bibikov, 1977; Pérez-

González et al., 2005). Estudios subsecuentes demostraron que neuronas del cuerpo 

geniculado medial (CGM) (Anderson et al., 2009; Antunes et al., 2010) también 

presentaban SSA, indicando que, más que una propiedad específica de áreas superiores de 

procesamiento auditivo (Ulanovsky et al., 2003), la SSA era un fenómeno común a lo largo 

de la vía auditiva. Es muy probable que las neuronas que presentan SSA integren 

información espectral a lo largo del tiempo a través de cambios plásticos en sus conexiones 

sinápticas (Friauf et al., 2015). Por ello, se ha considerado que la SSA podría ser una forma 

de habituación neuronal que contribuye a procesos observados a escalas temporales y 
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espaciales mayores y que involucran múltiples circuitos en diversas áreas cerebrales. Estos 

procesos en su conjunto se conocen como ’saliency mapping’ (Gutfreund, 2012). 

La SSA se caracteriza por una sensibilidad muy exquisita y delicada a los 

parámetros de estimulación, tales como, la probabilidad de ocurrencia, el contraste entre las 

frecuencias de los sonidos estándar y repetitivo, así como el intervalo de tiempo entre 

estímulos (Ulanovsky et al., 2003; Malmierca et al., 2009; von der Behrens et al., 2009; Yu 

et al., 2009; Antunes et al., 2010; Zhao et al., 2011). Por otro lado, la SSA de las neuronas 

de A1 es muy sensible a cambios muy pequeños en los parámetros de estimulación. Así por 

ejemplo, estas neuronas discriminan sonidos de frecuencias muy cercanas entre sí (de tan 

solo 0.15 octavas de diferencia) sólo si son presentados con diferente probabilidad de 

ocurrencia. La SSA en A1 se mantiene a frecuencias de estimulación con intervalos entre 

estímulos muy largos de hasta 2 segundos (Ulanovsky et al., 2003). Dado que la duración 

de la adaptación en las neuronas de A1 puede ser muy larga, se sugirió que la SSA podría 

ser el correlato neuronal de señales de detección de estímulos novedosos reflejadas en 

estudios de potenciales evocados en humanos. La detección de novedad sensorial requiere 

de mecanismos de acumulación y comparación de información a lo largo del tiempo 

(Naatanen et al., 2001) y, la escala temporal de segundos en la que ocurre la SSA cortical es 

compatible con la duración de la memoria sensorial (ecoica) en monos y humanos (Javitt et 

al., 1994; Naatanen y Escera, 20009). En el CI, se observa SSA a intervalos entre estímulos 

de 500 ms sin embargo las respuestas de SSA más fuertes son evocadas por estímulos 

presentados a intervalos entre estímulos de 250 ms (Malmierca et al., 2009). De manera 

similar, las neuronas del CGM también exhiben SSA a intervalos de tiempo en la escala de 

los segundos como las neuronas de A1 (Antunes et al., 2010). 

Neuronas con niveles altos de SSA se encuentran localizadas en las divisiones no-

lemniscales de núcleos subcorticales. Estas áreas corresponden a las cortezas del CI (CxIC; 

Malone et al., 2002; Pérez-González et al., 2005; Malmierca et al., 2009; Lumani and 

Zhang, 2010), así como la división medial y dorsal del CGM (Antunes et al., 2010). Tanto 

en el CI como en el CGM, las subdivisiones no-lemniscales están inervadas fuertemente 

por proyecciones provenientes de A1 y de áreas no auditivos (Loftus et al., 2008; Lee y 

Sherman, 2011; Malmierca and Ryugo, 2011; Malmierca et al., 2015). Las propiedades de 
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respuesta y morfología de las neuronas de las CxIC difieren del núcleo central (NCCI) que 

es la división lemniscal de CI. El patrón de disparo predominante de las neuronas de las 

CxCI es de tipo ‘encendido’ y presentan latencias mayores que las neuronas de NCIC. 

También, las neuronas de la corteza dorsal y rostral del CI presentan arboles dendríticos 

amplios y desorientados, mientras que, las neuronas del NCCI están orientadas en láminas 

de isofrecuencias y presentan árboles dendríticos más pequeños (Malmierca et al., 1993; 

Malmierca et al., 1995b; Malmierca et al., 20119). La diferencia en el grado de SSA 

observada entre neuronas del CNCI y de las CxCI sugiere que tanto las propiedades 

intrínsecas de las neuronas (i.e., propiedades de membrana) y/o su patrón de conexiones 

neurales podrían contribuir significativamente en la generación de la SSA. De igual 

manera, es muy probable que neuronas con niveles parecidos de SSA compartan entradas 

sinápticas comunes y que formen grupos neuronales con propiedades fisiológicas similares. 

La observación de respuestas disminuidas a estímulos repetitivos y no a estímulos 

divergentes en registros de potenciales de campo en el CI refuerzan esta idea, ya que estos 

registros combinan la señal de las entradas sinápticas a grupos de neuronas dentro de un 

radio determinado (Patel et al., 2012). 

También, otros estudios sugieren que las entradas sinápticas podrían estar jugando 

un papel fundamental en la generación y/o modulación de las respuestas de SSA (Eytan et 

al., 2003; Duque et al., 2012; Thomas et al., 2012). Por ejemplo, se ha observado que la 

magnitud de SSA no es evocada de manera homogénea por todas las frecuencias e 

intensidades que conforman el campo receptivo neuronal. Lo anterior sugiere que la SSA  

es modulada por la combinación de entradas aferentes que integra la neurona más que por 

sus propiedades intrínsecas (Duque et al., 2012).Estudios complementarios de 

microiontoforesis realizados en el CI (Pérez-González et al., 2012) y en el CGM de la rata 

(Duque et al., 2014) revelaron que las entradas inhibitorias mediadas por GABA modulan 

la SSA a través de un mecanismo de control de ganancia incrementando la excitabilidad 

global neuronal. Sin embargo, el bloqueo de los receptores GABAérgicos y glicinérgicos 

no extinguió la SSA por lo que es muy probable que otras y/o la combinación de entradas 

sinápticas adicionales puedan estar generando la SSA. A este respecto, se sabe que los 

sistemas neuromoduladores controlan el balance entre entradas excitatorias e inhibitorias 
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(Ranganath and Rainer, 2003; Thiele, 2013; Froemke, 2015) o que son capaces de generar 

efectos específicos a un estímulo repetitivo (Froemke, 2015).  Por otro lado, un estudio de 

potenciales evocados en humanos (Moran et al., 2013) demostró que la aplicación sistémica 

de un inhibidor de la acetilcolinesterasa (enzima localizada en la hendidura sináptica y que 

degrada a la acetilcolina) atenúa la adaptación evocada por estímulos repetitivos conocida 

como supresión por repetición.  Asimismo, otro estudio en humanos demostró que los 

niveles sistémicos de nicotina incrementan o disminuyen la detección de cambios en la 

estimulación de manera dependiente a los niveles basales de sensibilidad de cada sujeto 

(Knott et al., 2014). Considerando todo lo anterior, es plausible proponer que la adaptación 

neuronal en el CI refleja mecanismos de procesamiento que involucran entradas sinápticas 

específicas que convergen en las neuronas que exhiben SSA y no en otro tipo de neuronas 

del mismo núcleo. 
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2. Hipótesis 

En el momento presente, se desconoce el mecanismo que genera la SSA.  Como se 

mencionó anteriormente, una característica de la SSA a nivel de la A1 (Ulanovsky et al., 

2003; Ulanovsky et al., 2004) y del tálamo auditivo (Antunes et al., 2010) y, que la 

distingue de otras formas de adaptación neuronal, es que la SSA ocurre a frecuencias de 

estimulación muy lenta. Se desconoce si la SSA también ocurre en el CI en el mismo orden 

temporal de segundos. La presencia de SSA en esta escala de tiempo sugiere que 

mecanismos como la fatiga neuronal o acomodación no participan, o al menos no 

totalmente, en la generación de la SSA. Por lo tanto, es más probable que mecanismos de 

plasticidad a corto plazo, tales como, depresión sináptica (Friauf et al., 2015) estén 

ocurriendo de manera específica en las entradas sinápticas que están siendo estimuladas de 

manera repetitiva sin provocar una adaptación generalizada de la neurona (Eytan et al., 

2003; Grill-Spector et al., 2006; Nelken, 2014). De manera similar, la distribución de 

respuestas extremas de SSA en las divisiones corticales no-lemniscales del CI y del CGM 

(Malmierca et al., 2009; Antunes et al., 2010; Duque et al., 2012) sugiere que circuitos 

neuronales comunes a esas subdivisiones pueden participar en la generación de la SSA. Por 

otro lado, conviene subrayar que la separación de la vía auditiva en una división lemniscal 

y no-lemniscal emerge en el CI (Lee and Sherman, 2011) por lo que si la SSA depende de 

las naturaleza de microcircuitos específicos a esas divisiones, está también aparecería por 

primera vez en el CI. Esta cuestión no ha sido resuelta puesto que la presencia de SSA en 

núcleos auditivos previos al CI no ha sido explorada. 

Estudios del papel de las entradas sinápticas sobre la SSA, indican que la 

inhibición modula pero no genera la SSA en el CI (Pérez-González et al., 2012) y CGM 

(Duque et al., 2014). De tal manera, que otras sustancias neuroactivas pueden estar 

participando en esta adaptación no generalizada de la respuesta.  La acetilcolina (ACh) 

podría ser un candidato muy probable ya que se sabe que participa en fenómenos de 

plasticidad a corto plazo y que genera cambios específicos en las curvas de sintonización de 

neuronas auditivas (Metherate and Weinberger, 1989; Froemke et al., 2007; Froemke et al., 

2013; Froemke, 2015). También, se sabe que ACh afecta la detección de novedad sensorial 

en humanos (Moran et al., 2013). 
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Considerando todo lo mencionado anteriormente, planteamos las siguientes hipótesis: 

I. Las neuronas del CI son capaces de detectar estímulos discrepantes que ocurren en 

un orden temporal de segundos, así mismo, su sensibilidad a frecuencias de 

sonido se correlaciona con el grado de SSA en su respuesta. 

II. Las neuronas con alto grado de SSA  están restringidas a las cortezas del CI y 

reciben diferentes entradas sinápticas que aquellas neuronas que no muestran 

SSA. Por lo tanto, la SSA es una propiedad observadas en circuitos neuronales 

específicos y no una respuesta común observada en todos los niveles de la vía 

auditiva. 

III. Las entradas sinápticas colinérgicas afectan la SSA en neuronas del CI. 
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3. Objetivos 

En base a las hipótesis plantadas anteriormente, proponemos los siguientes objetivos: 

I. Determinar si las neuronas del CI exhiben SSA en la escala temporal de segundos. 

II. Describir el grado en que la sensibilidad para discriminar frecuencias de sonido 

refleja el grado de SSA y cómo la discriminación neural es afectada por el 

contexto de estimulación. 

III. Determinar si la SSA es una propiedad común a diferentes núcleos de la vía auditiva 

por debajo del CI. 

IV. Determinar las fuentes de proyecciones aferentes hacías las neuronas del CI que 

exhiben SSA. 

V. Explorar si las entradas colinérgicas afectan la SSA en la respuesta de neuronas del 

CI. 
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4. Resumen de los resultados 

Estudio 1. Discriminación a frecuencias de sonido y detección de novedad sensorial en 

el colículo inferior y núcleo coclear.  

Objetivo: Determinar si la discriminación a frecuencias de sonido de neuronas del CI y de 

los núcleos cocleares (NC) depende del contexto de estimulación y hasta qué punto esta 

capacidad de discriminación refleja el grado de SSA que estas neuronas exhiben.  

Metodología: Se registró la actividad extracelular unitaria de neuronas del CI y de los NC 

en la rata anestesiada. Se analizó la respuesta neuronal a estímulos estándar y discrepantes 

presentados en diferentes contextos de estimulación donde se varió la probabilidad de 

ocurrencia y el contraste físico entre las frecuencias de sonido. La sensibilidad neuronal se 

estimó en términos de probabilidad de disparo usando métodos de la teoría de detección de 

señales. 

Resultados: Las neuronas del CI exhiben diferentes grados de SSA, mientras que, las 

neuronas de los NC no muestran SSA en sus respuestas. Además, se encontró que la 

discriminación de frecuencias de sonido de las neuronas del CI se mejora cuando se varía la 

probabilidad de presentación de los estímulos, mientas que, la discriminación de las 

neuronas de los NC es insensible al contexto probabilístico de estimulación.  

Conclusiones: La SSA no es una propiedad ubicua y generalizada en neuronas de los NC 

y, por lo tanto, no es común a todos los niveles de la vía auditiva. También, los resultados 

de este estudio sugieren que la SSA mejora la sensibilidad a frecuencias de sonido de 

neuronas auditivas mucho más allá de lo esperado en base a sus curvas de sintonización.  

 

Estudio 2. Adaptación a estímulos específicos y detección de novedad sensorial en el 

colículo inferior.  

Objetivo: Determinar si las neuronas del CI exhiben SSA en su respuesta a estímulos 

presentados en el orden de los segundos. 
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Metodología: Se registró la respuesta extracelular unitaria de neuronas del CI de la rata 

anestesiada a estímulos estándar y discrepantes con diferente contraste de frecuencias y 

presentados a intervalos inter-estímulos de 500, 1000 y 2000 ms. Se cuantifico la magnitud 

de disparo así como la latencia de las respuestas a ambos estímulos. 

Resultados: Las neuronas del CI son capaces de responder de manera diferencial a 

estímulos estándar y discrepantes aun cuando estos sean muy similares entre sí y 

presentados a muy bajas frecuencias de estimulación. Esta respuesta diferencial refleja la 

SSA que estas neuronas exhiben y, que también afecta a la latencia de sus respuestas.  

Conclusiones: La SSA en núcleos subcorticales puede contribuir a procesos de detección 

de novedad sensorial con dinámicas de larga duración y que se reflejan en la actividad de 

potenciales de campo. La persistencia de SSA en la escala de los segundos sugiere que 

mecanismos tales como fatiga neuronal no generan del todo este tipo de respuestas.  

 

Estudio 3. Diferencias en la densidad de proyecciones corticales y de núcleos del tallo 

cerebral hacia neuronas del colículo inferior que exhiben o no SSA. 

Objetivo: Determinar si las neuronas que exhiben o que carecen de SSA en su respuesta 

forman parte de un mismo microcircuito neuronal en el CI. 

Metodología: Se registró la respuesta de neuronas aisladas a la presentación de estímulos 

estándar y discrepantes en diferentes subdivisiones del CI. Posteriormente, se inyectó por 

iontoforesis un volumen minúsculo de un trazador retrogrado (fluorogold al 2%) en la zona 

de registro para correlacionar las zonas de proyección con el sitio de registro. Se realizaron 

técnicas histológicas para reconstruir los sitios de registro y determinar las neuronas que 

envían proyecciones a las zonas de registro en el CI.  

Resultados: Las neuronas con SSA en su respuesta se localizaron en las CxCI mientras que 

las neuronas que no se adaptaron ante un estímulo repetitivo se localizaron en el NCCI. 

Además, estos dos grupos de neuronas mostraron propiedades espectrales y patrones de 

disparo diferentes. Los lugares de registro de neuronas con SSA están inervados 

densamente y/o exclusivamente por neuronas localizadas en la corteza auditiva primaria así 
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como en áreas corticales más dorsales y ventrales. Por el contrario, los lugares de registro 

de neuronas sin SSA recibieron principalmente y/o exclusivamente proyecciones de 

neuronas de núcleos del tronco del encéfalo. Estas proyecciones se organizaron de manera 

tonotópica. 

Conclusiones: Nuestros resultados sugieren que las neuronas con SSA están inervadas 

principalmente por neuronas corticales y, que a su vez, éstas pueden estar formando 

dominios sinápticos, es decir, grupos de neuronas con propiedades de respuesta similares y 

que comparten entradas sinápticas similares. Así mismo, debido a su patrón de entradas 

sinápticas, estas neuronas podrían integrar información provenientes de centros superiores 

de procesamiento auditivo o multimodal con información auditiva proveniente de circuitos 

locales dentro del propio CI. 

 

Estudio 4. Modulación colinérgica de la adaptación a estímulos específicos en el 

colículo inferior.  

Objetivo: Determinar si la SSA en neuronas del CI está modulada por acetilcolina y, en su 

caso,  describir la participación de los dos grupos de receptores colinérgicos. 

Metodología: Se realizaron registros de la actividad extracelular de neuronas aisladas del 

CI en ratas anestesiadas antes, durante y después de la aplicación a nivel sináptico de ACh. 

Se utilizó la técnica de microiontoforesis para la liberación local y controlada de volúmenes 

muy reducidos de ACh, así como la liberación de antagonistas de los receptores nicotínicos 

y muscarínicos. Al finalizar el registro electrofisiológico, se realizaron lesiones 

electrolíticas en los sitios de registro para posteriormente determinar la localización de las 

neuronas en las diferentes divisiones del CI. 

Resultados: La aplicación de ACh disminuyó los niveles de SSA al incrementar 

selectivamente la respuesta al estímulo estándar. La magnitud de efecto de la ACh sobre la 

SSA fue dependiente de los niveles de SSA que estas neuronas exhibieron en la condición 

control. La respuesta de las neuronas con niveles extremos de SSA, así como la respuesta 

de aquellas neuronas que no mostraron SSA, no fue afectada por ACh. También, se 
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demostró que la modulación colinérgica sobre la SSA esta mediada principalmente por los 

receptores muscarínicos. Tanto la ACh, como los antagonistas de los receptores 

colinérgicos afectaron únicamente el componente sostenido del curso temporal de la 

adaptación al estímulo estándar, sin afectar al componente de decaimiento rápido o lento de 

la misma. Neuronas sensibles a ACh se localizaron en tres divisiones del CI; la corteza 

rostral, lateral y el núcleo central. 

Conclusiones: El neuromodulador ACh aumenta la sensibilidad de neuronas con niveles 

intermedios de SSA a los estímulos estándar. Este incremento en la representación de los 

estímulos repetitivos podría contribuir a un aumento generalizado en la sensibilidad del 

sistema auditivo a la estimulación continua. 

 

Estudio 5. Detección de desviaciones en la estimulación en estructuras auditivas 

subcorticales: ¿qué podemos aprender de su neuroquímica y de su conectividad 

neuronal? 

El objetivo de este estudio fue presentar una revisión de la SSA en núcleos auditivos 

subcorticales, haciendo énfasis específicamente en el colículo inferior y en el cuerpo 

geniculado medial del tálamo. Se discutió la distribución de receptores así como los 

patrones de conexiones neurales de las divisiones de estos núcleos en las que se concentran 

neuronas con altos niveles de SSA. Asimismo, se discuten las semejanzas y diferencias 

entre la SSA, respuestas de potenciales de campo y de potenciales evocados de media y 

larga latencia. Una característica común a las áreas donde se observan respuestas sensibles 

al contexto de estimulación es que reciben entradas sinápticas de más de una modalidad 

sensorial y exhiben una rápida adaptación  a la estimulación repetitiva. Este trabajo propone 

que la identificación de similitudes en la respuesta, conectividad e inmunocitoquímica de 

estos núcleos auditivos y no auditivos sensibles contribuirá a revelar los posibles 

mecanismos que subyacen a la detección de cambios y novedad sensorial. 
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Estudio 6. Adaptación a estímulos específicos en el colículo inferior: el papel de las 

entradas sinápticas excitatorias, inhibitorias y moduladoras. 

El objetivo fue comparar el papel de receptores glutamatérgicos, GABAérgicos y 

colinérgicos en la modulación de la SSA en neuronas del colículo inferior de la rata 

anestesiada. Se compara el efecto de diferentes agonistas y antagonistas de los 

mencionados receptores sobre la magnitud de disparo, latencia de respuesta e índices de 

SSA. Los datos indicaron que tanto las entradas excitatorias como inhibitorias modulan la 

SSA a través de un mecanismo de control de ganancia modificando la excitabilidad general 

de las neuronas, mientras que las entradas colinérgicas ejercen un efecto más selectivo 

sobre la respuesta a estímulos estándar. Estos resultados sugieren que las entradas 

sinápticas mediadas por los tres sistemas de neurotransmisión modulan de manera 

complementaria la SSA pero no la generan. 
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5. Conclusiones 

I. La SSA está presente en las respuestas de neuronas del colículo inferior a bajas 

frecuencias de estimulación del orden de segundos, mientras que, las neuronas 

de los núcleos cocleares no muestran SSA incluso a altas frecuencias de 

estimulación de estímulos repetitivos.   

II. La persistencia de la SSA durante frecuencias de estimulación bajas sugiere que la 

SSA puede contribuir a la segregación y percepción de componentes de 

estímulos auditivos complejos (Nelken y Ulanovsky, 2007; Winkler et al., 

2009). 

III. Las neuronas que exhiben SSA extrema están localizadas en las divisiones no-

lemniscales del colículo inferior. Es muy probable que estas neuronas formen 

dominios sinápticos de neuronas con una amplia sintonización a frecuencias de 

sonido y con árboles dendríticos amplios y desorientados. 

IV. Existe una segregación en las fuentes de proyecciones aferentes hacía las neuronas 

del CI que exhiben SSA o que carecen de ella, sugiriendo la existencia de un 

microcircuito único que genera la SSA.  

V. Las neuronas que exhiben SSA muestran un patrón consistente de proyecciones 

aferentes, esto es, proyecciones densas provenientes de áreas corticales auditivas 

y muy pocas proyecciones o prácticamente inexistentes desde núcleos del tronco 

del encéfalo. 

VI. La acetilcolina incrementa específicamente la respuesta a los estímulos estándar. El 

ajuste en la sensibilidad de las neuronas del CI mediado por la acetilcolina 

podría contribuir a favorecer la transmisión de la información sensorial 

proveniente de los órganos periféricos y que converge en el tálamo auditivo en 

ruta hacia la corteza. 

VII. La acetilcolina disminuye la SSA en neuronas del CI principalmente a través de 

la activación de los receptores muscarínicos. 
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Auditory neurons that exhibit stimulus-specific adaptation (SSA) decrease their response
to common tones while retaining responsiveness to rare ones. We recorded single-unit
responses from the inferior colliculus (IC) where SSA is known to occur and we explored
for the first time SSA in the cochlear nucleus (CN) of rats. We assessed an important
functional outcome of SSA, the extent to which frequency discriminability depends on
sensory context. For this purpose, pure tones were presented in an oddball sequence
as standard (high probability of occurrence) or deviant (low probability of occurrence)
stimuli. To study frequency discriminability under different probability contexts, we varied
the probability of occurrence and the frequency separation between tones. The neuronal
sensitivity was estimated in terms of spike-count probability using signal detection
theory. We reproduced the finding that many neurons in the IC exhibited SSA, but
we did not observe significant SSA in our CN sample. We concluded that strong SSA
is not a ubiquitous phenomenon in the CN. As predicted, frequency discriminability
was enhanced in IC when stimuli were presented in an oddball context, and this
enhancement was correlated with the degree of SSA shown by the neurons. In contrast,
frequency discrimination by CN neurons was independent of stimulus context. Our results
demonstrated that SSA is not widespread along the entire auditory pathway, and suggest
that SSA increases frequency discriminability of single neurons beyond that expected from
their tuning curves.

Keywords: SSA, deviant sensitivity, change detection, mismatch negativity, non-lemniscal pathway, ROC analysis

INTRODUCTION
Auditory neurons displaying stimulus-specific adaptation (SSA)
decrease their response to high probability stimuli (stan-
dards) while maintaining responsiveness to rare ones (deviants,
Ulanovsky et al., 2003). SSA is correlated with behavioral habit-
uation (Netser et al., 2011; Gutfreund, 2012) and it has been
proposed to underlie sensory memory for stimulation history
(Ulanovsky et al., 2004). Neurons showing SSA have been found
in the mammalian auditory pathway from the inferior collicu-
lus (IC) up to the cortex (Ulanovsky et al., 2003; Pérez-González
et al., 2005; Anderson et al., 2009; Malmierca et al., 2009; von
der Behrens et al., 2009; Yu et al., 2009; Antunes et al., 2010;
Lumani and Zhang, 2010; Reches et al., 2010; Taaseh et al., 2011;
Zhao et al., 2011; Ayala and Malmierca, 2012; Duque et al., 2012;
Anderson and Malmierca, 2013) as well as in bird midbrain and
forebrain (Reches and Gutfreund, 2008, 2009). Originally, SSA
was suggested to emerge in the auditory cortex and to be trans-
mitted downstream to subcortical nuclei through the corticofugal
pathway (Nelken and Ulanovsky, 2007), as subcortical SSA is
mostly confined to the non-lemniscal regions (Malmierca et al.,
2009; Antunes et al., 2010; Duque et al., 2012), the main tar-
get of the corticofugal projections (Malmierca and Ryugo, 2011).

However, it has been recently shown that cortical deactivation
does not affect SSA neither in the non-lemniscal auditory tha-
lamus (Antunes and Malmierca, 2011) nor in the IC (Anderson
and Malmierca, 2013), while SSA in lemniscal regions is minimal
(Malmierca et al., 2009; Antunes et al., 2010; Bäuerle et al., 2011).
Thus, SSA may be computed independently in the non-lemniscal
pathway and in primary auditory cortex. Thus far, the existence of
SSA has not been explored in auditory nuclei below the IC, where
the lemniscal and non-lemniscal divisions first emerge.

Frequency discrimination has been widely explored in psy-
choacoustics (Nelson and Kiester, 1978; Sinnott et al., 1985; Syka
et al., 1996; Talwar and Gerstein, 1998, 1999; Shofner, 2000; Witte
and Kipke, 2005; Walker et al., 2009), but few studies tested the
detection of frequency deviants by single neurons (Ulanovsky
et al., 2003; Malmierca et al., 2009; von der Behrens et al., 2009).
SSA has already been shown to result in a change in frequency
discrimination performance by single neurons (Ulanovsky et al.,
2003; Malmierca et al., 2009) but this relationship has not been
thoroughly explored.

The main goal of our study is to compare the relationships
between frequency discrimination and SSA in two neuronal pop-
ulations; one at the IC that it is already known to exhibit SSA
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and the other at a lower auditory structure, the cochlear nucleus
(CN) where SSA has not been explored thus far. For this purpose
we assessed whether the probabilistic context affects frequency
discrimination as judged by signal detection theory (Green and
Swets, 1966) based on distributions of spike counts, and to what
extent changes in frequency discriminability reflect the degree of
SSA in these two stations. We show that SSA and the enhancement
in neurometric frequency discrimination in the IC are strongly
correlated and that both depend on the frequency separation
and deviant probability in similar ways. Our results also demon-
strated that SSA and context-dependent neuronal sensitivity are
not present in CN supporting the hypothesis that SSA first emerge
in non-lemniscal IC.

MATERIALS AND METHODS
SURGICAL PROCEDURES
Experiments were performed on 71 adult female rats (Rattus
norvergicus, Rj: Long–Evans) with body weights between 160
and 270 g. All experimental procedures were carried out at the
University of Salamanca with the approval of, and using meth-
ods conforming to the standards of, the University of Salamanca
Animal Care Committee. Anesthesia was induced (1.5 g/kg, i.p.,
20% solution) and maintained (0.5 g/kg, i.p. given as needed)
with urethane. Urethane was chosen as an anesthetic because of
its effects on multiple aspects of neural activity, including inhi-
bition and spontaneous firing, are known to be less than those
of barbiturates and other anesthetic drugs (Hara and Harris,
2002). The respiration was maintained artificially (SAR-830/P
Ventilator) monitoring the end-tidal CO2 level (CapStar-100).
For this purpose, the trachea was cannulated and atropine sulfate
(0.05 mg/kg, s.c.) was administered to reduce bronchial secre-
tions. Body temperature was maintained at 38 ± 1◦C by means
of a heating blanket. Details of surgical procedures have been
described previously (Hernández et al., 2005; Pérez-González
et al., 2005; Malmierca et al., 2009; Antunes et al., 2010). The ani-
mal was placed inside a sound-attenuated room in a stereotaxic
frame in which the ear bars were replaced by a hollow speculum
that accommodated a sound delivery system.

ACOUSTIC STIMULI AND ELECTROPHYSIOLOGICAL RECORDING
Extracellular single unit responses were recorded from neurons
in the IC and CN in two separate sets of experiments. For the
IC recordings, a craniotomy was performed to expose the cere-
bral cortex overlying the IC and a tungsten electrode (1 – 2 M�)
(Merrill and Ainsworth, 1972) was lowered through the cortex
by means of a piezoelectric microdrive (Burleigh 6000 ULN).
Neuron identification in the IC was based on stereotaxic coordi-
nates, physiological criteria of tonotopicity, and response prop-
erties (Rees et al., 1997; LeBeau et al., 2001; Malmierca et al.,
2003; Hernández et al., 2005; Pérez-González et al., 2005, 2006).
An electrode dorsoventral penetration (with an angle of 20◦ from
the frontal plane) through the central nucleus of the IC is iden-
tified by the stepwise progression from low to high frequencies
(Malmierca et al., 2008) and by the constant presence of ton-
ically firing units (Rees et al., 1997). Typical responses of the
neurons in the cortices of the IC (i.e., dorsal, lateral, and rostral)
are characterized by longer response latencies, predominantly

on-phasic firing patterns and weaker tonic firing than those
from the central nucleus. Cortical IC neurons commonly dis-
play broadly tuned, W-shaped, or other complex tuning curves
(Lumani and Zhang, 2010; Geis et al., 2011; Duque et al., 2012)
and a clear topographic organization of the frequencies along
the dorsal cortex is not present (Malmierca et al., 2008; Lumani
and Zhang, 2010). For the recording of CN neurons, part of the
cerebellum was carefully aspirated to visually localize the dorsal
cochlear nucleus (DCN). Glass micropipettes filled with 2 M NaCl
(15 – 25 M�) or tungsten electrodes (1 – 2 M�) were advanced
into the DCN. For some IC experiments and most of the CN
recordings, an electrolytic lesion (10 – 15 μA for 10 – 15 s) was
applied for subsequent histological verification of the recording
site. Brains were fixed using a mixture of 1% paraformaldehyde
and 1% glutaraldehyde diluted in 0.4 M phosphate buffer saline
(0.5% NaNO3 in PBS). After fixation, tissue was cryoprotected
in 30% sucrose and sectioned in the coronal or sagital plane
at a thickness of 40 μm on a freezing microtome. Slices were
Nissl stained with 0.1% cresyl violet to facilitate identification
of cytoarchitectural boundaries. The CN units were assigned to
one of the two main divisions (dorsal or ventral) of the nucleus
using as reference the standard sections from a rat brain atlas
(Paxinos and Watson, 2007).

Acoustic stimuli were delivered through a sealed acoustic
system (Rees, 1990; Rees et al., 1997) using two electrostatic
loudspeakers (TDT-EC1) driven by two TDT-ED1 modules.
Search stimuli were pure tones or noise bursts monaurally
delivered under computer control using TDT System 2 hard-
ware (Tucker-Davis Technologies) and custom software (Faure
et al., 2003; Pérez-González et al., 2005, 2006; Malmierca et al.,
2008). The output of the system at each ear was calibrated
in situ using a ¼ inch condenser microphone (Brüel and Kjær
4136, Nærum, Denmark) and a DI-2200 spectrum analyzer
(Diagnostic Instruments Ltd., Livingston, Scotland, UK). The
maximum output of the TDT system was flat from 0.3 to 5 kHz
(∼100 ± 7 dB SPL) and from 5 to 40 kHz (90 ± 5 dB SPL).
The highest frequency produced by this system was limited to
40 kHz. The second and third harmonic components in the sig-
nal were 40 dB or more below the level of the fundamental at
the highest output level (Hernández et al., 2005; Malmierca et al.,
2009).

Action potentials were recorded with a BIOAMP amplifier
(TDT), the 10× output of which was further amplified and
bandpass-filtered (TDT PC1; fc: 0.5 – 3 kHz) before passing
through a spike discriminator (TDT SD1). Spike times were
logged at one microsecond resolution on a computer by feeding
the output of the spike discriminator into an event timer (TDT
ET1) synchronized to a timing generator (TDT TG6). Stimulus
generation and on-line data visualization were controlled with
custom software. Spike times were displayed as dot rasters sorted
by the acoustic parameter varied during testing.

Once a neuron was isolated, the monoaural frequency
response area (FRA), i.e., the combination of frequencies and
intensities capable of evoking a response, was obtained by an
automated procedure with 5 stimulus repetitions at each fre-
quency (from 0.5 to 40 kHz, in 20 – 30 logarithmic steps) and
intensity step (steps of 10 dB) presented randomly at a repetition
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rate of 4 Hz. The stimuli used to generate the tuning curves were
pure tones with duration of 75 ms. The neuronal response to
the combination of frequencies and intensities was plotted using
MATLAB software (Mathworks, Inc.) and the best frequency (BF)
and threshold for each neuron were identified.

STIMULUS PRESENTATION PARADIGMS
For all neurons, stimuli were presented in an oddball paradigm
similar to that used to record mismatch negativity responses in
human studies (Näätänen, 1992), and more recently in the cat
auditory cortex (Ulanovsky et al., 2003, 2004), rat IC (Malmierca
et al., 2009; Pérez-González et al., 2012) and auditory thalamus
(Antunes et al., 2010; Antunes and Malmierca, 2011). Briefly, we
presented two stimuli consisting of pure tones at two different fre-
quencies (f1 and f2), that elicited a similar firing rate and response
pattern at the same level of 10 – 40 dB SPL above threshold. Both
frequencies were within the excitatory response area previously
determined for the neuron. A train of 400 stimulus presenta-
tions containing both frequencies was delivered in three different
sequences (Figure 1). The repetition rate of the train of stimuli for
the IC neurons was 4 Hz, as it has been previously demonstrated
to be suitable to elicit SSA in IC neurons of the rat (Malmierca
et al., 2009). In the CN recordings, we explored repetitions rates
of 4, 8, 12, and 20 Hz. Due to the different repetition rates used,

FIGURE 1 | The oddball stimulation paradigm. Two frequencies (f1, f2)
were presented pseudo-randomly with different probabilities of occurrence.
In Sequence 1 (S1), f1, and f2 occurred with equal probability (p50%),
which served as a control condition. This condition is useful to see the
neuron’s tuning to the frequencies chosen. For the oddball condition, the
probability of the frequencies was modified such that one frequency
(f1, circles) was the standard tone, occurring with high probability, and the
other (f2, squares) was the deviant tone, with low probability of occurrence
(Sequence 2, S2). The probabilities of f1 and f2 were reversed in Sequence
3 (S3) in order to have each frequency presented as deviant and standard.
We tested two probabilities for the deviant tone (pDev), 30 and 10%, so
the corresponding probabilities for the standard (pStd) were 70 and 90%,
respectively.

the duration of the pure tones was 75 ms for the IC recordings
(Hernández et al., 2005) and 25 ms for the CN recordings (in a
few recordings at 4 and 8 Hz, tones lasted 75 ms as well), including
a 5 ms rise/fall ramp for both cases.

As shown in Figure 1, in Sequence 1 (S1) both frequen-
cies were presented with the same probability of occurrence
(equiprobable condition; p(f1) = p(f2) = 50%). In Sequence 2
(S2), one frequency (f1) was presented as the standard (i.e., high
probability within the sequence: 90 or 70%); interspersed ran-
domly among the standards were the deviant stimuli (i.e., low
probability: 10 or 30%, respectively) at the second frequency (f2).
After obtaining one data set, the relative probabilities of the
two stimuli were reversed, with f2 as the standard and f1 as the
deviant (S3). Sequences 2 and 3 constitute what we refer to as
an oddball condition. The responses to the standard and deviant
stimuli were normalized to spikes per stimulus, to account for
the different number of presentations in each condition, because
of the different probabilities. We tested several frequency sep-
arations between f1 and f2, expressed as frequency contrast
�f = (f2 − f1)/(f2 × f1)1/2 (Ulanovsky et al., 2003). As the fre-
quency pairs were chosen to evoke similar firing rates in responses
to both tones, �f ranged from 0.02 to 3. The �f values were
grouped into three intervals: �f ≤ 0.07, 0.07< �f ≤ 0.2 and
�f > 0.2 (≤ 0.101, 0.101< �f ≤ 0.288 and �f > 0.288 octaves,
respectively), in order to approximate to the values used in other
studies, i.e., �f = 0.04, 0.10, and 0.37 (Ulanovsky et al., 2003,
2004; Malmierca et al., 2009). The same paradigm was repeated
changing the probability of the deviant tone (pDev = 10%, 30%)
or the �f . For the CN experiments, we only tested pDev = 10%
and �f = 0.1. The presentation of sequences at different
deviant probabilities and at different repetition rates was
randomized.

DATA ANALYSIS
We measured the sharpness of the FRA of IC neurons calculat-
ing the bandwidth (BW) and Q-values at 10 and 40 dB SPL above
the threshold as in our previous work (Hernández et al., 2005;
Malmierca et al., 2009). The BW at n dB expresses the difference
in kHz between the lower (FL) and upper (FU) frequencies of the
FRA (BWn = FU − FL). The Q-value is calculated as the charac-
teristic frequency (CF) divided by the BW at n dB above threshold
(Qn = CF/BW).

The amount of SSA was quantified by two indices that
have been used in previous studies (Ulanovsky et al., 2003,
2004; Malmierca et al., 2009; Antunes et al., 2010; Antunes and
Malmierca, 2011; Pérez-González et al., 2012). The first index
was the Frequency-Specific SSA Index (SI) defined as: SI(fi) =
[d(fi) − s(fi)]/[d(fi) + s(fi)], where i = 1 or 2 and d(fi) and s(fi)
are responses (as normalized spike counts) to frequency fi when
it was deviant or standard, respectively. The second one was the
Common-SSA Index (CSI) defined as CSI = [d(f1) + d(f2) −
s(f1) − s(f2)]/[d(f1) + d(f2) + s(f1) + s(f2)], where d(f) and
s(f) are responses to each frequency f1 or f2 when they were the
deviant (d) or standard (s) stimulus, respectively. These indices
reflect the extent to which the neuron responds more strongly to
the frequencies when they are deviant compared to when they are
standard. The possible SI and CSI values range from −1 to +1,
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being positive if the response to the deviant stimulus is greater
and negative if the response to the standard stimulus is greater.

To estimate the neuronal sensitivity we performed a receiver
operating characteristic (ROC) analysis (Tanner and Swets, 1954;
Cohn et al., 1975; Fawcett, 2006; for a review of the use of ROC
in psychometric and neurometric data analysis, see Stüttgen et al.,
2011). This analysis has been previously used to measure the abil-
ity of CN units to signal changes in intensity (Shofner and Dye,
1989) and the sensitivity of IC units to interaural-time differences
and binaural correlation (Skottun et al., 2001; Shackleton et al.,
2003, 2005; Gordon et al., 2008). It is assumed that when different
stimuli elicit different firing rates the response of a neuron pro-
vides the basis for discriminating between them. However, there
is also a substantial variability in the responses to each stimulus,
so the distributions of firing rates to similar stimuli overlap, and
thus discrimination based upon firing rate will only be correct on
a proportion of trials. The ROC analysis allows us to calculate the
performance of the best possible discriminator between the two
frequencies which is based on spike counts only. This discrimi-
nator is a function of the two probability distributions of spike
counts in response to the two stimuli.

The ROC plots the probability of correct detection of f2 against
the probability of “false alarm” detection of f2 when f1 occurred.
Since detection is assumed to be based on spike counts only, tri-
als have to be classified to one or the other frequency based solely
on the evoked spike count. Thus, any discriminator between the
two frequencies consists, in practice, of a list of spike counts that
are assigned to frequency f1, with all other spike counts assigned
to frequency f2 (we do not need to consider so-called “random-
ized rules” here, because we are only interested in the integral of
the ROC, see below). In many studies, ROCs are calculated by a
threshold on spike counts: all spike counts below the threshold
are assigned to one frequency, and those above the threshold to
the other. However, the lemma of Neyman and Pearson (Maris,
2012) requires spike counts to be assigned to frequencies based
on their likelihoods, the ratio p(n|f2)/p(n|f1). For an optimal deci-
sion rule, a threshold is selected, and all spike counts whose
likelihood is larger than that threshold are assigned to f2 (with
the others assigned to f1). The probabilities of correct decision
and false alarm for this decision rule can then be calculated in
a straightforward manner. The ROC is obtained by calculating
these probabilities while varying the threshold.

Then, we calculated the area under the ROC curve (AUC)
as an estimate of the neural discriminability of frequency. The
AUC corresponds to the probability of correct stimulus detection
expected from an ideal observer in a two-alternative forced-choice
psychophysical task (Green and Swets, 1966; Fawcett, 2006).
Thus, sensitivity measured as AUC varies between 0.5 and 1,
where 0.5 occurs when the spike count distributions for frequen-
cies f1 and f2 are identical, and 1 indicates complete separation
of the distributions. To compensate for sampling bias, we cor-
rected each AUC value by performing 10,000 permutations of the
original spike count distributions, assigned randomly to either f1
or f2, calculated the corresponding AUCs, and subtracted their
mean value from the original AUC. Due to this correction some
of the AUC values we report are smaller than 0.5. We also used
the permutations test to estimate the probability of the AUC being

significantly larger than 0.5. This way, we obtained one AUC value
for the equiprobable condition (S1) and two AUC values for the
oddball conditions (S2, S3). We used the mean AUC of S2 and
S3 for the analyses instead of the maximum value as in previous
works (Ulanovsky et al., 2003; Malmierca et al., 2009), in order to
avoid an upward bias.

The CSI values were tested against zero by bootstrapping (1000
samples) in order to estimate a 95% confidence interval. Typically,
CSI values smaller than 0.1 were not statistically different from
zero (85% of all cases with CSI < 0.1 and 15% of the cases with
CSI > 0.1). Thus, CSI values within the range of −0.1 to 0.1
were considered be due to random fluctuations in spike counts.
This procedure provided a CSI cutoff comparable to other val-
ues previously set with different criteria (e.g., CSI = 0.18 for
auditory thalamus of the rat; Antunes et al., 2010). It may be
somewhat smaller than the cutoff in thalamus because of the
lower variability in the responses of IC neurons (e.g., Chechik
et al., 2006).

RESULTS
To investigate how frequency sensitivity is affected by the stim-
ulation context we recorded the response of 224 well isolated
single units in the IC and 51 units in the CN using an oddball
paradigm. The frequency contrast (�f ≤ 0.07, 0.07< �f ≤ 0.2,
�f > 0.2) and probability of the deviant tone (pDev = 30% or
10%) were varied in IC recordings, and the repetition rate (4, 8,
12, and 20 Hz) in the CN. Additionally, an equiprobable context
(p(f1) = p(f2) = 50%) was tested as control condition in both sets
of experiments.

NEURONS IN THE IC SHOW DIFFERENT DEGREES OF SSA AND
STIMULUS DISCRIMINABILITY
As might be expected from our previous studies (Pérez-González
et al., 2005; Malmierca et al., 2009), neurons in the IC exhib-
ited different degrees of SSA. Figure 2 shows the distribution of
the CSI under different stimulus conditions in the current sam-
ple. The distributions of CSI are skewed toward positive values,
and their medians are significantly different from zero (Signed
Rank Test; p < 0.05) regardless of the condition tested (Figure 2).
Positive CSI values reflect a stronger response to the deviant tone
than to the standard one. The effects of frequency separation
and deviant probability were tested using a Two-Way ANOVA on
�f × probability. There was a main effect of �f (F(2, 489) = 18,
p = 0) and of probability condition [F(1, 489) = 39, p = 0].
The interaction just failed to reach significance [F(2, 489) = 2.5,
p = 0.08]. Post-hoc comparisons showed that the most positive
CSI values were observed for deviant probability of 10% at the
two highest frequency contrast intervals; 0.07< �f ≤ 0.2 and
�f > 0.2. For the 10% probability condition, the CSIs increased
significantly with increased frequency separation: CSI10%/�f >0.2

> CSI10%/0.07<�f ≤0.2 > CSI10%/�f ≤0.07. On the other hand,
the post-hoc comparisons did not show a significant difference
between the average CSIs in the 30% condition and different fre-
quency separations. There was also a significant difference due
to changes in deviant probability for the two highest frequency
separation intervals: CSI10%/0.07<�f ≤0.2 > CSI30%/0.07<�f ≤0.2;
CSI10%/�f >0.2 > CSI30%/�f >0.2. This trend was emphasized by
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FIGURE 2 | Distribution of stimulus-specific adaptation indices of IC

neurons. Histograms of the common SSA index (CSI) displayed
according to the frequency separation intervals (columns: �f ≤ 0.07,
0.07 < �f ≤ 0.2, �f > 0.2) and the probability of the deviant tone
(rows: pDev = 30 and 10%). The CSI was calculated from the responses
recorded in S2 and S3. A CSI = 0 indicates an equal neuronal response
when the tones were presented as deviant or standard, while positive and

negative values represent higher firing rates when the tones were deviant
or standard, respectively. For each stimulus condition the CSI values were
tested against zero (solid line). The numbers next to the dashed line
indicate the value of the median and the statistical significance (Signed
Rank Test; ∗p < 0.05, ∗∗∗p < 0.001). The distributions moved toward
positive values when �f was larger and pDev smaller. The percentages
indicate the amount of neurons with CSI > 0.1.

the higher percentage of neurons with CSI values larger than 0.1
when deviant probability was 10% compared to 30% (percentages
indicated in Figure 2). From the six groups, only seven neurons
(3.1%) showed CSI ≤ −0.1.

Examples of individual IC neurons exhibiting different CSI
values are shown in Figures 3–5. The deviant probability for the
three cases was 10% and the frequencies tested (f1, f2) in these
examples were separated by 0.144 octaves (�f = 0.1) around its
BF at an intensity of 10 – 50 dB above threshold.

Figure 3 illustrates a neuron with a CSI not significantly dif-
ferent from zero (CSI = 0.04; p > 0.05). This neuron had a
narrow FRA with a narrow bandwidth both at 10 and 40 dB SPL
above its threshold (BF = 8.8 kHz, Q10 = 5.62 and Q40 = 1.22)
(Figure 3A). It had an onset firing pattern (Figure 3B) and
showed a mixed/complex rate-level function (Figure 3C). The
responses elicited in the equiprobable condition (S1) and odd-
ball condition (S2 and S3) are shown as dot rasters (Figure 3D)
as well as the peristimulus time histograms (PSTH) (Figure 3E).
Figure 3F displays the corresponding spike-count distributions
and the ROC curve is shown in Figure 3G. This neuron dis-
played a very robust and reliable response across the 400 stimulus
presentations. In consequence, its spike count distributions were
very different from Poisson distributions: while the average spike
count is about 1, the probability of having zero spike counts

is much smaller than that of either frequency evoking a single
spike (for a Poisson distribution, these two probabilities should
be approximately equal when the mean spike count is close to 1).
The spike-count distributions for f1 and f2 were very similar,
overlapping almost completely (Figure 3F), although the average
spike count was slightly larger for f2 than for f1. The large overlap
between these distributions resulted in AUC values very close to
0.5, but the very low variability resulted in an AUC that was sig-
nificantly larger than 0.5 in the equiprobable condition. When f2
was the deviant, this difference was maintained, but when f1 was
the deviant, the average spike count in response to f2 decreased
slightly, enough to render the AUC not significantly different
from 0.5 (AUC(S1) = 0.55, p = 0; AUC(S2) = 0.55, p = 0.01;
AUC(S3) = 0.49, p = 0.65). Thus, the frequency discrimination
capability of this neuron was poor in an equiprobable context
and did not improve in an oddball stimulation context, consistent
with its low CSI.

By contrast, neurons with high CSI values fired significantly
differently in response to deviant and standard tones in the
oddball condition. The neuron illustrated in Figure 4 had a
CSI = 0.88 (p < 0.05). It was tuned to a wide range of fre-
quencies (Figure 4A) reflected by its low Q-values (BF = 10 kHz,
Q10 = 0.74 and Q40 = 0.27). This neuron also had an onset
firing pattern, although it showed a large variability of first
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FIGURE 3 | Example of a non-adapting neuron in the IC. (A) Narrow FRA
in color code for response magnitude. The tested frequencies (f1: 8.7 kHz,
f2: 9.6 kHz, white crosses) were chosen around the BF (8.8 kHz) (arrowhead),
at 45 dB SPL. (B) PSTH of the accumulated response to all the frequencies
(0.5 – 40 kHz) and intensities (0 – 80 dB SPL) presented (1 ms bins).
(C) Rate-level function at BF. (D–G) The responses of the neuron for each pair
of stimuli for each of the three sequences (S1, S2, S3) are shown as dot
raster plots (D), PSTH (3 ms bins) (E), spike probability distributions (F), and
ROC curves (G). In the dot raster each dot represents the occurrence of a
spike. The black bar under the PSTH and dot raster plots indicates the
duration of the stimulus (75 ms). The probability of each frequency for each
sequence is indicated on the upper left of the (E) panels. In the ROC
curves (G) the dashed line corresponds to random guessing or no stimulus

discrimination (AUC = 0.5), indicating complete overlap of the spike
probability distributions. The red line represents the ROC curve calculated
using the recorded data, the curves plotted in gray were obtained with the
permutation method of the original spike count distributions, and the black
line is represents the mean ROC curve of permutations. A total of 10,000
permutations were calculated, but for visual clarity only 100 curves are
displayed. For each ROC curve, the area under the ROC curve (AUC) is
shown corresponding to the original AUC value minus the mean AUC from
permutations, as well as, the significance value for AUC > 0.5 (Permutation
test; ∗p < 0.05). The repetition rate was 4 Hz and the frequency separation
was 0.141 octaves. This neuron did not show SSA (CSI = 0.04,
Bootstrapping; p > 0.05), displaying a very similar response to f1 and f2
across the three sequences regardless the probability of each tone.

spike latency (FSL) (Figure 4B) and had a non-monotonic rate-
level function (Figure 4C). During the equiprobable presenta-
tion of the tones (S1), this neuron adapted its response to
both frequencies, and had a very low probability to respond

at all (P≥1sps = 0.005). In the oddball condition, responses
to the standard tone remained extremely sparse, but deviant
trials did evoke a few spikes with higher probability. Thus,
the overlap between the spike-count distributions was reduced

Frontiers in Neural Circuits www.frontiersin.org January 2013 | Volume 6 | Article 119 | 6

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Ayala et al. Frequency discrimination and stimulus deviance

FIGURE 4 | Example of an adapting neuron in the IC. (A) FRA
of a broadly tuned neuron with a BF of 10 kHz (arrowhead). The
frequencies tested are indicated by the white crosses around the BF
(f1: 9.5 kHz, f2: 9.6 kHz), at 0 dB SPL. (B–G) Same format
as in Figure 3. This neuron showed strong SSA (CSI = 0.88,

Bootstrapping; p < 0.05) reducing its firing to the high probability
tone in S2 and S3 while still responding to the low probability one
across most stimulus presentations. This differential firing is reflected
in an AUC larger than 0.5 (Permutation test; ∗p < 0.05) in oddball
sequences (S2 and S3).

substantially (probability of firing ≥ 1 sps in response to
the deviant/standard was 0.4/0.017 and 0.23/0.014 for S2
and S3, respectively). As a result, the AUCs for the odd-
ball conditions were higher than for the equiprobable con-
dition [AUC(S1) = 0.5, p = 0.5; AUC(S2) = 0.7, p = 0;
AUC(S3) = 0.6, p = 0].

The examples shown in Figures 3 and 4 are extreme cases,
and neurons in the IC showed a continuous distribution of
SSA as depicted in Figure 2. For example, Figure 5 illustrates

a partially-adapting neuron (CSI = 0.5; p < 0.05) tuned
to high frequencies (Figure 5A) and with a non-monotonic
rate-level function (Figure 5C). The bandwidth of the FRA
increased between 10 and 40 dB above threshold, respectively
(BF = 29.9 kHz, Q10 = 7.81 and Q40 = 2.25). This neuron
showed a poor, although significant discrimination capability
at the equiprobable condition [AUC(S1) = 0.57, p = 0] which
improved in the oddball condition [AUC(S2) = 0.61, p = 0;
AUC(S3) = 0.76, p = 0].
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FIGURE 5 | Example of a partially-adapting neuron in the IC. (A) FRA from
a neuron with a BF of 29.9 kHz (arrowhead). The frequencies tested were
f1: 27.1 kHz and f2: 30 kHz, at 70 dB SPL. (B–G) Same format as in Figure 3.
This neuron displayed a significant level of SSA (CSI = 0.5, Bootstrapping;

p < 0.05), responding to both tones across the 400 stimulus trials. Although,
the neuron displayed significant discriminability in the equiprobable condition
(S1, AUC = 0.57) (Permutation test; ∗p < 0.05), this was improved under the
oddball sequences (S2, AUC = 0.61; S3, AUC = 0.76).

FREQUENCY DISCRIMINABILITY DEPENDS ON STIMULUS
CONTEXT IN THE IC
IC neurons were able to discriminate very similar frequen-
cies even when both tones had the same probability of occur-
rence (p(f1) = p(f2) = 50%). The tested frequencies were selected
online to evoke similar response magnitudes. Nevertheless, the
noise in the estimation of response rates resulted in some imbal-
ance between the responses to the two frequencies, leading to
significant discriminability between them. The discriminability
elicited under the equiprobable condition (AUC50%) across the

three �f intervals significantly differed from a mere random
discrimination (AUC = 0.5, Signed Rank Test; p < 0.001)
(Figure 6A). Furthermore, more than half of the neurons from
each frequency separation group had AUC50% significantly larger
than 0.5 (p < 0.05) (Figure 6A, indicated in percentage). In a
substantial number of cases, AUC50% exceeded 0.71 (24.1, 23.2,
and 41.6% for the three �f groups), the generally accepted defini-
tion of a threshold (Green and Swets, 1966). Neurons with AUCs
above this threshold for the smallest frequency contrast inter-
val (�f ≤ 0.07) had narrower bandwidths (Q10 = 6.23 ± 5.43)
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FIGURE 6 | Neurometric performance under equiprobable and oddball

conditions of IC neurons. (A) Distributions of the AUC values for the
equiprobable condition (AUC50%) indicating the median (dashed line)
significantly differs from 0.5 (Signed Rank Test; ∗∗∗p < 0.001). The
percentage of neurons whose AUC50% was higher than 0.5 is indicated for
each panel (Permutation test; p < 0.05). (B) Scatter plots showing the
neurometric performance for frequency discrimination expressed as
percentage correct under the oddball condition (rows: pDev = 30, 10%)
versus the equiprobable condition (pf1 = pf2 = 50%), for each frequency

contrast interval (columns: �f ≤ 0.07, 0.07 < �f ≤ 0.2, �f > 0.2).
Separately are represented the neurons with CSI ≤ 0.1 (gray circles) and
CSI > 0.1 (dark crosses). For the oddball condition, the percentage correct
corresponds to the mean AUC value obtained from S2 and S3. The
number of neurons above and below the diagonal line (equal performance
in both conditions) is indicated by the inset on the bottom right of each
panel. (C) Sensitivity curves of individual neurons expressed as percentage
of change elicited when pDev = 10% and 30% regarding the
pf1 = pf2 = 50% condition.
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that the rest of neurons (Q10 = 3.53 ± 5.47) (Signed Rank Test;
p < 0.05).

To address the central question of this paper, Figure 6B com-
pares the percent correct (as estimated by AUC) in the oddball
and equiprobable condition for each neuron. For the oddball
condition, we used the mean discriminability (AUCoddball) from
the values elicited in the two oddball sequences since there was
not significant difference in the AUC values elicited in S2 and
S3 (Rank Sum Test; p > 0.05). Neurons whose discriminability
was unaffected in the oddball condition fell along the diagonal
line. Neurons under the diagonal line showed a better discrim-
inability in the equiprobable condition. By contrast, neurons
that improved their discriminability in the oddball paradigm
were located above the diagonal. Neurons with CSI > 0.1 are
marked by crosses, the others are marked by circles. When
pDev = 10%, there was a larger proportion of neurons with
CSI > 0.1 than neurons with CSI ≤ 0.1 that showed improved
discriminability in the oddball condition (χ2 = 58.6, df = 1, p <

0.001), but these proportions did not depend on frequency sep-
aration (χ2 = 5.4, df = 2, p = 0.07). For this probability condi-
tion, the AUCs of neurons with CSI ≤ 0.1 were slightly, although
significantly, smaller in the oddball than in the equiprobable
condition (46/96, neurons above and below the bisecting line,
respectively, for all frequency separation classes together). This
effect was due presumably to the poorer sampling of the spike
count histograms for the deviant stimuli in the oddball condi-
tion. On the other hand, AUCoddball increased substantially for
neurons with CSI > 0.1 (161/59 neurons above and below the
bissecting line, respectively). The increase resulted in many neu-
rons whose frequency discrimination was below threshold in
the equiprobable condition (AUC50% < 0.71) and that exceed
threshold in the oddball conditions (AUCoddball > 0.71). Within
this subset of neurons, there are cases in which the neuromet-
ric performance reached values close to 100% correct in the
oddball condition. Such cases were much more common at
the largest frequency contrasts (0.07< �f ≤ 0.2 and �f > 0.2).
For pDev = 30%, the discriminability did not change consis-
tently relative to the equiprobable condition, and proportions
of neurons with slight increase or decrease in discriminability
were as common in the different frequency difference classes
(χ2 = 5.4, df = 2, p = 0.07) and among CSI classes (χ2 = 3.9,
df = 1, p = 0.05).

In order to verify whether the same trend was observed at the
level of single neurons, we obtained the individual “sensitivity
curves” for the neurons that were tested under all probabili-
ties conditions (50, 30, and 10%) and for the same frequency
pairs (Figure 6C). The discriminability increment was expressed
as the percentage of change in AUCoddball relative to the discrim-
inability displayed under the equiprobable condition (AUC50%).
These sensitivity curves revealed a considerable diversity in the
neuronal performance. Both neuron identity and stimulus prob-
ability had a significant effect on the discrimination capability
for the intermediate �f interval [Two-Way ANOVA on stim-
ulus probability × neuron, significant main effect of stimu-
lus probability: F(2, 128) = 7.7, p < 0.001], but for the smallest
and largest �f the main effect of stimulus probability was not
significant.

Since some neurons under the equiprobable condition showed
significant discriminability values that exceeded a mere ran-
dom response (Figure 6A), we took into account this neuron-
specific tuning. We calculated the discriminability enhancement
index (DEI) as the difference between the discriminability elicited
in the oddball condition and that elicited in the equiproba-
ble one (DEI = AUCoddball − AUC50%). DEI ranges from −0.5
to 0.5, with positive values indicating an improvement in dis-
criminating two stimuli under an oddball context. The com-
parison of the mean population values of DEI across all stim-
ulus combinations (Two-Way ANOVA, stimulus probability ×
�f ) demonstrated that it was affected by the frequency separa-
tion [F(2, 489) = 5.72, p < 0.01] but not by stimulus probability
[F(1, 489) = 3.71, p = 0.055], with no interaction between those
factors [F(2, 489) = 2.1, p = 0.12] (Figure 7).

IC NEURONS WITH HIGH SSA SHOWED A GREATER DISCRIMINABILITY
ENHANCEMENT UNDER ODDBALL CONDITIONS
Finally, we analyzed the relationship between the two metrics used
to quantify the neuronal responses in order to explore whether
or not the change in stimulus discrimination can be predicted
by their SSA index. This analysis demonstrated a strong posi-
tive correlation between the degree of adaptation (CSI) and the
enhancement in the frequency discriminability (DEI) shown by
neurons under the condition with the lowest deviant proba-
bility, that is, when pDev = 10% (Spearman’s rho; p < 0.001)
(Figure 8). The great majority of neurons with CSI < 0.1 had
discrimination indices clustered around the origin (gray circles).
By contrast, most neurons with CSI > 0.1 (crosses) had a pos-
itive DEI, indicating that adapting neurons had better frequency

FIGURE 7 | Stimulus discriminability enhancement of IC neurons

across different stimulus conditions. Box plots of the discriminability
enhancement under the oddball condition (DEI) showing the mean (dashed
line) and the median (solid line) values, as well as, the 5th and 95th outliers.
All the mean values were positive (except for the 10%/�f≤0.07 condition),
reflecting a better stimulus discrimination when one of the frequencies is
presented as a deviant tone, that is, with low probability of ocurrence
(30 or 10%). The DEIs were only affected by the frequency separation
[F(2,489) = 5.72, p < 0.01] (Two-Way ANOVA, deviant probability ×
frequency separation).
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FIGURE 8 | The stimulus discriminability reflects the degree of

stimulus-specific adaptation exhibited by IC neurons. Correlation of the
stimulus discriminability enhancement (DEI) and the SSA index (CSI). In gray
circles are represented the neurons with CSI ≤ 0.1 and in dark crosses those

with CSI > 0.1. The linear correlation was reflected by the Spearman’s
correlation coefficient (rs), whose strength varied according to the frequency
contrast (columns) and probability of the deviant tone (rows). ∗p < 0.05,
∗∗∗p < 0.001.

discrimination for oddball sequences, and furthermore, there was
a tendency for larger CSI values to be associated with larger DEI
values.

RELATION BETWEEN THE WIDTH OF FREQUENCY TUNING AND THE
SSA OR DISCRIMINABILITY EXHIBITED BY IC NEURONS
Previous reports demonstrated a differential expression of SSA
through the lemniscal and non-lemniscal subdivisions of the IC
(Pérez-González et al., 2005; Malmierca et al., 2009; Ayala and
Malmierca, 2012; Duque et al., 2012) and medial geniculate body
(MGB) (Antunes et al., 2010) of the rat. Neurons in the cortical
regions of the IC exhibit broader FRAs than the ones from the
central nucleus and the broader the response area is, the higher
the SSA levels are (Duque et al., 2012). In order to test whether or
not this relationship is found in our neuronal sample, we analyzed
the width of response areas as a function of the level of SSA.

Figure 9A displays the bandwidths at 10 and 40 dB SPL above
threshold (BW10, 40, respectively) for the lowest deviant proba-
bility (pDev = 10%) as a function of the CSI. The group of
CSI ≤ 0.1 included all neurons that were considered to lack
SSA. The other CSI cutoffs were selected to have approximately
equal-size groups. It is interesting to note that there were neu-
rons with very broad bandwidth already at 10 dB above threshold.
We performed an analysis of covariance of BW, with level above
threshold (10 or 40 dB SPL) and frequency separation as quali-
tative factors and CSI as a continuous factor. We found a highly

significant effect of CSI [F(1, 688) = 37.5, P = 0]. The slope of the
dependence of BW on CSI indicated that BW increased on aver-
age by 6.6 kHz as CSI increased from zero to one. The main effect
of frequency separation was not significant, [F(2, 688) = 0.54,
p = 0.6], while the level above threshold had, as expected, a
significant effect on BW [F(1, 688) = 77.4, p = 0]. There was a
significant interaction between the CSI slope and level above
threshold [F(1, 688) = 5.8, p = 0.01], and post-hoc comparison
indicated that CSI slopes at 10 and 40 dB above threshold were
significantly different (p < 0.05).

As expected from the positive correlation between DEI and
CSI (Figure 8), a significant effect of DEI on BW was also found
[F(1, 688) = 26.7, p = 0] (Figure 9B). In consequence, a greater
neuronal discriminability in the oddball condition is associated
with a wider frequency integration range. DEI also had significant
interaction with level above threshold [F(1, 688) = 3.9, p = 0.048]
(analysis of covariance of BW with level, frequency separation,
and now with DEI as a continuous factor).

In selected cases, we made electrolytic lesions in the IC
and determined that we recorded neurons from central nucleus
(n = 9) and from cortical regions (n = 16). Within this very lim-
ited sample, the central nucleus neurons had a CSI of 0.11 ±
0.21 and a DEI of −0.001 ± 0.12 (median ± SD). For the cor-
tical neurons, the CSI and DEI were of 0.34 ± 0.3 and of 0.03 ±
0.13, respectively. However, this number of histological localiza-
tions was insufficient to guarantee a reliable study to correlate SSA
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FIGURE 9 | Bandwidth of frequency response areas and SSA level of

IC neurons. (A) Box plots of the bandwidth (BW) values grouped into
CSI ranges for the three �f intervals with the mean (dashed line)
and median values (solid line) indicated, as well as, the 5th and
95th outliers. There is an increment in the bandwidths as neurons
have higher CSI [F(1, 688) = 37.5, P = 0] and as the level increased

[F(1, 688) = 77.4, p = 0] (Analysis of covariance of BW with level, �f and
CSI as factors). (B) Box plots of BW values grouped into DEI ranges.
The BW increases for neurons that displayed higher discriminability
improvement under the oddball condition [F(1, 688) = 26.7, p = 0]. Same
format as panel (A). (Analysis of covariance of BW with level, �f and
DEI as factors).

and discriminability degree across the different subdivisions of
the IC. Figure 10A showed an example of a typical lesion located
in the lateral cortex of the IC (Loftus et al., 2008; Malmierca et al.,
2011).

CN NEURONS DO NOT EXHIBIT SSA AND THEIR FREQUENCY
DISCRIMINABILITY IS NOT SENSITIVE TO A PROBABILITY CONTEXT
Since SSA is present in the IC, we wanted to explore whether
SSA is already ubiquitously expressed earlier. We recorded 51 CN

neurons to test whether SSA is exhibited by single-units and if so,
whether adaptation strength correlates with neuronal sensitivity
as shown for the IC neurons.

A total of 44 neurons out of 51 were localized and assigned to
the ventral cochlear nucleus (VCN) (n = 10) or DCN (n = 34).
The histological reconstruction for the remaining 7 neurons was
not possible. Figure 10B shows the electrolytic lesion in a Nissl-
stained section, illustrating the recording site of the neuron dis-
played in Figure 11 and located in the DCN. Another example of

Frontiers in Neural Circuits www.frontiersin.org January 2013 | Volume 6 | Article 119 | 12

http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive


Ayala et al. Frequency discrimination and stimulus deviance

FIGURE 10 | Continued

FIGURE 10 | Histological identification of recording sites of IC and CN

neurons. (A) Example of recording sites marked with an electrolytic
lesion (arrowheads) in the lateral cortex of the IC at 1.9 mm lateral,
according to Paxinos and Watson (2007). Two different tracts are
indicated by Tr #1 and Tr #2. (B,C) Recording sites (arrowheads) and
tracts (Tr) located in DCN (at 11.52 mm from bregma) and VCN (at
11.04 mm from bregma), respectively. The slices were Nissl stained and
cut at 40 μm in a sagital (A) and coronal plane (B,C). Scale bars of
500 μm. D, dorsal; C, caudal; M, medial.

recording site, in the VCN, is shown in Figure 10C. The recorded
neurons had a wide variety of firing patterns and rate-level func-
tions, as have been described in detail before (Stabler et al., 1996).
More than the half of neurons in the DCN (21/34) displayed
non-monotonic rate-level functions (5/10 in the VCN). Our sam-
ple of DCN neurons included chopper (n = 13), primary like
(n = 10), pause/build (n = 6), and onset (n = 5) firing patterns.
In the VCN, all firing patterns except the choppers were present
(primary like, n = 5; pause/build, n = 2; onset, n = 3). Figure 11
shows the response of a DCN neuron with a typical V-shaped FRA
with a low-frequency tail. The evoked activity was robust across
the 400 trials of the equiprobable (S1) and deviant sequences
(S2, S3). The neuron showed significant discriminability under
the equiprobable condition (AUC(S1) = 0.6, p < 0.05) which did
not greatly improve under the oddball sequences (AUC(S2) =
0.62, AUC(S3) = 0.53, p < 0.05). This neuron failed to show SSA
at a repetition rate of 4 Hz, as well as at faster stimuli presentation
rates of 8 and 20 Hz (CSI = 0, p > 0.05).

SSA was not present in the neuronal population recorded in
CN (Figure 12). We used faster repetition rates than in the IC
since SSA seems to increase monotonically with stimulation rate
(Malmierca et al., 2009; Antunes et al., 2010; Zhao et al., 2011;
Patel et al., 2012). Regardless of the extreme repetitions rates,
the strength of the neuronal response was equal for deviants and
for standards stimuli (Signed Rank Test; p > 0.05) (Figure 12A)
resulting in SI values clustered around zero (Figure 12B). There
were no differences between the CSIs elicited by VCN and DCN
neurons for any repetition rate tested (Rank Sum Test; p > 0.05).
FSL is also affected by probability condition in IC, being shorter
to the deviant stimulus regardless of the frequency tested (f1 or f2)
(Malmierca et al., 2009; Pérez-González and Malmierca, 2012;
Pérez-González et al., 2012). For CN neurons, the vast major-
ity of FSL to deviant and to standard was almost equal and
no differences in the median FSL between them was observed
(Signed Rank Test; p > 0.05) (Figure 12C). The median of the
FSLs was 9.62 ± 4.9 ms (range: 3.4 – 29.5 ms) and 9.82 ± 4.7 ms
(range: 3.9 – 28.2 ms) for deviant and standard tone, respectively.
These latencies are clearly shorter than the latencies of IC neu-
rons (FSL to deviant: 26.1 ± 13.2 ms; range: 7.5 – 72 ms, FSL to
standard: 29.6 ± 13.2 ms, range: 7.3 – 74.5 ms; from Malmierca
et al., 2009). Although some neurons showed significant
CSI > 0.1 (0.11 – 0.28) at 4 (n = 3), 8 (n = 4), 12 (n = 2), and
20 Hz (n = 5) (most of them from the DCN, n = 5), the aver-
age SSA indices were not significantly different from zero (Signed
Rank Test; p > 0.05) nor they were sensitive to the rate of stimu-
lation (Kruskal–Wallis Test; p > 0.05) (Figure 12D). Finally, CSI
was not affected by increasing the frequency separation from
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FIGURE 11 | Example of a CN neuron. The format for all panels is the same
as in Figures 3–5. (A) The BF was 23.4 kHz (indicated by the arrowhead) and
the tested frequencies (f1 = 23.4 kHz and f2 = 25.9 kHz, white crosses) differ
by 0.144 octaves. The PSTH of the accumulated response to all the
frequencies (0.5 – 40 KHz) and intensities (0 – 80 dB SPL) presented (1 ms

bins), as well as, the rate-level function at BF are shown in (B) and (C),
respectively. The neuron exhibited a low CSI = 0.1 (Bootstrapping; p > 0.05)
with a robust response across trials (D,E) and its frequency discriminability
was not sensitive to the oddball condition (F,G). The AUC values in all
conditions were slightly higher than 0.5 (Permutation test; ∗p < 0.05).

�f = 0.1 to �f ≥ 0.2 (0.2 − 0.37) (Signed Rank Test; p > 0.05)
(Figure 12E).

In parallel with the lack of SSA, frequency discrimination
was not affected by changes in tone probability in this neu-
ronal population. The estimated correct detection in the odd-
ball condition remained very similar to that elicited in the
equiprobable one for most of the CN neurons (Figure 13A),
and no improvement in frequency discriminability was elicited
at the population level for any repetition rate group (Signed
Rank Test; p > 0.05) (Figure 13B). Thus, the DEI was essen-
tially zero and insensitive to increments in the repetition rate
(Kruskal–Wallis Test; p > 0.05) (Figure 13C). As expected, it

was not correlated with the SSA index (Spearman’s correlation)
(Figure 13D).

DISCUSSION
Our study demonstrates that sensitivity to frequency in IC neu-
rons but not in CN neurons depends on probability context.
Changes in frequency discriminability in IC neurons reflected
the level of SSA they exhibit. Both the CSI and DEI values
increased with frequency separation and DEI tended to be pos-
itive (Figures 7 and 8). The lack of effect of probability context
in CN was related to the lack of SSA in the neuronal sample we
recorded from (Figure 12).
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FIGURE 12 | CN neurons do not exhibit SSA. (A) Spike count to deviant
(dev) and to standard (std) stimuli elicited at different repetition rates
represented in a color code. This color code is the same for (B–E) panels.
(4 Hz, n = 47; 8 Hz, n = 29; 12 Hz, n = 9; 20 Hz, n = 26) (B) Scattergraph of
the Frequency-Specific SSA indices (SI) for f1 and f2 presented at different
repetitions rates. This index reflects the normalized spikes counts elicited
when each frequency was the deviant tone regarding the response evoked
when it was the standard one. (C) Scattergraph of the median first spike
latency (FSL) for f1 and f2 when they were the deviant (FSLdev) or the
standard (FSLstd) stimulus. In the right column, are displayed the box plots
of the median FSL for the population of neurons to deviant (red) and to
standard (blue) stimulus across repetition rates. The n for this panel is the
double of the number of neurons tested, since two frequencies were
tested as deviant and as standard stimulus for each neuron. (D,E) Box plots
of the Common–SSA index (CSI) when increasing the rate of stimulation
and scattergraph of CSI when varying the frequency separation factor (�f ),
respectively.

STRONG SSA IS EXHIBITED BY IC NEURONS BUT NOT BY CN
NEURONS
The strength of SSA reported here is similar to that reported
previously by Malmierca et al. (2009) for IC neurons. This is
not surprising, since we used a similar experimental preparation
including animal model, parameters, and paradigm of stimu-
lation (presentation rate: 4 Hz; tone duration: 75 ms; random
presentation of tones). Other studies also have examined SSA in
the IC, although as these studies have used different stimulation

paradigms (e.g., Pérez-González et al., 2005; Lumani and Zhang,
2010), different metrics to quantify SSA (Pérez-González et al.,
2005) or different stimulus repetition rates (Zhao et al., 2011),
a quantitative comparison is difficult. According to the sample
of histological verifications of the recording sites (Figure 10A)
and taking into account the distribution of CSI (Figure 2), we
recorded neurons from the central nucleus, as well as from the
cortical non-lemniscal regions of IC. SSA varies as a continuum
throughout the entire IC and it is strong and widespread in the
non-lemniscal regions of the IC (Malmierca et al., 2009; Duque
et al., 2012) and MGB (Antunes et al., 2010), being low or almost
absent in the lemniscal subdivisions, the central nucleus of the
IC and ventral MGB. Also, the neurons in the cortex of the
IC exhibit broader response areas than those from the central
nucleus (Malmierca et al., 2008, 2009; Geis et al., 2011; Duque
et al., 2012). In agreement with these results, we show here that
neurons with wider bandwidths (values as high as 30–40 kHz)
showed the strongest SSA (Figure 9). Thus, the convergence
of ascending, narrowly tuned frequency inputs with different
frequency selectivity could be a major mechanism underlying
SSA. In support to this idea, Taaseh et al. (2011) and Mill et al.
(2011) showed that individual inputs showing simple fatigue
could result in SSA. Beyond this mechanism, SSA could be fur-
ther refined through the local inhibitory circuits and descending
inputs from higher auditory centers. In this respect, a modulatory
role of postsynaptic GABAA receptors in shaping SSA in the IC
has already been demonstrated (Pérez-González and Malmierca,
2012; Pérez-González et al., 2012).

Considering that (1) the IC is the locus of convergence
for most inputs originating at lower auditory brainstem nuclei
and the locus where the lemniscal and non-lemniscal pathways
appears (Malmierca et al., 2003; Lee and Sherman, 2010, 2011),
and that (2) our results demonstrated the lack of widespread
SSA at the CN (Figure 12), it is tempting to suggest that cells
exhibiting strong SSA in the subcortical pathways first emerge in
the non-lemniscal IC. Two possible confounds currently limit this
hypothesis. First, a decrease in the responsiveness and changes
in the response variability of auditory cortical neurons caused
by the anesthesia (Kisley and Gerstein, 1999; Harris et al., 2011)
could also result in the absence of strong SSA in CN. This would
be the case, for example, if SSA in the CN were dependent on
descending projections for its generation. However, this possi-
bility seems unlikely since previous studies have demonstrated
that SSA at the IC (Anderson and Malmierca, 2013) and MGB
(Antunes and Malmierca, 2011) persist even if the corticofugal
pathway is reversibly deactivated. Second, the CN has multiple
distinct physiological response types which are well-correlated
with anatomical and cellular characteristics. While neurons were
recorded in both VCN and DCN, currently there is no detailed
classification of CN neurons in the anesthetized rat. Therefore, we
cannot rule out that we recorded from all response types in this
study. Indeed, because across-frequency integration seems to be
important in SSA, CN neuronal types that show frequency con-
vergence and that project to the IC, e.g., some multipolar cells
or small cells from the cap area (Winter and Palmer, 1995; Jiang
et al., 1996; Palmer et al., 1996; Malmierca et al., 2002; Cant and
Benson, 2003) might potentially be capable of showing high levels
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FIGURE 13 | Stimulus sensitivity in CN neurons. (A) Neurometric
boxes displaying the percentage of correct identifications in the
equiprobable and oddball condition (pDev = 10%) for different
repetitions rates (4, 8, 12, and 20 Hz). (B) Box plots indicating that no
improvement was elicited under the oddball condition regarding the

equiprobable one (Signed Rank Test; p > 0.05). (C) Box plots that
indicate that the discrimination enhancement indexes (DEI) remained at
zero and did not change across repetition rate (Kruskal–Wallis Test;
p > 0.05). (D) No positive correlation between the CSI and DEI was
found (Spearman’s correlation coefficient, rs; ∗p < 0.05).

of SSA as well. To rule out this possibility a detailed morphologi-
cal and physiological study is necessary in the future. Finally, the
presence of SSA in brainstem nuclei between the CN and IC also
remains to be tested.

NEURONAL SENSITIVITY OF IC
We show here that the vast majority of IC neurons discriminate
between nearby tones around BF even when they occur with equal
probability (Figures 6A,B; upper left quadrants). While many of
the AUCs were significantly larger than 0.5, they also tended to
be smaller than 0.71, the standard definition of a psychophysi-
cal threshold. Note that other pairs of frequencies within the FRA
with the same frequency difference could give rise to larger AUCs.
Thus, our results for the equiprobable case should be seen as a
lower bound on the frequency discrimination capabilities of IC
neurons. Even with the biased selection of frequencies to test, a
small population reached AUC > 0.71 for frequency separations

as small as �f = 0.07, very close to the psychophysical thresh-
olds of rats (e.g., Talwar and Gerstein, 1998, 1999). Interestingly,
these neurons also showed narrower bandwidths than the rest.
The narrow bandwidth could result in large changes in firing rates
for nearby frequencies, leading to the high AUCs (Gordon et al.,
2008). Such narrowly-tuned inputs could also account for the
hyperacuity of MGB and cortical neurons in oddball conditions,
as previously reported (Ulanovsky et al., 2003; von der Behrens
et al., 2009).

Frequency discrimination in IC depended on context,
being larger when the stimuli had decreased probability
(Figures 6B,C and 7). Robust increases in discrimination in the
oddball conditions occurred for the lower deviant probability
(pDev = 10%) and the larger frequency separations (�f > 0.07).
Note that we used here the mean AUC across the two odd-
ball sequences, rather than the maximal one as used previously
(Ulanovsky et al., 2003; Malmierca et al., 2009). The mean AUC is
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a more conservative estimate of frequency discriminability, and its
use may explain why we did not observe extreme discrimination
performance as reported previously in IC (Malmierca et al., 2009
their Figure 7, neurons in the upper left corner). Either way, these
results emphasize the influence of context on sensory process-
ing as early as in the IC as has been demonstrated before for the
processing of interaural phase (Spitzer and Semple, 1991, 1993,
1998; McAlpine et al., 2000), level differences (Sanes et al., 1998),
monaural frequency transitions (Malone and Semple, 2001) and
simulated motion (Wilson and O’Neill, 1998).

FREQUENCY DISCRIMINABILITY ENHANCEMENT REFLECTS THE
DEGREE OF SSA
We found a strong correlation between the discriminability
enhancement and the degree of SSA, but only for the condition
with the lowest deviant probability (pDev = 10%) and larger
frequency separation (�f > 0.07) (Figure 8). These are also
the conditions that had higher CSI. This positive correlation is
expected from the design of the experiment. The two frequencies
were selected to evoke equivalent responses in the equiprobable
condition, and in the oddball condition they were expected to
evoke different responses. In consequence, we expected a sub-
stantial overlap between the spike count distributions in the
equiprobable condition, but a decreasing overlap in the oddball
condition. Indeed, DEI depended on deviant probability and fre-
quency separation very similarly to CSI (Figure 7). Finally, the
absence of SSA and null enhancement in deviant detectability by
CN neurons reinforced the notion that deviant discriminability is
a functional consequence of SSA (Figures 12 and 13).

Nevertheless, we also found that neurons with CSI ≤ 0.1
showed a significant decrease in AUC in the oddball condition
(Figure 6B). This decrease was due to larger corrections for the
AUCs obtained under the oddball condition than to the AUCs
under the equiprobable one. This trend should be seen as a
negative bias in the estimation of the AUC under oddball condi-
tions. Given that as a rule AUC increased with decreasing deviant
probability, our conclusions should be considered as conservative.

FUNCTIONAL SIGNIFICANCE
Neuronal responses in auditory cortex are plastic at many dif-
ferent time scales (Condon and Weinberger, 1991; Kilgard and
Merzenich, 1998, 2002; Fritz et al., 2003; Ulanovsky et al., 2003;
Froemke et al., 2007). Here we demonstrate that neurons in IC
show some sort of short-term plasticity under similar conditions
to neurons in MGB and A1. As previously suggested (Antunes
et al., 2010), the non-lemniscal regions of the IC could trans-
mit SSA to the non-lemniscal MGB neurons, which in turn
would project to the superficial layers of AC (Cetas et al., 1999;
Huang and Winer, 2000; Anderson et al., 2009). Neurons in the

medial division of the MGB have large-diameter axons that are
known to terminate primarily in layer I of the auditory cortex
in both primary and secondary cortical fields. For example, in
the somatosensory cortex Cauller and Connors (1994) observed
strong excitatory effects on pyramidal cells present in layers II,
III and V to be mediated by long horizontal axons located in
layer I. Further experiments are required in order to check this
possibility. Thus, at all levels of the auditory pathways, context-
dependence of the responses could serve for adjusting the neural
code to match the statistics of the input signal to produce an
efficient representation of auditory scene. Similarly, the changes
in responses as a function of tone probability could serve in
the processes of auditory scene analysis. Indeed, auditory stream
segregation is also sensitive to frequency separation and presenta-
tion rate (e.g., Fishman et al., 2004; Fishman and Steinschneider,
2010). Moreover, there is evidence suggesting the involvement
of pre-attentive neural process in auditory stream segregation
(Winkler et al., 2003). Thus, SSA in IC may increase the saliency
of low-probability signals, helping to segregate them by reduc-
ing the ambiguity of the neuronal representations for downstream
read-out mechanisms.

Interestingly, our results suggest that the initial locus for the
computation of SSA is not at the very first stations of the audi-
tory pathway, e.g., the CN. Thus, the picture of the auditory
system that emerges here reinforces the idea that the initial
coding of sounds is purely based on their short-term physical
characteristics, and sensitivity to longer contexts that is required
for higher-order processing, efficient coding, and auditory scene
analysis appears only later.
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Deviancy detection in the continuous flow of sensory information into the central nervous
system is of vital importance for animals. The task requires neuronal mechanisms that
allow for an efficient representation of the environment by removing statistically redundant
signals. Recently, the neuronal principles of auditory deviance detection have been
approached by studying the phenomenon of stimulus-specific adaptation (SSA). SSA is
a reduction in the responsiveness of a neuron to a common or repetitive sound while the
neuron remains highly sensitive to rare sounds (Ulanovsky et al., 2003). This phenomenon
could enhance the saliency of unexpected, deviant stimuli against a background of
repetitive signals. SSA shares many similarities with the evoked potential known as the
“mismatch negativity,” (MMN) and it has been linked to cognitive process such as auditory
memory and scene analysis (Winkler et al., 2009) as well as to behavioral habituation
(Netser et al., 2011). Neurons exhibiting SSA can be found at several levels of the auditory
pathway, from the inferior colliculus (IC) up to the auditory cortex (AC). In this review,
we offer an account of the state-of-the art of SSA studies in the IC with the aim of
contributing to the growing interest in the single-neuron electrophysiology of auditory
deviance detection. The dependence of neuronal SSA on various stimulus features, e.g.,
probability of the deviant stimulus and repetition rate, and the roles of the AC and inhibition
in shaping SSA at the level of the IC are addressed.

Keywords: auditory, non-lemniscal pathway, frequency deviance, change detection, GABA-mediated inhibition,

corticofugal modulation, mismatch negativity

THE AUDITORY SYSTEM IS HIGHLY SENSITIVE TO DEVIANT
STIMULI
An animal’s behavioral responses to unexpected changes in the
continuous flow of sensory, including acoustic, information are
critical for its survival. These responses depend on the ability to
detect deviancy in an ongoing stimulus. In order for the nervous
system to determine whether a sound is deviant, there must be
an ongoing storage of information about the sounds that have
already occurred, as well as a comparison of new sounds with
previous ones.

Auditory deviance detection has been widely explored in
human electroencephalogram (EEG) studies (for a review see
Grimm and Escera, 2012). Those studies have shown that the
waveform elicited by a deviant (low probability) stimulus differs
from that elicited by a predictable (high probability) stimulus.
Deviance detection has been associated with a particular evoked
potential derived from the human EEG, namely the “mismatch
negativity” (MMN; Näätänen et al., 1978; for recent review, see
Näätänen et al., 2007). The MMN is measured as the difference
between the evoked potential elicited to a sequentially repeated
(high probability) stimulus, referred to as the “standard,” and that
elicited by a rarely occurring (low probability) sound referred to
as the “deviant” that differs in any of its attributes such as loca-
tion, pitch, intensity, or duration (Figure 1A). The MMN usually

peaks at 150–200 ms from the onset of a change. It has a fron-
tocentral scalp distribution, with positive voltages at electrode
positions below the Sylvian fissure, indicating generator sources
located bilaterally on the supratemporal plane of the auditory cor-
tex (AC) (Huotilainen et al., 1998) with an additional prefrontal
contribution (Shalgi and Deouell, 2007). The MMN is useful for
the study of deviance detection in humans because (1) it pro-
vides a reliable signal of auditory change detection (e.g., Escera
et al., 2000), and (2) it can be recorded passively, i.e., with no spe-
cific instruction given to the subjects, which makes it suitable for
studying non-cooperative populations, such as patients with cere-
bral lesions, neurodegenerative diseases, or psychiatric disorders
(e.g., Duncan et al., 2009; Luck et al., 2011), as well as newborns
(Carral et al., 2005a) and fetuses (Draganova et al., 2005).

Because deviance detection requires information storage and
comparison over time, it could be thought of as a form of cogni-
tive processing, or “primitive intelligence” (Näätänen et al., 2001).
For this reason, it has been commonly assumed that deviance
detection must be accomplished at the level of the cortex. This
assumption has persisted not only for theoretical reasons, but also
because it is difficult to pinpoint the site at which EEG waveforms
are generated, especially in the case of subcortical structures.
However, the fact that the MMN persists during sleep or anesthe-
sia suggests that it is “preattentive” in origin (Tiitinen et al., 1994)
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FIGURE 1 | Auditory change detection is studied by recording the

evoked potentials of populations of neurons or the responses of

single-units. (A) Schematic representation of the evoked potential known as
the mismatch negativity (MMN) recorded through an electroencephalogram.
The MMN is associated with the detection of deviant auditory events. It is
measured as the difference (green line) between the potential elicited by a
sequentially repeated stimulus (standard, blue line), and that elicited by a
sound “deviating” in any of its attributes (deviant, red line). The peak of the
MMN wave usually occurs at 150–200 ms from the onset of the deviant
stimulus. (B) Frequency response area (FRA, combination of frequencies and
intensities capable of evoking a response) of an IC neuron. Based on the
FRA, the experimenter chooses a pair of frequencies (f1 and f2, black
crosses) with a fixed physical separation (�f ) and at the same level to
present in the oddball paradigm. Usually, in studies of the IC, a �f of 0.058,
0.144, or 0.53 octaves is used. (C) Representation of the oddball paradigm
used to study the detection of frequency deviance. In one oddball sequence
(top), one frequency (f1) is presented as the standard stimulus with a high
probability of occurrence (blue symbol), while the second (f2) is the rarely

occurring deviant stimulus (red symbol), interspersed randomly among the
standards. In a second oddball sequence (middle), the relative probabilities of
the two stimuli are reversed, with f2 as the standard (blue) and f1 as the
deviant (red). As a control (bottom), both frequencies are presented with the
same probability of occurrence [equiprobable condition;
p

(
f1

) = p
(
f2

) = 50%]. (D) The common-SSA index (CSI) is a widely used
metric to quantify the extent of SSA in the neuronal responses. The three
PSTHs represents the response to deviant (red) and to standard (blue) tone
of neurons exhibiting different values of CSI. The CSI compares the
responses to deviant and to standard stimuli from the two oddball sequences
by normalizing the responses in terms of spikes per stimulus (see text). The
normalization corrects for the different number of presentations of the
standard and deviant stimuli in each sequence. The possible values of the CSI
range from +1 to −1, with positive values indicating that the response
magnitude to the deviant is higher than that to the standard stimulus (upper
PSTH); zero indicating that the two stimuli elicit equal responses (middle
PSTH); and negative values indicating that the response to the standard
stimulus is greater than that to the deviant stimulus (bottom PSTH).

and therefore could originate subcortically. This idea was largely
untested and controversial until recently, as deviant occurrence is
also reflected in the middle latency response (MLR) range of the
evoked-activity, indicating that auditory change detection already
occurs in early stages of human auditory processing (Slabu et al.,
2010, 2012; Grimm et al., 2011).The MLR is a sequence of wave-
forms in the range of 12–50 ms from sound onset that precedes
the well-studied MMN and it is generated by activation of subcor-
tical areas as well as primary and secondary cortical areas (Grimm
and Escera, 2012). Moreover, Slabu et al. (2012) showed that the

human auditory brainstem is able to encode regularities in the
recent auditory past that could be used for comparison to deviant
events, and confirmed multiple anatomical and temporal scales of
human deviance detection.

Finally, it is worth mentioning that MMN-like auditory-
evoked potentials have also been recorded in laboratory animals
in the AC (Javitt et al., 1994; Ruusuvirta et al., 1998; Eriksson
and Villa, 2005; Astikainen et al., 2006, 2011; Tikhonravov et al.,
2008; Nakamura et al., 2011) and subcortical structures: thala-
mus of the guinea pig (Kraus et al., 1994; King et al., 1995) and
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inferior colliculus (IC) of the rat (Patel et al., 2012). Overall, these
studies suggest that deviance detection may be a basic property of
the functional organization of the auditory system occurring on
multiples levels along the auditory pathway (Grimm et al., 2011;
Grimm and Escera, 2012). Nevertheless, identification of the
neuronal microcircuits and functional mechanisms underlying
deviance detection remains a challenge in auditory neuroscience.

STIMULUS-SPECIFIC ADAPTATION: A NEURAL MECHANISM
FOR DETECTION OF DEVIANT STIMULI
A decade ago, Nelken and colleagues (Ulanovsky et al., 2003) pub-
lished a pioneering study that described a phenomenon similar
to MMN and occurring at the cellular level in the mammalian
AC. The single-neuron phenomenon was referred to as stimulus-
specific adaptation (SSA) [a term originally coined by Movshon
and Lennie (1979)] and it is proposed to be a neuronal mecha-
nism that could be contributing to auditory deviance detection
(Ulanovsky et al., 2003; Jääskeläinen et al., 2007). SSA is the
reduction in the responsiveness of a neuron to a common or
repetitive sound while the response decrement does not gener-
alize to others sounds that are rarely presented. In this sense, SSA
is a phenomenon of neuronal adaptation to the history of the
stimulus rather than to the activity of the neuron (Nelken and
Ulanovsky, 2007; Netser et al., 2011; Gutfreund, 2012). Although,
MMN and SSA share several features such as their dependence
on stimulation rate, they also greatly differ in their latencies and
level of the neural structures involved (Nelken and Ulanovsky,
2007; Grimm and Escera, 2012). In addition, MMN is elicited by
deviant stimuli immersed in complex forms of regularities (Carral
et al., 2005b; Cornella et al., 2012; Recasens et al., 2012) that
remained to be tested in single-unit recordings.

SSA is a widespread phenomenon in the brain exhibited by
neurons of the visual (Woods and Frost, 1977; Sobotka and Ringo,
1994; Müller et al., 1999), somatosensory (Katz et al., 2006) and
auditory (Ulanovsky et al., 2003; Malmierca et al., 2009a; Reches
and Gutfreund, 2008; Anderson et al., 2009; Antunes et al., 2010)
systems.

Auditory neurons that exhibit SSA for frequency deviance have
been described in the IC (Pérez-González et al., 2005; Reches and
Gutfreund, 2008; Malmierca et al., 2009a; Lumani and Zhang,
2010; Netser et al., 2011; Zhao et al., 2011), medial geniculate
body (MGB) (Anderson et al., 2009; Yu et al., 2009; Antunes
et al., 2010; Baüerle et al., 2011), and primary AC (Ulanovsky
et al., 2003, 2004; Von Der Behrens et al., 2009; Taaseh et al.,
2011). In the brainstem, SSA has been recently explored in the
ventral and dorsal cochlear nucleus of the rat and the results
suggest that all cochlear nucleus neurons tested lack SSA (Ayala
et al., 2012). Thus, the IC is the earliest center where SSA has
been described (Malmierca et al., 2009a), although it remains
to be tested whether or not other brainstem nuclei located in
between the cochlear nucleus and IC show some degree of SSA.
In this review, we will focus on a description of SSA occurring at
the IC, which is the major auditory station in the midbrain for
the integration of ascending, descending, intrinsic, and commis-
sural inputs (Malmierca, 2003; Malmierca et al., 2003, 2005a,b,
2009b; Cant and Benson, 2006; Loftus et al., 2010; Malmierca and
Hackett, 2010; Malmierca and Ryugo, 2011).

STIMULUS-SPECIFIC ADAPTATION IN SINGLE-NEURON
RESPONSE
Most of the studies of SSA in the IC have been carried out in
the anesthetized rat (Pérez-González et al., 2005, 2012; Malmierca
et al., 2009a; Lumani and Zhang, 2010; Zhao et al., 2011; Patel
et al., 2012). Initially, Pérez-González et al. (2005) found that
cortical IC neurons of the rat show adaptation to the repeti-
tive stimulation of an acoustic parameter, but they resume fir-
ing if the sound parameter was changed. Responses similar to
those reported by Pérez-González and colleagues were originally
described in the midbrain of frogs (Bibikov, 1977; Bibikov and
Soroka, 1979).

More recent studies have explored sensitivity to frequency
deviance using an “oddball paradigm,” similar to that used to
record MMN responses in human studies (Näätänen, 1992).
In this paradigm two tones are selected within the frequency
response area of the neuron (Figure 1B) and randomly presented
with different probabilities of occurrence. The high probability
tone is usually referred to as the standard stimulus; interspersed
among the standard stimuli are the low probability or deviant
stimuli. In a second sequence of stimulation, the relative prob-
abilities are reversed so that both frequencies are presented as
standard and deviant. Usually, the neuronal responses are also
recorded under an equiprobable condition, in which both fre-
quencies have the same probability of occurrence (Figure 1C).

The amount of SSA is quantified by an index that reflects
the extent to which a neuron responds to tones when they are
presented as the deviant stimulus compared to when they are
presented as the standard stimulus. This index is referred as
the common SSA index (CSI) defined as CSI = [d(f1)+ d(f2) −
s(f1) − s(f2)]/[d(f1) + d(f2) + s(f1) + s(f2)], where d(f) and s(f)
are responses measured as spike rate to frequencies f1 or f2 used
as either the deviant (d) or standard (s) stimulus. The CSI val-
ues range from −1 to +1, being positive when the response to
the deviant stimulus is stronger, and negative when the standard
stimulus evokes more spikes (Figure 1D).

SSA to frequency deviance has been found to be stronger in
the non-lemninscal regions, i.e., in the dorsal (DCIC), rostral
(RCIC), and lateral cortices (LCIC), than in the central nucleus
(CNIC) (Pérez-González et al., 2005; Malmierca et al., 2009a,
2011; Lumani and Zhang, 2010; Duque et al., 2012) (Figure 2).
Studies of specific adaptation have also been reported in the awake
barn owl (Reches and Gutfreund, 2008; Netser et al., 2011) and
bat (Thomas et al., 2012).

Sensitivity to intensity and duration deviance has been
observed in the AC (Ulanovsky et al., 2003; Farley et al., 2010)
but it is not as robust as frequency deviance. These other stimulus
features, i.e., intensity and duration, have not been tested under
the oddball paradigm in the IC, but it seems likely that subcorti-
cal neurons that show SSA to frequency may also be able to detect
deviance in other stimulus dimensions, as occurs with neurons of
the midbrain of avians. Neurons in the optic tectum (analogous to
the superior colliculus of mammals) of the barn owl exhibit SSA
to sound frequencies, amplitude, and interaural time and level
difference (Reches and Gutfreund, 2008).

The great majority of neurons with high levels of SSA display
transient onset responses and have low or absent spontaneous
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FIGURE 2 | Anatomical location of SSA in the IC. (A)

Photomicrography showing a sagittal section of the IC with a typical
electrode track (asterisks) and the electrolytic lesion generated
(arrowhead). Scale bar = 500 µm. C, caudal; D, dorsal. (B) Box plot with
the median value (red line) of CSI sorted by anatomic regions. The blue

box delimits the 25th and 75th percentile and dashed lines show the
most extreme data points not considered outliers. Red crosses indicate
outliers. Cortical regions (RCIC, DCIC, and LCIC) are significantly different
from the CNIC (Kruskal–Wallis test, p < 0.001). Reproduced from
Duque et al. (2012).

activity in anesthetized rats (Pérez-González et al., 2005, 2012;
Malmierca et al., 2009a; Lumani and Zhang, 2010; Duque et al.,
2012). This finding is consistent with a higher incidence of SSA in
the non-lemniscal IC since a large proportion of neurons in the
dorsal regions of the IC have onset responses (Reetz and Ehret,
1999; LeBeau et al., 1996). Moreover, for adapting neurons with
other types of responses, i.e., on-sustained and on-off (Rees et al.,
1997), the largest difference between responses to deviant and
standard stimuli is signaled by the onset component (Malmierca
et al., 2009a; Duque et al., 2012).

Another feature of neurons that exhibit SSA is their broad
frequency response area (Malmierca et al., 2009a; Duque et al.,
2012). In the IC of the rat, neurons in the DCIC and RCIC regions
possess widespread dendritic arbors (Malmierca et al., 1993, 1995,
2011), and broader frequency tuning than the CNIC (Syka et al.,
2000; Duque et al., 2012). A possible functional consequence of
neurons with large dendritic arbors is the integration of inputs
over a broad frequency range. Among cortical IC neurons the
broader the frequency response area the higher the level of SSA
observed (Duque et al., 2012). In the bat IC, SSA is present in a
subset of non-specialized neurons which are broadly tuned to fre-
quency and non-selective for spectrotemporal pattern (Thomas
et al., 2012) suggesting a complex input processing. Furthermore,
SSA is not a property homogeneously distributed throughout
the neuron’s frequency response area. Duque et al. (2012) com-
pared the degree of SSA at multiple combinations of frequencies
and intensities in single-unit recordings in the IC of the anes-
thetized rat. They found that adapting neurons exhibit stronger
SSA at the high frequency edge of the response area and low sound
intensities (Figure 3). This study concluded that SSA is not con-
stant within the neuronal receptive field, and therefore is not a
characteristic property of the neuron, instead the neuron’s inputs
contribute to its generation.

In addition to encoding deviance by spike count, IC neurons
can also encode deviance information through their spike timing.

In neurons that exhibit SSA, the first spike latency (FSL) in the
response evoked by the deviant tone is shorter than that evoked
by the standard tone (Malmierca et al., 2009a; Zhao et al., 2011;
Duque et al., 2012). This phenomenon is known as “latency adap-
tation” and seems to be a unique feature of subcortical neurons
(Malmierca et al., 2009a; Antunes et al., 2010; Duque et al., 2012).
The neurons in the DCIC that show SSA have much longer FSLs
than neurons in the CNIC (Lumani and Zhang, 2010). Thus,
temporal coding appears to play a key role in the signaling of
deviance.

STIMULUS-SPECIFIC ADAPTATION AND ITS RELATIONSHIP
TO STIMULATION PARAMETERS
A hallmark of SSA in the different auditory areas is its sensitivity
to a variety of stimulus parameters such as the deviant probabil-
ity, the frequency separation, and the time interval (stimulation
rate) between stimuli (Ulanovsky et al., 2003; Malmierca et al.,
2009a; Yu et al., 2009; Von Der Behrens et al., 2009; Antunes et al.,
2010; Zhao et al., 2011). This dependency is also present for the
processing of other stimulus features such as interaural time- and
level-differences and amplitude deviants (Ulanovsky et al., 2003;
Reches and Gutfreund, 2008).

The manipulation of the probability of occurrence of the
deviant and, consequently, of the standard stimulus has a strong
effect on the extent of SSA observed (Malmierca et al., 2009a;
Patel et al., 2012). Deviant probabilities of 30 and 10% have been
explored; SSA increases as the deviant probability decreases. Thus,
neurons are sensitive to stimulus probability with greater sen-
sitivity to tones that are less likely to occur (Malmierca et al.,
2009a).

The sensitivity to deviance increases proportionally with the
extent of physical separation between tones. The frequency con-
trast is expressed as �f = (f2 − f1)/(f2 × f1)1/2; where f2 and
f1 correspond to the frequencies tested (Ulanovsky et al., 2003)
(Figure 1B). Most studies of SSA have employed pure tones
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FIGURE 3 | SSA is not homogeneously distributed within the

frequency response area of IC neurons. (A) Example of a neuron with a
broad V-shaped response area and the distribution of the several pairs of
frequencies presented under the oddball paradigm (dots). Each pair of dots
is associated to a circle the size of which is proportional to the level of CSI
evoked. An example of an adapting pair of frequencies (i.e., frequencies
that elicited SSA) is marked as 1 and another example of a non-specifically
adapting pair of frequencies is marked as 2. (B) Dot raster plots obtained
with the adapting pair (left panels) and with the non-specifically adapting
(right panels) pair of frequencies. The blue dots represent spikes evoked by

(Continued)

FIGURE 3 | Continued

the standard stimulus (90% probability), while the red dots represent those
evoked by the deviant stimulus (10% probability). Stimulus presentations
are accumulated in the temporal domain along the vertical axis. In the
adapting examples red dots are more visible because of the specific
decrease of the response to the standard stimulus. The upper panels are
the ones obtained when f1 was the standard tone and f2 was the deviant,
and the bottom panels represent the response when the relative
probabilities were inversed, that is, f1 was the deviant and f2 the standard.
(C) Averaged PSTH for both frequencies when deviant (red) or standard
(blue). CSI values obtained in each pair of frequencies are showed as insets
in the PSTH. The shaded backgrounds in the dot raster and PSTH plots
indicate the duration of the stimulus. (D) Distribution of the CSI values
sorted relatively to the best frequency (BF) and the threshold (Th) of the
response area of a sample of IC neurons (almost 80% are from the cortical
region, n = 124). Higher CSI values are confined to the high-frequency
edge and at low sound intensities. Reproduced from Duque et al. (2012).

centered on the best (Malmierca et al., 2009a; Pérez-González
et al., 2012) or characteristic frequency (Zhao et al., 2011) of the
neurons. The differential adaptation of the responses to deviant
and standard stimuli is more prominent when �f increases from
0.04 to 0.1 to 0.37 (0.058, 0.144, and 0.531 octaves, respectively)
(Malmierca et al., 2009a). Neurons with strong SSA in the IC, as
in the MGB and primary AC, show hyperacuity, that is, a strong
and highly sensitive adaptation for frequency ratios as small as
4% (�f = 0.04). This frequency ratio is smaller than the width of
their frequency response areas (Ulanovsky et al., 2004; Moshitch
et al., 2006; Malmierca et al., 2009a).

The highest levels of SSA are elicited by IC neurons at an ISI
of 250 ms with a deviant probability of 10% compared to shorter
(125 ms) or longer ISIs (500 ms) (Malmierca et al., 2009a). Few
studies have explored SSA at very long ISIs. It has been reported
that IC neurons are still capable of detecting frequency deviants
at ISIs up to 1 s (repetition rate of 1 Hz) (Pérez-González et al.,
2005; Reches and Gutfreund, 2008; Zhao et al., 2011). Indeed, we
have recorded neurons that exhibit SSA at even slower repetition
rates (ISI = 2000 ms) (Malmierca et al., 2010). Figure 4 illus-
trates an example of the response of an IC neuron that exhibits
SSA in the anesthetized rat. This neuron was very broadly tuned
with a complex non-monotonic rate-level function and a tran-
sient onset firing pattern (Figures 4A–C). For this neuron, a pair
of frequencies (black crosses; f1 and f2) with a physical separa-
tion of 0.216 octaves (�f = 0.15) was chosen for presentation
in the oddball paradigm with an ISI of either 2000 or 1000 ms.
Figures 4D,E depict the responses to the deviant and standard
stimuli as dot rasters and the corresponding peri-stimulus time
histogram (PSTH) obtained with 0.5 and 1 Hz repetition frequen-
cies, respectively. Under these conditions, the neuron showed SSA
(CSI: 0.3–0.4), resulting in higher-evoked spiking to the deviant
frequency (red color). Figure 5A shows the average PSTHs of
a subset of neurons recorded with ISIs of 2000, 1000, and
500 ms. It is evident that there is an increasing difference between
responses to deviant and standard tones as the frequency sep-
aration is increased (insets). Under these extreme stimulation
rates, the FSLs evoked by the deviant tone were earlier than those
evoked by the same tone when it was used as the standard, sug-
gesting that the cellular mechanisms that discriminate between
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FIGURE 4 | Example of an IC neuron that exhibits SSA at low repetition

frequencies. (A) Broad frequency response area displayed in color code
according to the strength of the response. Black crosses represent a
frequency pair—f1 (30.6 kHz) and f2 (35.5 kHz)—with a physical separation of
0.216 octaves (�f = 0.15) at 70 dB SPL. (B) The neuron exhibits a
non-monotonic rate-level function at its best frequency (27.1 kHz). (C) PSTH
of the accumulated responses to all the frequencies (0.5–40 kHz) and
intensities (10–90 dB SPL) presented (1 ms bins). (D) Top panels. Dot rasters

of the response to oddball sequences of 400 stimulus presentations with a
repetition rate of 0.5 Hz (ISI = 2000 ms). The frequencies used as the deviant
stimulus (probability of 10%, red dots) and the standard or repetitive stimulus
(probability of 90%, blue dots) are reversed in the left and right panels. The
bottom panels show the corresponding normalized PSTHs to deviant (red
line) and standard (blue line) stimuli. (E) Response to the oddball sequences
presented at a higher repetition rate of 1Hz (ISI = 1000 ms). Format same as
for panel (D).

deviant and standard responses are functional at the tempo-
ral scale of seconds (Figures 5B,C). As highlighted by Nelken
and Ulanovsky (2007), the neuronal mechanisms for deviance
detection become more important at more extreme stimulation
values, e.g., slow stimulation rates and very similar stimulus
frequencies.

Long interstimulus intervals affect the long-term dynamics of
SSA, prolonging the time course of adaptation from several sec-
onds at ISI of 125 ms, to tens of seconds when ISI is increased to
1000 ms. The frequency resolution of neurons is also modified by
the repetition rate (Malmierca et al., 2009a; Antunes et al., 2010;
Zhao et al., 2011). Frequencies separated by �f = 0.04 do not
elicit SSA in the IC or in the MGB of the rat (Antunes et al., 2010)

when tested with the longest ISI of 2000 ms. Together these data
indicate that the timing between stimuli affect both the extent and
frequency resolution of SSA.

SSA at the time scale of 2000 ms has been found in primary
AC, but cortical neurons do not adapt at ISIs longer than
2000 ms (Ulanovsky et al., 2003). SSA also occurs at an ISI of
2000 ms in the MGB, a mandatory processing station between
the IC and the AC (Antunes et al., 2010). The presence of SSA
in subcortical structures such as the IC and MGB on a time
scale of the magnitude of seconds, similar to the time scale of
cognition (Ulanovsky et al., 2003, 2004; Nelken and Ulanovsky,
2007), suggests that deviance detection at these early neuronal
stages could be contributing to the perceptual organization of the
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FIGURE 5 | IC neurons exhibit SSA even at very low repetition rates.

(A) Population PSTHs of the IC neuronal responses to a deviant (red line)
and to a standard (blue line) stimulus presented at different repetition
rates; 0.5 (ISI = 2000 ms), 1 (ISI = 1000 ms), and 2 Hz (ISI = 500 ms). The
physical separations between frequencies were grouped into �f ≤ 0.2
(≤ 0.288 octaves) (top panels) and �f > 0.2 (bottom panels). The firing
rates of individual neurons were averaged and normalized to account for
the different number of stimulus presentations due to the different
probabilities of the tones (deviant; 10%, standard; 90%). The insets shown
in the right upper quadrants of each graph correspond to the averaged

difference between the responses to the deviant and standard stimuli
(green lines). The horizontal black bars indicate the duration of the
stimulus. (B) Scatter plots of the first spike latency (FSL) of the neuronal
responses evoked by f1 and f2 when they were the deviant (FSLdev) or the
standard (FSLstd) stimulus according to their frequency separation
(�f ≤ 0.2 and �f > 0.2) and across different repetition rates (0.5, 1,
and 2 Hz). (C) Box plots of the population FSL indicating that even at very
low repetition rates the FSLs evoked by the deviant tone (red boxes) are
shorter than those evoked by the standard stimulus (blue boxes).
(Signed-Rank Test; ∗∗p < 0.01, ∗∗∗p < 0.001).

components of complex auditory stimuli (Winkler et al., 2009)
and to the change detection recorded in local field potentials
(Slabu et al., 2010; Grimm et al., 2011). This temporal scale
is consistent with the duration of sensory (echoic) memory in

monkeys and humans, which is estimated to be in the order of a
few seconds (Javitt et al., 1994; Näätänen and Escera, 2000).

The same systematic dependence on deviant probability, fre-
quency contrast, and repetition rate seen in single neurons is
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also present in the activity of ensembles of neurons in the IC
(Figure 6). In a recent study the evoked local field potentials
of DCIC neurons of the rat were recorded while stimulating
with tone bursts under an oddball paradigm (Patel et al., 2012).
The auditory response is a waveform with a relatively small
positive deflection (DP) followed by a large negative reflection
(DN) (Figure 6A). The degree of SSA is quantified by com-
paring the amplitude of the waves evoked by the deviant and
standard stimuli using an amplitude-based, frequency-specific,
SSA index for DP and DN (SSAIAm). As expected, the ampli-
tude of the local field potential is larger to a tone burst pre-
sented as deviant than as standard, and the difference is greater

when the deviant stimulus is less likely to occur (deviant prob-
ability of 10% rather than 30%) (Figures 6B,C). The differ-
ence between responses to deviant and standard tones occurs
after the initial rising phase of the dominant deflection (DN),
and no difference is elicited at the beginning of the response
in DP. Overall, the results by Patel et al. (2012) suggest that
frequency deviance coding is detectable in ensembles or neu-
ronal microcircuits of subcortical neurons as an evoked response
with a larger amplitude and longer peak latency. There are
some differences, however, compared to the SSA observed in
single-units. The frequency separation required to elicit SSA is
greater (�f = 0.37 rather than �f = 0.1); the strongest SSA

FIGURE 6 | Evoked local field potentials (LFP) recorded in the DCIC. (A)

An average LFP is a waveform with a relatively small positive deflection
(DP) followed by a large negative deflection (DN). Together, the two
deflections are about 40 ms in total duration. (B,C) Evoked LFPs in
response to a tone burst presented as standard stimulus (Std, solid line) or
deviant stimulus (Dev, dotted line) in a pair of oddball sequences with
probabilities of occurrence of the deviant of 10% (panel B) or 30%

(panel C). Data were obtained for pairs of tones (f1 = 2.25 kHz and
f2 = 3.24 kHz.) separated by a �f = 0.37 and presented at 1, 2, 4 and
8 Hz. The BF of the recording site was 2.7 kHz. An amplitude-based,
frequency-specific, stimulus-specific adaptation index [SSAIAm(fX)], along
with the peak latencies of the responses evoked by the sound as standard
and deviant stimuli, is shown at the top of each graph. Reproduced from
Patel et al. (2012).
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is elicited with a higher repetition rate (8 Hz); and the peak
latency of the response to standard tone bursts is shorter than
that to the deviant tone burst (contrary to the shorter laten-
cies for deviants in single-unit recordings). As the authors sug-
gested, these differences may be attributed to the fact that an
evoked local field potential reflects a weighted average of volt-
age changes generated by multiple excitatory and inhibitory
events in the vicinity of the recording electrode so that indi-
vidual differences among neurons are largely averaged out. The
short latency of responses in subcortical nuclei suggests that
these responses could contribute to the earliest components of
the evoked potential associated with the occurrence of a deviant
acoustic event (Pa waveform in the MLR; peak at about 30 ms)
(Grimm and Escera, 2012).

CORTICOFUGAL MODULATION
It was originally proposed that auditory SSA has a cortical origin
and is propagated to subcortical nuclei through direct corticofu-
gal projections (Ulanovsky et al., 2003; Nelken and Ulanovsky,
2007). Indeed, in the IC and MGB, the strongest SSA has been
described in the extralemniscal regions (cortical regions of the IC:
Malone et al., 2002; Pérez-González et al., 2005; Malmierca et al.,
2009a; Lumani and Zhang, 2010; medial division of the MGB:
Antunes et al., 2010), which operate under strong cortical con-
trol (Loftus et al., 2008; He and Yu, 2010; Lee and Sherman, 2011;
Malmierca and Ryugo, 2011).

In a recent study, Anderson and Malmierca (2013) addressed
whether SSA in the IC is dependent upon the AC for its gen-
eration. The authors reversibly deactivated the AC by cooling
through a cryoloop device (Lomber et al., 1999; Lomber and
Malhotra, 2008) and recorded the changes in SSA sensitivity
exhibited by IC neurons. This technique has been successfully
used to study the influence of the corticofugal system in the audi-
tory system, including a study of sensitivity in IC neurons to cues
for spatial position (Nakamoto et al., 2008) and sensitivity to
deviance in the MGB (Antunes and Malmierca, 2011).

The neuronal responses to the oddball paradigm (with a
deviant probability of 10% and a frequency separation between
deviant and standard stimuli of 0.531 octaves) were recorded
before, during and after the cooling of the AC. At the popula-
tion level, the main finding was that deactivation of the ipsilateral
AC did not eliminate SSA exhibited by IC neurons. A decrease in
firing rate to both the deviant and standard stimuli was observed
during the cooling condition, but the response was still higher
to the deviant stimulus (Figure 7A). Thus, the deviant salience in
the IC was preserved even after the deactivation of cortical inputs.
Interestingly, at the single-neuron level Anderson and Malmierca
identified IC neurons that showed SSA and were insensitive to the
cooling of the AC (Figure 7B). Those neurons exhibited differ-
ent levels of SSA covering the full CSI spectrum, from zero to
one. On the other hand, the adaptive properties of about half
of the IC neurons with SSA (52%) were differentially affected
throughout the period of cortical cooling, increasing (Figure 7C)
or decreasing (Figure 7D) their SSA sensitivity. Examples of sin-
gle neurons are shown in Figures 8 and 9. During the cooling
period, the neuron displayed in Figure 8 increased its response
area (Figure 8A), and its spontaneous and evoked firing rate.

The increase was greater in response to the standard presenta-
tions (by a factor of seven) (Figures 8B–D, blue) than to the
deviant ones (by a factor of three) (Figures 8B–D, red), result-
ing in a drop of its CSI (Figure 8D). On the other hand, the
neuronal response illustrated in Figure 9 exhibited a dispropor-
tionately decrease in the firing rate with an almost extinguished
response to the standard stimulus, thus, increasing its CSI. The

FIGURE 7 | Effect of cortical deactivation on SSA exhibited by IC

neurons. (A) Mean population PSTHs from IC recordings (n = 82) in
response to tones presented as standard (blue) or deviant (red) before and
during cooling the ipsilateral AC. The difference between the two is plotted
in green. Deactivation of the auditory cortex does not eliminate the deviant
saliciency in the averaged signal. (B) Population of neurons which showed
no significant change in SSA during cooling, red circles indicate significant
SSA, those in gray indicate non-significant CSI values. The solid line
connected with square symbols indicates the mean CSI values for the
three conditions. (C) Population which shows a decrease in SSA during
cooling. Note that on cooling some neurons cease to show significant SSA.
(D) Population which shows an increase in SSA during cooling. Note that on
cooling some neurons which previously did not show significant SSA now
become significant. Figure layout in (C) and (D) is the same as in (A).
Reproduced from Anderson and Malmierca (2013).
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FIGURE 8 | Example of an IC neuron which shows a decrease in its

adaptive properties with cooling. (A) Frequency response areas
recorded before (left), during (middle), and after (right) cooling. Black
asterisks indicate the frequencies used in the oddball paradigm, firing rate
(spikes/sec) indicated by the color scale which applies to all response
areas in this figure. (B) Raster plots showing response to f1 (lower

frequency) as deviant (red circles) and f2 (higher frequency) as standard
(blue triangles). (C) Raster plots showing response to f1 as standard (blue
triangles) and f2 as deviant (red circles). (D) PSTH showing mean response
to standard (blue) and deviant (red) stimuli. CSI values for each period are
superimposed onto the relevant PSTH. Reproduced from Anderson and
Malmierca (2013).

authors suggest that the disproportionate changes in the neuron’s
firing rate to standard or deviant stimulus caused by the corti-
cal inactivation may indicate the occurrence of a gain control
modulation similar to that observed in the MGB under a sim-
ilar manipulation (Antunes and Malmierca, 2011) and elicited
by GABAA-mediated inhibition in the IC (Pérez-González and
Malmierca, 2012; Pérez-González et al., 2012) which is clearly
compatible with the “iceberg effect” notion described by, e.g.,
Isaacson and Scanziani (2011, see below).

Overall, a decrease in SSA was the predominant response,
although the majority of IC neurons continued to show sig-
nificant SSA after the deactivation of the cortical inputs. The
extreme effects of cortical cooling were exhibited by (1) IC neu-
rons that lost their pre-existing deviance sensitivity during the
cooled condition and (2) non-adapting neurons that began to
exhibit SSA. The existence of sets of IC neurons differentially
affected by the AC deactivation suggests that the ipsilateral AC
may relay SSA to a small group of neurons, but that corticofu-
gal inputs do not account significantly for the SSA exhibited by

the majority of adapting neurons. Using the same cooling tech-
nique, Antunes and Malmierca (2011) demonstrated that SSA
persisted in the MGB neurons regardless of the lack of functional
corticofugal feedback, suggesting that SSA is inherited through
lower input channels in a bottom-up manner and/or generated
de novo at each level of the auditory pathway. Pharmacological
manipulation in the IC suggests that local circuits may operate
intrinsically to shape SSA at this neuronal station (Pérez-González
and Malmierca, 2012; Pérez-González et al., 2012; see below).

ROLE OF INHIBITORY INPUTS IN SHAPING SSA AND
POSSIBLE MECHANISMS UNDERLYING SSA IN THE IC
It is well known that the IC integrates ascending and descend-
ing inputs from multiple sources (Malmierca, 2003; Malmierca
and Ryugo, 2011) and possesses a dense and complex microcir-
cuitry of local connections (Malmierca et al., 2003, 2005a, 2009b;
Malmierca and Hackett, 2010). The IC is a major center for the
convergence of both excitatory and inhibitory inputs and for
combination of information across frequency-specific channels,
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FIGURE 9 | Example of an IC neuron which shows stimulus-specific

adaptation under normal conditions and increased SSA during the

period of cortical cooling. (A) Frequency response areas recorded before
(left), during (middle) and after (right) cooling of AC. Black asterisks indicate
the frequencies used in the oddball paradigm and the firing rate (spikes/sec)
are indicated by the same colour scale that appears in Figure 8A. (B) Raster

plots showing response to f1 (lower frequency) as deviant (red circles) and f2
(higher frequency) as standard (blue triangles). (C) Raster plots showing
response to f1 as standard (blue triangles) and f2 as deviant (red circles).
(D) PSTH showing mean response to standard (blue) and deviant (red)
stimuli. CSI values for each period are superimposed onto the relevant PSTH.
Reproduced from Anderson and Malmierca (2013).

especially in the non-lemnical regions (Malmierca et al., 2011).
Inhibitory neurotransmission in the IC is mediated by GABAergic
and glycinergic receptors (Palombi and Caspary, 1996; Caspary
et al., 2002; Sivaramakrishnan et al., 2004; Ingham and McAlpine,
2005; Hernández et al., 2005; Malmierca et al., 2005a; Merchán
et al., 2005). GABAergic inputs come from several sources,
including bilateral projections from the dorsal nucleus of the lat-
eral lemniscus and ipsilateral projections from the ventral nucleus
of the lateral lemniscus as well as intrinsic and commissural
GABAergic IC neurons (Hernández et al., 2005; Malmierca et al.,
2003, 2005a). Glycinergic inputs originate from the ipsilateral lat-
eral superior olive and from the ipsilateral ventral nucleus of the
lateral lemiscus (Kelly and Li, 1997; Moore et al., 1998; Riquelme
et al., 2001). Pharmacological manipulation of inhibitory neuro-
transmitters has strong effects on neuronal response area (LeBeau
et al., 2001), firing rate (Palombi and Caspary, 1996), temporal
response properties (LeBeau et al., 1996), tuning for sound dura-
tion (Casseday et al., 1994, 2000) as well as for frequency (Koch

and Grothe, 1998) and amplitude modulation (Caspary et al.,
2002).

Recently, in a first attempt to study the role of GABAergic
neurotransmission in the generation and/or modulation of
SSA, gabazine an antagonist of GABAA receptors was applied
microiontophoretically, and the firing rate of neurons exhibit-
ing SSA was recorded before, during and after the drug injection
(Figures 10A–C; Pérez-González et al., 2012). The response mag-
nitude (Figure 10D), discharge pattern and latency remained
distinct for the deviant and standard stimuli. The main find-
ing was that the blockade of GABAA receptors modified the
temporal dynamics of SSA but did not abolish it completely,
although the CSI index was generally reduced. Adaptation to
the standard stimulus still occurred in the absence of GABAA-
mediated inhibition but it was slower, especially at the beginning
of stimulation.

The time course of the adaptation to the standard stimu-
lus has a rapid- and a slow-decay component, after which the
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FIGURE 10 | Effect of the blockade of GABAA receptors on the response

magnitude for deviant and for standard stimuli. (A) Dot rasters showing
the effect of gabazine blockade of GABAA receptors on the responses of a
neuron with SSA. The frequencies tested in the oddball paradigm were
14 kHz and 19 kHz (�f = 0.3, 0.43 octaves). The insets show a PSTH of the
response (3 ms bin size); the horizontal black bar indicates the duration of the
stimulus. Before the application of gabazine, this neuron responded much
more strongly to both frequencies when they were presented as the deviant
than when they were presented as the standard stimulus, resulting in a CSI
of 0.965. The application of gabazine for 12 min increased the response to
both types of stimuli, but the relative increment was larger for the standards,
causing the CSI to drop to 0.480. Fifteen minutes after the end of gabazine
application, the neuron’s response recovered to the control level, and the CSI
increased to 0.926. (B) Evolution of the response magnitude of the neuron
(mean spikes per trial) shown in (A) in response to standards (blue lines) and

deviants stimulus (red lines). Note that the changes are similar for both
frequencies (asterisk and circles) and the main differences are due to the
probability condition. The shaded background represents the application of
gabazine, which starts at T = 0. The arrows indicate the times corresponding
to the dot rasters in (A). (C) Evolution of CSI during the experiment. The
symbols indicate the time at the end of a testing oddball sequence, so all
times at or before 0 represent recordings completed before the start of the
injection. (D) Effect of gabazine on response magnitude in the population of
neurons. Gabazine increased the response (spikes per trial) of almost all
neurons recorded, but the effect was different for standards (blue diamonds)
than for deviants (red circles). Each symbol corresponds to one of the pair of
stimuli for each neuron. Colored symbols indicate that the effect of gabazine
was significant (Bootstrapping, 95% ci). Gray symbols represent changes
that were not statistically significant. Reproduced from Pérez-González et al.
(2012).

response reaches a steady-state (Figures 11A–F). Both decay com-
ponents are faster for the neurons exhibiting higher levels of SSA
(CSI > 0.5) than for the neurons with less SSA (CSI < 0.5).
The blockade of the GABAA receptors slowed down both com-
ponents and GABA inhibits more profoundly the steady-state
component of the response of the neurons with the highest lev-
els of SSA. As expected from previous results (Malmierca et al.,
2009a; Zhao et al., 2011), Pérez-González et al. (2012) also found
that the deviant-related activity did not decrease, showing a lin-
ear time course across the trials. The authors concluded that
GABAA-mediated inhibition acts as a gain control mechanism
that enhances SSA by controlling the neuron’s gain and respon-
siveness. Thus, synaptic inhibition via GABAA receptors seems

to increase the saliency of the deviant stimulus (Figure 12). The
role of inhibition in shaping contrast between stimuli has been
described in detail in what is referred to as “the iceberg effect.”
Briefly, the iceberg effect describes the observation whereby a
neuron’s spike output is more sharply tuned than the underly-
ing membrane potential since only the strongest excitatory input
sufficiently depolarizes the membrane to reach threshold for spike
generation (Isaacson and Scanziani, 2011).

The results by Pérez-González and colleagues suggest that
other factors must be involved in the generation of SSA, leading
to an interest in exploring the role of GABAB and glycinergic-
mediated inhibition as well as neuromodulatory influences.
GABAB receptors may be key players in shaping SSA. These
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FIGURE 11 | Effect of the blockade of GABAA receptors on the time

course of adaptation and a model of SSA modulation by inhibition.

(A,B; D,E) Average discharge across the population of neurons for each
position (trial) in the oddball sequence, separately for standard (A,D) and
deviant (B,E) stimuli. The minimally adapting neurons (A–C; CSI < 0.5 in the
control condition) and the highly adapting ones (D,E; CSI.0.5 in the control
condition) were analyzed separately. Then the time course of habituation in

the control condition and during application of gabazine was compared. The
data for standard stimuli were fitted by a double exponential function (black
lines), and the data for deviant stimuli, by a linear function. The insets show a
magnified view of the normalized functions during the first 50 trials. Note the
different ordinate scales for standard and deviant. (C,F) Ratio of
gabazine/control for each type of stimulus during gabazine application.
Reproduced from Pérez-González et al. (2012).

FIGURE 12 | The iceberg effect. (A) Schematic representation of a model
of the iceberg effect indicating that in the absence of inhibition, neurons
respond to deviants (orange) and standards (light blue) with high firing
rates, and thus the deviant to standard ratio is small. (B) Inhibition reduces
the responses to both deviants (red) and standards (dark blue) increasing
the deviant to standard ratio and thus enhancing SSA. The dashed line in
(A), delimit the amount of activity (bottom area of the histograms) that
decreases due to inhibition. Reproduced from Pérez-González et al. (2012).

receptors seem to be involved in the processing of novel visual
stimuli in the superior colliculus (Binns and Salt, 1997) and
they regulate the release of glutamate from excitatory terminals
in the DCIC through presynaptic mechanisms (Scanziani, 2000;
Sun and Wu, 2009). Then, both pre- and postsynaptic mecha-
nisms are likely to contribute to a reduction in the membrane
depolarization after initial excitation. To dissect the interplay of
synaptic excitation and inhibition is also necessary to understand

the cellular and network mechanisms underlying SSA. Previously,
Binns and Salt (1995) demonstrated that the activity mediated
by the NMDA and AMPA/Kainate receptors modulates response
habituation in the superior colliculus. Hitherto, no attempt has
been made to determine whether SSA in single-unit activity in
the IC depends on local glutamatergic neurotransmission.

Since the level of SSA varies within the neuronal frequency
response area (Duque et al., 2012), it is likely that the mecha-
nisms underlying SSA act at the sites of synaptic inputs on the IC
neuron. The specific decrement to repetitive stimuli seen in neu-
rons exhibiting SSA could be explained by adaptation occurring
at frequency-segregated input channels (Eytan et al., 2003). The
persistence of SSA at long ISI suggests that it is not merely a result
of mechanisms such as synaptic fatigue (e.g., reduction in neu-
ronal responses independently of the stimulus due to depletion of
neurotransmitter vesicles). This is less likely to occur at very long
interstimulus gaps. Delayed synaptic inhibition might account
for the specific response suppression to a highly repetitive stim-
ulus. This idea is supported by intracellular recording suggesting
that excitation in neurons throughout the IC is often followed by
long-lasting hyperpolarization, possibly due to synaptic inhibi-
tion (Covey et al., 1996; Syka et al., 2000; Wehr and Zador, 2005).
This could also explain why the neurons with the highest SSA lev-
els (Duque et al., 2012) exhibit onset response patterns to sound
stimulation. Another possibility is short-term plasticity occurring
at the sites of synaptic integration in IC neurons. These possibil-
ities are not mutually exclusive and it could be that they operate
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in conjunction. It is plausible to think that the neuronal adap-
tation in the IC reflects high level network computations with
strong participation of local inhibitory circuits (Pérez-González
and Malmierca, 2012; Pérez-González et al., 2012), and with a
modulatory control on SSA exerted by corticofugal projections
(Anderson and Malmierca, 2013). Multidisciplinary efforts that
will combine histological, electrophysiological, computational,
and behavioral methods (Garagnani and Pulvermuller, 2011; Mill
et al., 2011) will be necessary to unveil the basic mechanisms that
generate SSA at each level along the auditory system.

CONCLUDING REMARKS AND FUTURE DIRECTIONS
In this review, we have attempted to offer an account of the
current state of SSA studies in the IC because of the growing inter-
est on the single-neuron electrophysiology of auditory deviance
detection. The dependence of neuronal SSA on various stimulus
features, such as deviant probability and repetition rate, and the
role of AC and of inhibition in shaping SSA at this auditory stage
have been addressed.

Among the questions to be resolved in the study of audi-
tory deviance detection are whether SSA is present along the
entire auditory pathway or whether it is a regionalized phe-
nomenon to certain structures and how the deviance coding is
modified by bottom-up and top-down processes that take place
at each station. The localization of the most strongly adapting

neurons to frequencies in the non-lemniscal portions of the sub-
cortical nuclei opens interesting question about the neuronal
circuits involved since these parts of the auditory pathway pro-
cess more complex acoustic features. To address these issues, it
is necessary to record neurons in the brainstem nuclei (espe-
cially those that exhibit cross-frequency integration), to track
the common input sources to neurons with strong SSA, as well
as, their projections, and to make simultaneous recordings at
two or more connected sites. Since stimuli in a natural scene
vary in multiple features, another open question is whether
neurons sensitive to frequency deviants are also deviance detec-
tors for more complex sound patterns and whether the same
neurons are capable of detecting deviant stimulus immersed
in more complex forms of regularity (Cornella et al., 2012;
Grimm and Escera, 2012). These and other questions await future
studies.
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Differences in the strength of 
cortical and brainstem inputs to 
SSA and non-SSA neurons in the 
inferior colliculus
Yaneri A. Ayala1, Adanna Udeh2, Kelsey Dutta2, Deborah Bishop2, Manuel S. Malmierca1,2,3 
& Douglas L. Oliver2

In an ever changing auditory scene, change detection is an ongoing task performed by the auditory 
brain. Neurons in the midbrain and auditory cortex that exhibit stimulus-specific adaptation (SSA) 
may contribute to this process. Those neurons adapt to frequent sounds while retaining their 
excitability to rare sounds. Here, we test whether neurons exhibiting SSA and those without are part 
of the same networks in the inferior colliculus (IC). We recorded the responses to frequent and rare 
sounds and then marked the sites of these neurons with a retrograde tracer to correlate the source 
of projections with the physiological response. SSA neurons were confined to the non-lemniscal 
subdivisions and exhibited broad receptive fields, while the non-SSA were confined to the central 
nucleus and displayed narrow receptive fields. SSA neurons receive strong inputs from auditory 
cortical areas and very poor or even absent projections from the brainstem nuclei. On the contrary, 
the major sources of inputs to the neurons that lacked SSA were from the brainstem nuclei. These 
findings demonstrate that auditory cortical inputs are biased in favor of IC synaptic domains that 
are populated by SSA neurons enabling them to compare top-down signals with incoming sensory 
information from lower areas.

Animals, including humans are immersed in an ever-changing auditory scene. In order to detect unex-
pected events, the responses of some auditory neurons adapts to frequent sounds while they retain their 
excitability to rare sounds1. This neuronal phenomenon is called stimulus-specific adaptation (SSA) and 
has been thought to enhance the response to infrequent sounds and to reduce acoustic information 
redundancy2. SSA may contribute to evoked potentials related to deviance detection3–5 and to focus 
attention on the changes in the incoming stream of sensory information2. SSA responses are apparent in 
many neurons of the primary auditory cortex (Au1)1, medial geniculate body6,7, and inferior colliculus 
(IC)8–10.

The IC may be a site of dynamic control for the flow of biologically important acoustic informa-
tion since it is a center for convergence of both ascending and descending auditory and non-auditory 
information11. The lemniscal pathway emerges from the central nucleus of the IC and projects to the 
core auditory cortex via the ventral division of the medial geniculate body. The non-lemniscal pathways 
originate from the cortex of the IC and the lateral tegmental system to project to the belt auditory cortex 
via the dorsal division of the medial geniculate body12,13. Interestingly, the non-lemniscal pathways in 
the midbrain have stronger inputs from the neocortex than those of the central nucleus of the IC14,15. 
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Previous studies suggest that neurons with SSA are primarily located in the non-lemniscal subdivisions 
of the IC9,16,17.

Although the neurophysiology of SSA has been studied in great deal at the single neuron level in the 
IC9,16–18, rigorous attempts to correlate the anatomy of the auditory inputs and the physiology of SSA 
neurons are lacking. Here, we test whether neurons exhibiting SSA and those without are part of the 
same networks in the IC. We studied neurons exhibiting or lacking SSA in the IC and then marked the 
sites of these neurons with a retrograde tracer to correlate the source of the inputs with the physiological 
response. This approach is designed to detangle the connectivity of the so-called network for auditory 
deviance detection4.

Results
Since the main goal of this study was to determine the inputs to regions of IC that contain neurons that 
either exhibit significant SSA or lack SSA, first we recorded the extracellular single-unit responses to 
the oddball paradigm from 14 IC neurons (one per animal) and then made a minute injection of FG at 
the recording site. Two to four pairs of frequencies were used in the majority of neurons (12/14), and 
these elicited SI values ranging from − 0.246 to 0.846 (Fig. 1a) and CSI values ranging from − 0.214 to 
0.827 (Fig. 1b). Neurons were classified as showing SSA when the CSI value exceeded 0.18 as in previous 
studies7,16,17. Thus, six neurons in our sample exhibited significant SSA levels (SSA cases), while eight 
neurons responded similarly to the deviant and standard tones across trials and, therefore, lacked SSA. 
The latter non-SSA neurons were used for comparison. Importantly, these two groups of neurons are 
easily distinguishable based solely on the presence or absence of SSA regardless of other response prop-
erties. The sizes of the FG injections were similar across the cases as well as the quality of the retrograde 
labeling of the neurons.

In the following results, we will first present the physiology and anatomy of two SSA cases; one with 
a low frequency BF and the other with a high frequency BF that are typical and representative of the 
whole sample. Then, we will compare these to the responses and inputs to the recording sites of two other 
neurons that lack SSA and that also showed low- and high-frequency BFs.

SSA Cases.  We show two representative neurons from the six cases with significant SSA levels. The 
first neuron had a low BF at 2.52 kHz at 80 dB SPL and a complex FRA tuned to a wide spectrum of 
frequencies (Fig. 2a). Its broad bandwidth was similar at different intensity levels (Q10 =  0.51, Q30 =  0.56). 
The neuron showed a transient response and an irregular firing pattern at BF (CV =  1.27, Fig.  2b). 
Sensitivity to SSA was demonstrated by the adaptation of firing in response to the standard tone. This 
resulted in a CSI =  0.67 for a closely spaced pair of frequencies (Δ f =  0.144 octaves, Fig.  2c,d). When 
the frequency contrast increased to Δ f =  0.531 octaves, the CSI also increased to 0.71 (Fig.  2e,f). The 
latency of the neuronal response to the deviant stimulus was shorter (FSL =  26.568 ms ±  10.07, red) than 
to the standard one (FSL =  30.92 ms ±  12.52, blue) for both frequency contrast (Mann-Whitney Rank 
Sum Test, p =  0.016).

In this case, the injection of the region containing the recorded neuron resulted in extensive retro-
grade labeling in the auditory cortex but little labeling in the brainstem. The FG injection was confined 

Figure 1.  SSA indices of the response of neurons that exhibit SSA (red) and of those non-SSA neurons that 
lack SSA (blue). From one to four pairs of frequencies were presented for each neuron (symbols). (a) The 
Frequency-Specific Index (SI) was similar for both frequencies (f1, f2) presented under the oddball paradigm 
resulting in SI values aligned along the diagonal line (Wilcoxon Signed Rank Test, p =  0.08). (b) The non-
SSA neurons had Common-SSA Index (CSI) values lower than 0.18 for all the pair of frequency tested. The 
SSA neurons had CSI values higher than 0.18 for most of the pair of frequency tested (9/10). The CSI =  0.18 
was used as cutoff value to separate SSA from non-SSA neurons. The differential distribution of the CSI 
values for the SSA and non-SSA group is shown in the inset. The right inset showed the neuron number and 
the mean ±  s.e.m. CSI value for each neuron when two or more frequencies were presented.
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to the lateral cortex with a 350 μ m-wide center (Fig. 3a, section 760, black; the box indicates the photo-
micrograph illustrated in Fig. 4a), and it followed the dorsal to ventral electrode track. This orientation 
matches that of the recording pipette which was tilted 20° in a rostro-caudal direction and advanced from 
dorsal to ventral. It was primarily confined to the small-cell middle layer and the deepest layer of large 

Figure 2.  Low-frequency neuron with SSA. The adaptation to the standard tone was reflected by 
positive SSA index in this low-frequency SSA neuron. (a) Broadly-tuned frequency response area with a 
characteristic frequency of 2.52 kHz. (b) Transient and irregular firing pattern to the characteristic frequency. 
Dot rasters (c,e) and normalized PSTH (d,f) for two pairs of tested frequencies with separations of 0.144 and 
0.531 octave. The pairs of frequencies are indicated within the frequency response area (+ ). The PSTHs (d,f) 
represent the mean response from both oddball sequences (1 and 2) showing a higher neuronal response 
to the deviant tone (red) than to the standard (blue). Case 13-026. PSTH bin size =  1 ms. CV, coefficient of 
variation; CSI, common SSA index. sps, spikes per second. Tone duration represented by bar and shaded 
areas.
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cells19. No brainstem labelling was found, but heavily labeled neurons were found through the auditory 
cortices including areas Au1 and AuD (Fig. 3b). Those cortical neurons were mostly found at a similar 
depth of about 700− 880 μ m and displayed the morphology of layer 5 pyramidal cells. In all cases, there 
was labeling in the ICC apart from the injection site that we interpret as retrograde labeling.

The second typical case also had a neuron exhibiting strong SSA. The neuron had a broad frequency 
response area (Q10 =  1.03, Q30 =  0 1.02) and was tuned to high frequencies around 10 kHz and above. It 
showed a non-monotonic rate level response to both the BF (15.853 kHz, MI =  0.53) and CF (31.915 kHz, 
MI =  0.6) (Fig. 5a). The response to the BF at 60 dB SPL was transient and irregular (CV =  0.62) with a 
suppression in the spontaneous activity that lasted more than 100 ms (Fig. 5b). In terms of SSA, the neu-
ron´s differential response to the deviant and to the standard tone produced a high CSI value for pairs 
of frequencies separated by 0.144 octave (CSI =  0.81) (Fig. 5c,d) and 0.531octave (CSI =  0.79) (Fig. 5e,f).

The site of this neuron received extensive inputs from the neocortex but only sparse input from the 
superior olive. The injection site was rostral and lateral in the cortex of the IC with a center of 280 μ m at 
its maximum extent (Fig. 6a, section 1920 μ m, black; the box indicates the photomicrograph illustrated 
in Fig. 4b). In the most rostral sections (Fig. 6a, 2160 μ m), two tracer deposits were found but the upper 
one had the heaviest labelling. Very few FG-labeled somata were located in the brainstem. Single labeled 
neurons were found in the superior periolivary nucleus (SPO), medial superior olive and medial region 

Figure 3.  Injection site of SSA neuron and retrograde labelling for case 13-026. The injection site for the 
high-frequency SSA neuron was confined to the lateral cortex of the IC (a) and labeled neurons (◆) were 
only found in auditory cortices including primary and non-primary areas (b). Section distance is relative to 
caudal-most section of IC. LC, lateral cortex of IC; DC, dorsal cortex of IC; ICC, central nucleus of IC; Au1, 
primary auditory neocortex; AuD, dorsal auditory area; AuV, ventral auditory area.
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of the lateral superior olive (Fig.  6b). The location of the labeled neurons in the medial superior olive 
and lateral superior olive indicated that the retrograde labelling pattern corresponded well with the high 
frequency tuning of the IC recorded neuron. On the other hand, the neocortical labelling pattern was 
similar and more abundant than the previous SSA case (Fig. 3). Retrogradely labelled cortical neurons 
extended to very rostral sections (5760 μ m) and were distributed throughout the dorsoventral axis in 
areas AuV, Au1 and AuD. The highest density of labeled neurons were those clustered in AuD area of 
auditory cortex (Fig. 6c).

Non-SSA Cases.  Neurons that lack SSA were used to compare both physiological and anatomical 
data. The first example neuron had a low BF with a narrow V-shaped FRA (Fig. 7a), and a monotonic 
rate intensity function (MI =  1). The temporal response to the BF (2.61 kHz) showed an on-sustained 
response type (Fig.  7b). In this neuron, we stimulated with two pairs of frequencies, one with a ∆f of 
0.144 octave (Fig. 7c,d), and the other with a ∆f of 0.531 octave (Fig. 7e–f). The neuronal responses to 
the deviant and standard tone presentations during the two oddball sequences are illustrated by dot 
rasters (Fig.  7c–e) and the corresponding mean peri-stimulus time histogram (PSTH, Fig.  7d,f). This 
neuron did not show SSA since its response strength and pattern to the deviant and standard tone was 
very similar regardless of the frequency separation between tones. This lack of adaptation in the response 
was reflected by its very low CSI value, 0.01 and –0.025 for ∆f =  0.144 and 0.531, respectively.

In this case, the small region around the neuron received extensive brainstem inputs. The center of the 
injection site was rostral and lateral in the central nucleus of the IC and reached a maximum diameter 
of 450 μ m (Fig. 8a; the box on section 1080 μ m indicates the photomicrograph illustrated in Fig. 4c). The 
injection also extended into the adjacent lateral cortex of IC (Fig. 8a). The resulting retrograde labelling 
in the brainstem nuclei was typical with many labeled neurons in the ipsilateral superior olivary complex, 
ipsilateral ventral nucleus of the lateral lemniscus (LL), and contralateral cochlear nucleus (CN) (Fig. 8b). 
Labeling was prominent in the ipsilateral medial and lateral superior olives and ipsilateral SPO. Little 
labeling was seen in the contralateral superior olivary complex. Labeling in the nuclei of the LL was 
concentrated ventrally in the ventral nucleus and very little in the intermediate and dorsal nuclei of the 
LL. Dense clusters of labeled neurons were found in the contralateral dorsal CN and anteroventral CN 

Figure 4.  Photomicrographs showing the injection site for SSA cases 13-026 (a) and 13-030 (b) and non 
SSA cases 12-136 (c) and 13-165 (d). Each photomicrograph showing the injection site is identified with a 
box in the illustration of each case (cf. Figs. 3, 6, 8, and 10).
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(Fig. 8b). In contrast to the robust labelling displayed by the brainstem nuclei, only two labeled neurons 
were found in the neocortex, and these were located in Au1 (Fig. 8c).

The second non-SSA neuron had a high BF, a narrow FRA (2.36 and 2.75 for the Q10 and Q30, respec-
tively) flanked by an inhibitory area at the low frequency region, and a non-monotonic rate intensity 
function (MI =  0.66) (Fig. 9a). At the BF of 32.13 kHz (at 40 dB SPL), this neuron had an onset response 
with a short first spike latency (7.495 ms ±  0.5861) across trials (Fig.  9b). Despite the difference in the 
BF, FRA, rate level function, and temporal patterns compared to the first non-SSA neuron, the strength 

Figure 5.  High-frequency neuron with SSA. The significant SSA level exhibited by this neuron was reflected 
by the stronger response to the deviant tone and the faint response to the standard tone. (a) Frequency 
response area tuned to high frequencies with a low threshold. (b) The irregular response and spontaneous 
discharge to best frequency (15.853 kHz) was evident in the PSTH. Dot rasters (c,e) and normalized PSTH 
(d,f) for two pairs of tested frequencies as deviant (red) and standard (blue) with separations of 0.144 and 
0.531 octave. Case 13-030. Abbreviations as in Fig. 2.
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and timing of the response to the deviant and standard stimulus was still very similar as observed in the 
rasters (Fig. 9c,e) and PSTHs (Fig. 9d,f) obtained from two pair of tested frequencies. The CSIs ranged 
from 0.03 for 0.144 octave separation to 0.13 for ∆f =  0.29 octave.

Similar to the first non-SSA case, most inputs to the region of the neuron were in the brainstem. As 
predicted from the high BF, the recording site was located in the ventral central nucleus and reached 
a maximum diameter of 350 μ m (Fig. 10a; the box on section 2320 μ m indicates the photomicrograph 
illustrated in Fig. 4c). The most prominent labelling was throughout the ventral nucleus of the LL and 
SPO (Fig. 10b). As expected from the high BF in the recording site, the medial, high frequency lateral 
superior olive was retrogradely labeled bilaterally and labeled neurons were found in the middle and 
dorsal anteroventral CN. A tonotopic organization for the modest labeling in the periolivary nuclei of 
superior olivary complex was less obvious. At the level of the midbrain, the three ipsilateral nuclei of 
the LL (dorsal, intermediate, and ventral) contained labeled neurons as did the contralateral dorsal and 
intermediate LL (not shown). Scattered labelling was also found in the central nucleus and lateral cortex 
at the level of the injection site. As in the previous non-SSA case, the cortical labelling was very modest 
with only one labeled neuron located in Au1 (Fig. 10c).

Characteristics of All Sampled Neurons.  A clear difference between neurons that exhibit SSA and 
those neurons without SSA was the bandwidth of their response areas. SSA neurons were characterized 
by their broadband tuning, whilst most non-SSA neurons had V-shaped FRAs (n =  5) according to the 
receptive field classification previously suggested20,21. The remaining non-SSA neurons had V-shaped 
FRAs but non-monotonic at CF (n =  1) and narrow response areas (n =  2). The differential spectral 
sensitivity between both groups was reflected in the population BW and Q-values (Fig. 11a, b). At 10 dB 

Figure 6.  Injection site and retrograde labelling for case 13-030. (a) The injection site in the ventral lateral 
and rostral cortex of IC. Rostrally, two tracer deposits appeared. (b) Sparse brainstem labelling (◆). (c) 
Numerous labeled neurons throughout the auditory cortex. SC, superior colliculus; BIC, brachium inferior 
colliculus; RC, rostral cortex of the IC; AVCN, anteroventral cochlear nucleus; LSO, lateral superior olive; 
MNTB, medial nucleus of the trapezoid body; LL, lateral lemniscus; MVPO, medioventral periolivary 
nucleus; SPO, superior periolivary nucleus; MSO, medial superior olive; RPO, rostral periolivary region; PY, 
pyramidal tract. Other abbreviations as in Fig. 3.
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SPL above threshold, the SSA neurons already had a bandwidth of 30.889 ±  14.929 kHz that remained 
similar at higher intensities (29.952 ±  14.017 kHz) (Paired t-test, t =  − 1.546, p =  0.183).

SSA and non-SSA groups did not differ in their monotonicity (MI =  1 ±  0.136, 1 ±  0.18 for non-SSA 
and SSA group, respectively), firing regularity (CV =  0.75 ±  0.295, 1.271 ±  0.652), frequency tuning 
(CF =  20.67 ±  13.87, 17.993 ±  12.104 kHz) or thresholds (20 ±  15.119, 35 ±  16.733 dB SPL) (For all 
parameters, Mann-Whitney Rank Sum Test, p >  0.05). Sample of SSA and non-SSA neurons included 
both the low and high extremes of the rat audiogram. Moreover, the neuronal thresholds (Fig. 11c) were 
within, or very close to, the average limens of the audiogram22. There was no correlation between the CF 

Figure 7.  Low-frequency neuron without SSA. Typical V-shaped frequency response area and lack of SSA 
in a low-frequency neuron. (a) This neuron is tuned to low frequencies (best frequency and characteristic 
frequency =  2.61 kHz). (b) On-sustained response to the best frequency. Lack of SSA in sequence 1 and 2 
with 0.114 octave separation shown in raster (c; standard, blue; deviant, red) and normalized PSTH (d). 
Similar lack of SSA with 0.531 octave separation (e,f). Case 12-136. Abbreviations as in Fig. 2.
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and the CSI for either SSA (Spearman Rank Order Correlation Coefficient =  0.242, p >  0.05) or non-SSA 
neurons (Coefficient =  0.182, p >  0.05) (Fig. 11d).

Obviously, there was a significant difference in the amount of SSA between SSA (CSI =  0.546 ±  0.172) 
and non-SSA groups (CSI =  0.0195 ±  0.102) (t-test, t =  − 7.744, P <  0.001). Since the majority of the 
recorded neurons exhibited spontaneous discharge (7.7656 ±  5.3142 spikes per second, n =  13 neu-
rons) and this affects the CSI measurement23, we recalculated the CSI by subtracting the mean spon-
taneous discharge from the responses to the deviant and standard tones. After subtraction, the median 
population CSI values changed slightly (SSA, CSI =  0.576 ±  0.205; non-SSA, CSI =  − 0.00491 ±  0.141). 
Consistent with the population CSI, the median spike count was higher in response to the deviant tone 
(1.625 ±  1.5963) than to the standard tone (0.3222 ±  0.5141) for the SSA group (Wilcoxon Signed Rank 
Test, Z =  − 4.107, p <  0.001) (Fig.  11e); while the response to both tones was similar in the non-SSA 
group (4.15 ±  2.987 and 4.5972 ±  3.0487 for deviant and standard stimulus, respectively) (Wilcoxon 
Signed Rank Test, Z =  − 0,464, p =  0.646). The temporal dynamics of the response of the SSA neurons 
to the standard tone (Fig.  11f, bottom plot) followed a double exponential function (r2 =  0.6754, SSE: 
5.048) indicating that the strength of the response rapidly decays during the first presentations of the 
standard tones as described previously24. On the contrary, the response of the non-SSA neurons to the 
standard tone (Fig. 11f, upper plot) did not suffered an strong decay reflected by a poor fit to the same 
function (r2 =  0.2613, SSE: 6.54).

In all cases, there was a good correlation between the neuronal response properties and the morphol-
ogy. The SSA neurons were localized in the lateral (n =  3) and rostral cortex of IC (n =  3). On the other 
hand, the sites of the non-SSA neurons were confined to the dorsolateral (n =  2), ventrolateral (n =  3), 
middle (n =  2) and very rostral (n =  1) regions of the central nucleus.

Discussion
We show a segregation of cortical and brainstem inputs to the sites where SSA and non-SSA neurons are 
located in the IC. Consistent with previous studies, SSA neurons were located in the cortex of the IC, 
whilst the IC neurons that do not exhibit SSA were confined to the central nucleus of the IC9,16,17. The 
injection sites in the SSA cases received heavy inputs from Au1 as well as from areas dorsal and ventral 
to Au1, while the non-SSA cases were strongly innervated by brainstem inputs. Since these results show 
that regions in IC containing neurons with SSA have a pattern of inputs that differs from regions without 
SSA, it suggests a unique network organization to generate SSA in the IC.

Figure 8.  Central nucleus injection site and retrograde labelling of the brainstem and auditory cortices of 
the non-SSA case 12-136 (a) Injection site in IC in rostral central nucleus and adjacent lateral cortex. (b) 
Numerous labeled neurons (◆) in brainstem but sparse label in the auditory cortices (c). Case 12-136. DCN, 
dorsal cochlear nucleus; LVPO, lateroventral periolivary nucleus; PVCN, posterioventral cochlear nucleus; 
VNLL, ventral nucleus of lateral lemniscus. Other abbreviations as in Figs. 3 and 6.
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Sources of inputs to regions with and without SSA.  All SSA cases showed a consistent pattern of 
afferent projections, i.e., strong inputs from the auditory cortex and very poor or even absent projections 
from the brainstem nuclei. Thus, one of the main sources of input to neurons exhibiting SSA in the IC is 
the auditory cortex. The distribution of the retrogradely labeled neurons in the cortex covered not only 
the Au1 area, but it also included other high-order auditory cortical areas that may be involved in devi-
ance detection as suggested by recent studies25. In addition to the cortical input, the injection sites in the 
lateral cortex of IC invariably labeled neurons in ICC with retrograde transport. This may provide impor-
tant auditory inputs to SSA neurons. However, with the methods used here it is difficult to separate ICC 
neurons labeled due to fibers of passage from those with direct inputs to SSA neurons. The projections 

Figure 9.  High-frequency neuron without SSA. This neuron had a very narrow frequency response area 
(a) and an onset response pattern to its characteristic frequency (b). The neuron did not show SSA in its 
response to the oddball paradigm for two pairs of frequencies (standard, blue; deviant, red) with different 
separation; 0.144 octave (c,d) and 0.29 octave (e,f). Case 13-165. Abbreviations as in Fig. 2.
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from ICC to the LC were documented earlier with autoradiographic anterograde transport methods that 
are not subject to the fiber of passage artifact26. So, it is certain that collateral axons from ICC neurons 
may terminate in the LC in route to the brachium of the IC and the medial geniculate body27–29.

Neurons that lacked SSA differed markedly from SSA neurons in their source of inputs. The major 
sources of input to the non-SSA cases were from brainstem nuclei, i.e., CN, nuclei of the superior oli-
vary complex and LL, consistent the notion that ICC neurons mainly integrate ascending excitatory and 
inhibitory information. The distribution of the labeled neurons followed the general tonotopic arrange-
ment described for the ascending projections to the recordings sites within the central nucleus30,31. 
The weak cortical projections seen after non-SSA injections were distinct from those in the SSA cases. 
Furthermore, the few retrograde labeled neurons found in the auditory cortex were restricted to Au1. 
This is consistent with previous reports of weaker projections from auditory cortex to ICC than to LC 
or DC14,15.

The injections in this study were intentionally designed to produce local minute deposits of tracer 
and used micropipettes with tips that allowed good isolation of single units. Because of the small size of 
the injections, relatively small numbers of neurons were labeled in each case, and some could be missed. 
Not all of the neurons known to project to the ICC or LC were found in every case, e.g., neurons from 
the CN32,33, the medial superior olive34,35, the SPO32,36, the LL37, and the contralateral IC28,38.

The retrogradely labeled neurons identify the sources of projections to a small region in the vicinity 
of the recorded neuron consistent with a small functional zone. Despite the small size of the injection, 
the diffusion of the FG from the tip of the electrode undoubtedly extends beyond the dendritic field of 
the single neuron under study. Presumably, all the neurons in the small region around the neuron in the 
injection site share the same input sources. While this does not rule out exclusive projections to SSA or 
non-SSA neurons that are side by side, it is consistent with the notion that neurons with SSA are organ-
ized into functional zones at least as small as the injection sites. Synaptic domains, i.e., small groups of 
neurons that share the same subset of synaptic inputs39–41 have been identified in ICC. In the present 
context, the consistent pattern of cortical labelling may reflect common projections to synaptic domains 

Figure 10.  IC injection site and retrograde labelling for case 13-165. (a) Injection site in the ventromedial 
central nucleus. (b) Strong labelling in the brainstem sections corresponding to the high frequencies areas of 
the superior olivary complex and nucleus of the trapezoid body. (c) Weak auditory cortex labelling. DNLL, 
dorsal nucleus of lateral lemniscus; INLL, intermediate nucleus of lateral lemniscus. V, trigeminal tract; VII, 
facial nerve. Other abbreviations as in Figs. 3, 6, 8.
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for SSA neurons in the cortex of IC. Those synaptic domains may account for other physiological prop-
erties exhibited by SSA neurons.

Figure 11.  SSA and non-SSA neurons differed in frequency response areas, deviant sensitivity and response 
strength, but not in threshold. (a) Distribution and median ±  s.e.m. of bandwidth (BW) of SSA and non-
SSA neurons at 10 and 30 dB SPL above threshold. (b) Distribution and median ±  s.e.m. of Q values at 10 dB 
and 30 dB SPL above threshold. SSA neurons had broader frequency tuning at 10 dB SPL above threshold 
(Wilcoxon Signed Rank Test, * p <  0.05). (c) Distribution of the characteristic frequencies (CF) for SSA 
(▲) and non-SSA (○) neurons relative to rat audiogram. (d) Box plot of the SSA indices (CSI) of the SSA 
(▲) and non-SSA (○) groups (median value, dashed lines). (e) Box plots of the population spike rates for 
SSA and non-SSA neurons to deviant (Dev) and standard (Std) stimuli. The dashed lines within each box 
represent the median values, the edges of the box delimit the 25th and 75th percentiles and the whiskers bars 
indicate the 10th and 90th percentiles. The firing response to the deviant and standard tone only differs in the 
SSA group (Wilcoxon Signed Rank Test, *** p <  0.001). (f) Fit of the population response to the standard 
tone for SSA (•) and non-SSA (•) neurons to a double exponential function. There is a rapid and pronounce 
decay from the first standard trial in the response of SSA neurons but not in non-SSA neurons.
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Relationship of inputs to neuronal function.  The injection sites confirmed that SSA neurons are 
confined to the non-lemniscal subdivisions of the IC, i.e., lateral and rostral cortices13. A broad spec-
tral sensitivity and a lower driven rate characterize the response properties of auditory neurons of the 
non-lemniscal pathway13,42. In contrast, the response features of non-SSA neurons match those described 
for the lemniscal auditory pathway13,42,43. The location and frequency tuning of the recorded neurons in 
ICC was well-matched to the tonotopic organization of the central nucleus44. The non-SSA neurons were 
very sharply tuned (Fig. 11a,b) and responded to the occurrence of the deviant and standard tones with 
a similar and constant response strength along all the stimulus presentations (Fig. 11e,f).

The pattern of connections described above is also consistent with the function of the corticocollicular 
projections on SSA responses in IC as demonstrated by the inactivation of the auditory cortex45. The 
corticofugal projection exert mainly gain control over the SSA response and affected both the response 
to the deviant and to the standard tone without abolishing the difference between them. The corti-
cal inactivation elicited changes in the SSA index in either direction; increasing or decreasing the CSI. 
However, very few SSA responses were generated de novo or abolished completely by the inactivation 
of the cortical inputs. The diverse effects of cortical manipulation on SSA responses might be explained 
by cortical inputs to synaptic domains in IC that contain neurons with different SSA sensitivities. More 
likely, SSA domains might receive inputs from different areas of auditory cortex. Diverse cortical effects 
might be indirect since cholinergic neurons of the tegmental nucleus that project directly to IC also 
receive inputs from auditory cortex46.

Functional significance.  The theory of predictive coding relies in the comparison between the 
incoming bottom-up sensory input and the memory trace formation in top-down fashion47. Then, a 
higher order center of processing sends predictions to the level below, which reciprocate bottom-up 
signals. These signals are prediction errors that report discrepancies between top-down predictions and 
representations at each level48 without requiring attentional processing of the stimulus or cognitive con-
trol of the predictions49,50. While current studies of predictive coding consider mostly cortical process-
ing51, here we proposed that SSA neurons in the IC participate in this processing through corticofugal 
projections52–54.

Our results support the notion that SSA neurons generate an error signal by comparing ascending and 
descending inputs. The present data show that SSA neurons are in a position in the auditory pathway 
(i.e., non-lemniscal subdivisions) to compare higher-level signals with incoming sensory information. 
We postulate that when the same stimulus evokes converging simultaneous excitatory inputs to the SSA 
neuron from the auditory cortex and the central nucleus of the IC, the SSA neuron adapts (as occurs in 
response to the common sound). However, when those inputs differ (as when a rare sound occurs), the 
SSA neuron fires generating an error signal. SSA neurons in the IC are in a suitable circuit to send the 
error signal to the neocortex by connections in the non-lemniscal pathways55 driving neuronal activity 
in the belt auditory cortex to adjust and update the sensory representation56. The present data suggests a 
fast, top-down adjustment of IC activity is made possible by the feedback loop from the cortex. This is 
consistent with the corticofugal modulation of IC neurons that effects a short-term plastic reorganization 
in the frequency domain52 and on SSA responses45. Thus, SSA neurons in the IC may be useful in the 
context of the continuous interaction between a top-down flow of sensory predictions and a bottom-up 
flow of the incoming sensory representation.

Methods
Subjects and surgical procedures.  Experiments were performed on 14 female rats (Rattus nor-
vegicus, Rj: Long-Evans) with body weights ranging 136–222 g. All surgery and recording procedures, 
tracer injections as well as perfusions were conducted at the University of Salamanca. The experimental 
protocols were approved by Animal Care Committees of the University of Salamanca and used methods 
conforming to the standards of the University of Salamanca Animal Care Committee and the European 
Union (Directive 2010/63/EU) for the use of animals in neuroscience research. Detailed procedures are 
given elsewhere9,21,57. Anesthesia was induced using a mixture of ketamine chlorohydrate (30 mg/kg, I.M., 
Imalgene 1000, Rhone Méreuse, Lyon, France) and xylazine chlorohydrate (5 mg/ Kg, Rompun, Bayer, 
Leverkusen, Germany). The animal was placed inside a sound-attenuated room in a stereotaxic frame 
in which the ear bars were replaced by a hollow speculum that accommodated a sound delivery sys-
tem. Atropine sulphate (0.05 mg/kg, s.c., Braun, Barcelona, Spain) was administered to reduce bronchial 
secretions. During surgery and recording, the body temperature was monitored with a rectal probe and 
maintained at 38 °C with a thermostatically controlled electric blanket. A craniotomy was made in the 
caudal part of the left parietal bone to expose the cerebral cortex in order to gain access to the left IC.

Electrophysiological recordings and acoustical stimuli.  Extracellular responses of a well-isolated 
neuron were recorded in the left IC of each animal with a glass micropipette (tip OD= 4 μ m, 3.5–5.5 MΩ) 
that was used for both recording and iontophoretic injections. Pipettes were filled with the 2% Fluorogold 
(FG, Fluorochrome, Denver, CO, USA) in a sterile saline solution (0.9% NaCl). The IC was approached 
from 20° relative to the frontal plane so that the electrode moved caudal and ventral during the pene-
tration. The electrode was lowered into the brain with a piezoelectric microdrive (Burleigh 6000 ULN) 
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mounted on a stereotaxic manipulator to a depth between 3.5–5 mm where acoustically driven responses 
were found.

Search stimuli were pure tones or noise bursts delivered through a sealed acoustic system43 using 
two electrostatic loudspeakers (TDT-EC1) driven by a TDT System 2 (TDT, Tucker-Davis Technologies, 
Florida, USA) that was controlled by custom software for stimulus generation and on-line data visu-
alization. Action potentials were recorded with a TDT BIOAMP amplifier, the ×10 output of which 
was further amplified and bandpass-filtered (TDT PC1; fc: 0.5–3 kHz) before passing through a spike 
discriminator (TDT SD1). Spike times were logged at one microsecond resolution on a computer by 
feeding the output of the spike discriminator into an event timer (TDT ET1) synchronized to a timing 
generator (TDT TG6). Spike times were displayed as dot rasters sorted by the acoustic parameter varied 
during testing.

After a neuron was isolated, pure tone stimuli (75 ms with a 5 ms rise/fall time) were delivered to the 
ear contralateral to the recording site and the monaural frequency response area (FRA) was obtained. 
Specifically, the combination of frequencies and intensities capable of evoking a response, was obtained 
with an automated procedure consisting of 5 stimulus repetitions at each frequency (from 0.5 to 40 kHz, 
in 20–25 logarithmic steps) and intensity step (steps of 10 dB, from 0 to 80 dB SPL) presented randomly 
at a repetition rate of 4 Hz.

Stimulus presentation paradigm.  Monaural stimuli to the contralateral ear were presented in an 
oddball paradigm similar to that used to record mismatch negativity responses in human studies58 and 
more recently in animal studies of SSA in the auditory cortex1 and auditory midbrain6,7,9. Briefly, this 
paradigm consists in a flip-flop design of two pure tones at two different frequencies (f1 and f2) that 
elicited a similar firing rate and response pattern at the same level of 10–40 dB SPL above threshold. Both 
frequencies were within the excitatory response area of the neuron. A train of 400 stimulus presentations 
containing both frequencies was delivered in two different sequences (sequence 1 and 2). The repetition 
rate of the train of stimuli was 4 Hz, as it has been previously demonstrated to be suitable to elicit SSA in 
IC neurons of the rat9,10. In sequence 1, the f1 frequency was presented as the standard (i.e., high prob-
ability within the sequence: 90%); interspersed randomly among the standards were the f2 frequency 
deviant stimulus (i.e., low probability: 10%, respectively). After obtaining one data set, the relative 
probabilities of the two stimuli were reversed, with f2 as the standard and f1 as the deviant in the 
sequence 2. These two sequences are a flip-flop design since the identity of the standard and deviant 
are reversed. The responses to the standard and deviant stimuli were normalized to spikes per stimulus, 
to account for the different number of presentations in each condition, because of the different probabil-
ities. The frequency separations (Δ f) between f1 and f2 varied between 0.14 octaves to 0.53 octaves since 
the frequency pairs were chosen to evoke similar firing rates in responses to both tones.

Once the electrophysiological recording was completed, FG was iontophoretically ejected from the 
recording pipette into the recording site with 0.5 μ A current applied for 1 s to produce a small tracer 
deposit. Seven days after the surgery, the animals were deeply anesthetized with sodium pentobarbital 
(60 mg/kg, Dolethal, Vétoquinol, Madrid, Spain) and perfused transcardially with Ringer´s solution and 
4% paraformaldehyde in 0.1 M phosphate buffer (PB, pH 7.4).

Analysis of neuronal responses.  For each neuron, the amount of SSA was quantified by the 
Common-SSA Index (CSI) and the Frequency-Specific SSA Index (SI) used previously1,7,9,24. The CSI 
and SI reflect the normalized difference between the neuronal response to the deviant stimulus and the 
response to the standard one. The CSI is defined as

= ( ) + ( ) − ( ) − ( ) / ( ) + ( ) + ( ) + ( )d d s s d d s sCSI [ f1 f2 f1 f2 ] [ f1 f2 f1 f2 ]

where d(f) and s(f) are responses to each frequency f1 or f2 when they were the deviant (d) or stand-
ard (s) stimulus, respectively. The SI was separately calculated for each frequency and it is defined as

( ) = ( ) − ( ) / ( ) + ( )d s d sSI fi [ fi fi ] [ fi fi ]

where i =  1 or 2. The positive CSI and SI values indicate neurons respond more strongly to the fre-
quencies when they were deviant compared to when they were standard. To study the contribution of the 
spontaneous activity on the estimation of the CSI, we calculated again the SSA indices from the evoked 
activity but with subtracted spontaneous activity bin by bin (evoked activity minus spontaneous activity 
in spikes/s). The spontaneous activity was estimated within a 50 ms window before each tone presenta-
tion in the oddball paradigm (50 ms x 400 trials =  20 s sample window) as previously used23.

The best frequency (BF, frequency evoking the most spikes at high intensity levels), characteristic 
frequency (CF, frequency producing a response at the lowest intensity level) and the threshold were 
identified. To estimate the temporal response, the BF (100 ms with a 5 ms rise/fall time) was played 500 
times at 4 Hz and the regularity of firing was measured by calculating the coefficient of variation (CV, i.e., 
the ratio of the standard deviation to the mean of the interspike intervals) as a function of time over the 
neuronal response (binwidth= 500 μ s). A regular response was defined as CV <  0.5 as used by Rees et al., 
1997. Also, the monotonicity index (MI, i.e., the ratio of the spike count at 80 dB SPL to the maximum 
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spike count) that refers to the degree of reduced spiking at higher intensities was calculated from the 
FRA measure59. Monotonic responses were those with a MI > 0.75. Finally, we measured the sharpness 
of the frequency response area by calculating the bandwidth and Q-values at 10 and 30 dB SPL above the 
threshold as in our previous work9,21. The bandwidth at n dB expresses the difference in kHz between the 
lower and upper frequencies of the FRA (BWn =  FU− FL). The Q-value was calculated as the character-
istic frequency divided by the bandwidth at n dB above threshold (Qn =  CF/BW). Results are reported 
as median ±  standard deviation (s.d.) and represented in plots as median ±  standard error (s.e.m.).

Histology and analysis of retrograde labeling.  All histological procedures on the fixed brains 
from the experimental animals were carried out at the University of Connecticut Health Center. Brains 
were embedded in a gelatin/albumin matrix and transverse, frozen sections were cut at 40 μ m thickness 
through the brainstem. Two series of sections at 240 μ m intervals were stained for Nissl substance with 
cresyl violet and thionin (1:1). Another set of sections at 120 μ m intervals was used for FG immunohis-
tochemistry.

Immunohistochemical methods were used to reveal the neurons retrogradely labeled by FG. After 
20 min in 0.5% H2O2 to remove endogenous peroxidase, sections were rinsed in 0.05 M phosphate buff-
ered saline (PBS) and exposed to 10% goat serum with 0.5% Triton X-100 in PBS for 2 hr. Sections were 
then incubated in anti-FG antibody made in rabbit (Fluorochrome LLC, 1:50000) in the blocker at 4 °C 
overnight. Following PBS rinses, tissue was exposed to a biotinylated anti-rabbit secondary antibody 
made in goat (Vector Laboratories; 1:800) in 10% goat serum blocker for 2 hours at 4 °C. The biotinylated 
secondary antibody was visualized with the ABC-peroxidase method (ABC Elite, Vector Laboratories) 
performed 2 hr to overnight; and this was followed by preincubation in 0.05% diaminobenzidine with 
0.02% cobalt chloride and 0.02% nickel ammonium sulfate (15 min) and the same solution with 0.005% 
H2O2 (15 min or less). Sections were dried onto subbed slides and coverslipped with Permount (Fisher 
Scientific, Pittsburgh, PA).

The injection site (Fig.  4) and retrograde labeling were localized relative to the cytoarchitecture of 
defined regions in the brainstem, midbrain, and cortex. A mosaic brightfield image was obtained for 
the complete IC section at the center of the FG injection on a Zeiss Axiovert 200M microscope using 
AxioVision Rel. 4.8 (Carl Zeiss Imaging Solutions) with a ×10/0.45 NA Planapo lens. An image pro-
cessing routine was used to visualize the area of the injection site. The image was blurred over a 20 pixel 
radius, and the background and areas without labeling were removed. The remaining signal represent-
ing the FG labeling at the injection site was subdivided into thirds to produce three zones representing 
heavy, intermediate, and light FG labeling in the injection site. Contours representing those zones were 
superimposed on the original image and on plots of the relevant sections.

After the examination of all processed sections, Neurolucida (MBF Bioscience Inc., Williston, VT) 
was used to draw the section outlines and location of the injection sites and the retrogradely labeled 
neurons. Nissl-stained sections adjacent to the plotted sections were used to draw the cytoarchitectonic 
boundaries of IC subdivisions, the left auditory cortex, and the nuclei of the lower auditory brainstem. 
Nissl cytoarchitecture and plots were combined to illustrate the highest density labeling of each structure 
containing labeled neurons.
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Abstract 11 

Neural encoding of an ever-changing acoustic environment is a complex and demanding 12 

task that may depend on modulation by the animal´s attention. Some neurons of the inferior 13 

colliculus (IC) exhibit ‘stimulus-specific adaptation (SSA)’, i.e., a decrease in their 14 

response to a repetitive sound but not to a rare one. Previous studies have demonstrated that 15 

acetylcholine (ACh) alters the frequency response areas of auditory neurons and therefore 16 

is important in the encoding of spectral information. Here, we address how 17 

microiontophretic application of ACh modulates SSA in the IC. We found that ACh 18 

decreased SSA in IC neurons by increasing the response to the repetititve tone. This effect 19 

was mainly mediated by muscarinic receptors. The strength of the cholinergic modulation 20 

depended on the baseline SSA level, exerting its greatest effect on neurons with 21 

intermediate SSA responses across cortical IC subdivisions. Our data demonstrates that 22 

ACh alters the sensitivity of partially-adapting IC neurons by switching neural 23 

discriminability to a more linear transmission of sounds. This change serves to increase 24 

ascending sensory-evoked afferent activity propagated through the thalamus en route to the 25 

cortex. Our results provide empirical support for the notion that high ACh levels may 26 

enhance attention to the environment, making neural circuits more responsive to external 27 

sensory stimuli. 28 

29 



 

4 

 

Introduction 30 

Neural encoding of an ever-changing acoustic environment is a complex and demanding 31 

task that may depend on modulation by an animal´s attention or by the demands of ongoing 32 

activity (Sarter et al., 2005; Thiel and Fink, 2008; Edeline, 2012). Neural mechanisms for 33 

detecting sensory changes engage a distributed network of neural circuits that are sensitive 34 

to stimulation history (Ranganath and Rainer, 2003; Grimm and Escera, 2012). 35 

In the auditory brain, neurons that specifically decrease their response to a 36 

repeated sound but resume their firing when deviant stimuli are presented are found in the 37 

primary auditory cortex (AC, Ulanovsky et al., 2003; von der Behrens et al., 2009), 38 

auditory thalamus (Antunes et al., 2010) and inferior colliculus (IC, Perez-Gonzalez, 2005; 39 

Malmierca et al., 2009). This differential response to repeated versus rare sounds is referred 40 

to as ‘stimulus-specific adaptation' (SSA) and might reflect a special type of short-term 41 

plasticity that transiently modulates neural responsiveness in an activity-dependent manner 42 

(Jääskeläinen et al., 2007; Nelken, 2014). SSA may contribute to the upstream encoding of 43 

mismatch signals to repeated and deviant sounds observed at larger spatial and temporal 44 

scales in electroencephalographic studies (Nelken and Ulanovsky, 2007; Escera and 45 

Malmierca 2014; Malmierca et al., 2014). In humans, the encoding of repeated and rare 46 

sounds is affected by top-down processing (Todorovic et al., 2011) and by the application 47 

of modulatory substances, such as cholinergic compounds, that are known to vary across 48 

vigilance and cognitive states (Knott et al., 2014; Moran et al., 2013; Grupe et al., 2013).  49 

An augmentation of aceytlycholine (ACh) release occurs during attention-50 

demanding tasks (Himmelheber et al., 2000; Passetti et al., 2000). The increase in ACh 51 



 

5 

 

modifies circuit dynamics in response to internal and external inputs (Sarter et al., 2005; 52 

Hasselmo and McGaurghy, 2004; Picciotto et al., 2012). It has been suggested that 53 

cholinergic modulation may shift brain activity from a discrimination mode to a detection 54 

mode, thus favoring the encoding of ongoing stimulation (Sarter et al., 2005; Hasselmo and 55 

McGaughy, 2004; Jääskeläinen et al., 2007). In the AC, ACh enhances responses to 56 

afferent sensory input while decreasing intracortical processing (Metherate and Ashe, 1993; 57 

Hsieh et al., 2000). Moreover, previous studies have demonstrated that cholinergic 58 

modulation alters frequency response areas of auditory neurons and therefore is important 59 

in the encoding of spectral representation (Ashe et al., 1989; Metherate and Weinberger, 60 

1989, 1990; Metherate et al., 1990; Ma and Suga, 2005; IC: Ji et al., 2001). 61 

 The main goal of the present study was to analyse what role, if any, ACh plays in 62 

generation or modulation of SSA. We employed microiontophretic application of ACh to 63 

address how ACh affects the responses of IC neurons that exhibit SSA. Preliminary reports 64 

have been presented elsewhere (Ayala and Malmierca, 2014, 2015). 65 

66 
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Material and methods 67 

Subjects and surgical procedures 68 

Experiments were performed on 44 adult female rats (Rattus norvegicus, Rj: Long-Evans) 69 

with body weights ranging from 180–333 g (median ± SEM: 210 ± 0.76 g). All surgical, 70 

recording and histological procedures were conducted at the University of Salamanca, 71 

Spain. The experimental protocols were approved by Animal Care Committees of the 72 

University of Salamanca and followed the standards of the European Union (Directive 73 

2010/63/EU) for the use of animals in neuroscience research. Detailed procedures are given 74 

elsewhere (Malmierca et al., 2003; Malmierca et al., 2009; Perez-Gonzalez et al., 2012). 75 

Anesthesia was induced using a mixture of ketamine chlorohydrate (30 mg/kg, I.M., 76 

Imalgene 1000, Rhone Méreuse, Lyon, France) and xylazine chlorohydrate (5 mg/ Kg, 77 

Rompun, Bayer, Leverkusen, Germany). Body temperature was monitored with a rectal 78 

probe and maintained at 38 ± 1ºC with a thermostatically controlled electric blanket. The 79 

trachea was cannulated and atropine sulphate (0.05 mg/kg, s.c., Braun, Barcelona, Spain) 80 

was administered to reduce bronchial secretions. The animals were connected to aventilator 81 

(SAR-830/P) and expired CO2 was monitored using a capnograph (Capstar-100). A 82 

craniotomy was made in the caudal part of the left and right parietal bone, exposing the 83 

cerebral cortex, in order to gain access to the IC. To perform electrophysiological 84 

recordings from IC neurons, anesthesia was maintained with an initial i.p. injection of 85 

urethane (750 mg/kg, Sigma-Aldrich Corp., St Louis, MO, USA) and with booster doses of 86 

one-third of the initial amount.  87 

Acoustic delivery and electrophysiological recording 88 
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Prior to surgery, auditory brainstem responses (ABRs) to clicks (100 µs, 10 Hz rate) 89 

delivered in 10 dB SPL ascending steps from 10 to 90 dB SPL were obtained to check that 90 

the animal had normal hearing with thresholds lower or at 30 dB SPL. ABR recordings 91 

were performed inside a sound-attenuated room, using a closed-field sound delivery system 92 

and a real-time signal processing system (Tucker-Davis Technologies System 3, Alachua, 93 

Florida, USA). Subcutaneous needle electrodes placed at the vertex (active electrode), the 94 

mastoid ipsilateral to the stimulated ear (reference electrode) and the mastoid contralateral 95 

to the stimulated ear (ground electrode) were used for the recordings. Evoked potentials 96 

were averaged from 500 presentations, and the final signal was filtered with a 500-Hz high-97 

pass filter and a 3000-Hz low-pass filter with hearing thresholds determined visually. 98 

Afterwards, the animal was placed in a stereotaxic frame in which the ear bars were 99 

replaced by a hollow speculum that accommodated a sound delivery system (Rees, 1990) 100 

using two electrostatic loudspeakers (TDT-EC1). Search stimuli were pure tones or white 101 

noise driven by a TDT System 2 (TDT, Tucker-Davis Technologies, Florida, USA) that 102 

was controlled by custom software for stimulus generation and on-line data visualization 103 

(Faure et al., 2003; Pérez-González et al., 2005; Malmierca et al., 2008). Action potentials 104 

were recorded with a TDT BIOAMP amplifier, the ×10 output of which was further 105 

amplified and bandpass-filtered (TDT PC1; fc: 0.5–3 kHz) before passing through a spike 106 

discriminator (TDT SD1). Spike times were logged at one microsecond resolution on a 107 

computer by feeding the output of the spike discriminator into an event timer (TDT ET1) 108 

synchronized to a timing generator (TDT TG6). Extracellular single-unit responses were 109 

recorded in the left and/or right IC of each animal to contralateral stimulation. The IC was 110 

approached from 20◦ relative to the frontal plane so that the recording electrode moved 111 
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caudal and ventral during the penetration. The electrode was lowered into the brain with a 112 

piezoelectric microdrive (Burleigh 6000 ULN) mounted on a stereotaxic manipulator to a 113 

depth of 3.5–5 mm where acoustically driven responses were found. After a neuron was 114 

isolated, pure tone stimuli with a duration of 75 ms (5 ms rise/fall time) were delivered to 115 

obtain the monaural frequency response area (FRA), i.e., the combination of frequencies 116 

and intensities capable of evoking a suprathreshold response. To do this, 5 stimulus 117 

repetitions at each frequency (from 0.5 to 40 kHz, in 20–25 logarithmic steps) and intensity 118 

step (steps of 10 dB, from 0 to 80 dB SPL) were presented randomly at a repetition rate of 4 119 

Hz. 120 

Stimulus presentation paradigm  121 

Pure tones (75 ms, 5 ms rise/fall time) were presented in an oddball paradigm similar to 122 

that used to record mismatch negativity responses in human studies  (Näätänen, 1992) and 123 

more recently in animal studies of SSA (Ulanovsky et al., 2003; Malmierca, et al., 2009, 124 

von der Behrens et al., 2010). Briefly, this paradigm consists of a flip-flop design 125 

employing two pure tones at two different frequencies (f1 and f2), both of which elicited 126 

similar firing rates and response patterns at a level of 10–40 dB SPL above threshold within 127 

the neural FRA. For most of the neurons (64%), the f1 and f2 tones were located around the 128 

characteristic frequency (CF, the sound frequency that produces a response at the lowest 129 

stimulus level) while the rest of the frequency pairs were both either lower (23%) or higher 130 

(13%) than the CF. The frequency separations (Δf) between f1 and f2 varied between 0.14 131 

octaves and 0.53 octaves. A train of 300 or 400 stimulus presentations containing both 132 

frequencies was delivered in two different sequences (sequence 1 and 2). The repetition rate 133 

of the train of stimuli was 4 Hz, as this has been previously demonstrated to elicit SSA in 134 
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IC neurons of the rat (Malmierca et al., 2009; Ayala and Malmierca, 2013). In sequence 1, 135 

the f1 frequency was presented as the standard tone with a high probability of occurrence 136 

(90%) within the sequence. Interspersed randomly among the standard stimuli were the f2 137 

frequency-deviant stimuli (10% probability). After the sequence 1 data set was obtained, 138 

the relative probabilities of the two stimuli were reversed, with f2 as the standard and f1 as 139 

the deviant in sequence 2. The responses to the standard and deviant stimuli were 140 

normalized to spikes per stimulus, to account for the different number of presentations in 141 

each condition. 142 

Electrodes and iontophoresis 143 

A tungsten electrode (1–2.5 MΩ, Merrill and Ainsworth, 1972) was used to record single-144 

neuron activity. It was attached to a multibarrel borosilicate glass pipette that carried drugs 145 

to be delivered in the vicinity of the recorded neuron. The tip of the recording electrode 146 

protruded 15–25 µm from the pipette tip. The glass pipette consisted of five barrels in H-147 

configuration (World Precision Instruments, 5B120F-4) with the tip broken to a diameter of 148 

20–30 µm. The center barrel was filled with saline for current compensation (165 mM 149 

NaCl), while the others were filled with 1 M ACh chloride (Sigma, A6625), 0.5 M 150 

scopolamine hydrobromide (Sigma, S0929) or 0.5 M mecamylamine hydrochloride 151 

(Tocris, 2843). The drugs were dissolved in distilled water and their pH adjusted to 4–4.2. 152 

ACh chloride acts at both muscarinic and nicotinic receptors while the scopolamine and 153 

mecamylamine are non-selective antagonists of muscarinic and nicotinic receptors, 154 

respectively. These compounds have been used previously in the mammalian IC (Farley et 155 

al., 1983; Habbicht and Vater, 1996). The drugs were retained in the pipette with a –15 nA 156 

current and were ejected, when required, typically using 30–40 nA currents (Neurophore 157 
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BH-2 System, Harvard Apparatus). The duration of the drug ejection usually lasted 15–25 158 

min but could be extended when no visual effect was observed in order to ensure the 159 

absence of effect. After the drug injection, we repeated the stimulation protocol until we 160 

observed recovery of firing. 161 

Verification of the recording sites 162 

Once the electrophysiological recordings were completed, electrolytic lesions (10–20 μA 163 

for 15 s) were applied for subsequent histological verification of the recording sites in 24 of 164 

the 44 animals. Brains were fixed using a mixture of 1% paraformaldehyde and 1% 165 

glutaraldehyde diluted in 0.4 M phosphate buffer saline (0.5% NaNO3 in PBS). After 166 

fixation, tissue was cryoprotected in 30% sucrose and sectioned in the coronal or sagital 167 

plane at a thickness of 50 μm on a freezing microtome. Slices were stained with 0.1% 168 

cresyl violet to facilitate identification of cytoarchitectural boundaries. The recorded units 169 

were assigned to one of the four main subdivisions of the IC (rostral, lateral and dorsal 170 

cortices or central nucleus, Loftus et al., 2008; Ayala et al., 2015) using as reference the 171 

standard sections from a rat brain atlas (Paxinos and Watson, 2005). 172 

Analysis of neural responses  173 

For each neuron, the degree of SSA was quantified by the Common-SSA Index (CSI) and 174 

the Frequency-Specific SSA Index (SI) reported previously (Ulanovsky et al., 2003; 175 

Malmierca et al., 2009; von der Behrens et al., 2009; Richardson et al., 2013). Both SSA 176 

indices reflect the normalized difference between the neural response to the deviant 177 

stimulus and the response to the standard, averaging (CSI) or quantifying separately (SI) 178 

the responses to f1 and f2. The CSI is defined as 179 
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CSI = [d(f1) + d(f2) − s(f1) − s(f2)] / [d(f1) + d(f2) + s(f1) + s(f2)] 180 

where d(f) and s(f) are responses to each frequency f1 or f2 when they were the deviant (d) 181 

or standard (s) stimulus, respectively. The SI was separately calculated for each frequency 182 

and it is defined as 183 

SI(fi) = [d(fi) − s(fi)] / [d(fi) + s(fi)] 184 

where i = 1 or 2. Positive CSI and SI values indicate that the neurons responded more 185 

strongly to the frequencies when they were deviant compared to when they were standard. 186 

A CSI value of 0.1 was used as cutoff between neurons that exhibited or lacked SSA since 187 

it has been previously demonstrated that CSIs < 0.1 are not statistically different from zero 188 

and are due to random fluctuations in spike counts (Ayala et al., 2013). 189 

To characterize the time course of adaptation, we averaged the response of all 190 

neurons to the standard tone (mean spikes per trial). This was done trial by trial for the total 191 

of stimulus presentations under the oddball paradigm. The mean response was plotted at 192 

their original trial-long time scale. Then, we performed a nonlinear least-square fit to this 193 

population mean curve to find the best-fitting double exponential function as follows: 194 

f(t) = Ass +Ar . e–t/τ(r) +As . e–t/τ(s), 195 

where Ass, Ar and As are the magnitudes of the steady state, and the rapid and slow 196 

components, respectively, and τr and τs are the time constants of the rapid and slow 197 

components (see details in Perez-Gonzalez et al., 2012). 198 

The CF and threshold of each neuron was identified. The monotonicity index (MI 199 

= spike count at 80 dB SPL / maximum spike count) that refers to the degree of reduced 200 



 

12 

 

spiking at higher intensities was calculated from the FRA measure at the CF (Watkins and 201 

Barbour, 2011). Monotonic responses were those with a MI > 0.75. Finally, we measured 202 

the sharpness of the FRA by calculating the Q-value at 10 above the threshold as in 203 

previous studies (Hernandez et al., 2005; Malmierca et al., 2009; Duque et al., 2012; Ayala 204 

et al., 2013). The Q10-value was calculated as the CF divided by the bandwidth which is the 205 

difference in kHz between the lower and upper frequencies of the FRA. To test for 206 

significant effects of the drugs on each individual neuron, the 95% confidence intervals 207 

(C.Is.) for the baseline CSI were calculated using the bootstrapping method (1000 208 

repetitions). The limits of 95% CIs were calculated using the 2.5 and 97.5 percentiles of the 209 

CSI bootstrap distribution. An effect of the drug was considered to be significant when the 210 

CSI value obtained under the injection condition was larger or smaller than the high or low 211 

95% C.I., respectively. 212 

To study the contribution of spontaneous activity on the SSA, we again calculated 213 

the SSA indices from the evoked activity but with subtracted spontaneous activity bin by 214 

bin (evoked activity minus spontaneous activity in spikes/s). Spontaneous activity was 215 

estimated within a 50 ms window before each tone presentation in the oddball paradigm as 216 

described previously (Duque and Malmierca, 2014).  Unless otherwise stated, results are 217 

presented as median ± SEM. To test for significant differences among medians, 218 

distributions across baseline, drug application and recovery conditions we performed the 219 

Friedman Repeated Measures Analysis of Variance on Ranks. Post hoc comparisons were 220 

performed following Dunn’s method and a p < 0.05 was considered statistically significant. 221 

To measure the strength of association between variables we used the Spearman Rank 222 

Order Correlation Coefficient. Analyses and figures were executed using SigmaPlot 223 
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Version 11 (Systat Software, Inc., Chicago, IL, USA) and Matlab 13 (MathWorks, Inc., 224 

Natick, MA, USA). 225 

226 
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Results 227 

To explore the influence of cholinergic neuromodulation on SSA in the IC of the rat, we 228 

recorded the responses of 152 well-isolated single neurons to an oddball paradigm before, 229 

during and after microiontophoretic application of ACh (n = 105), scopolamine (n = 19), 230 

and mecamylamine (n = 28). 231 

The strength of the ACh effect depends on the baseline SSA level 232 

The recorded neurons had different temporal response patterns and exhibited (82 %) or 233 

lacked SSA (18 %). Three example neurons are shown in Figure 1. The first neuron (Fig. 234 

1A) responded with sustained firing of similar strength to both the deviant and standard 235 

tones across all the tone presentations; therefore it lacks SSA (CSIbaseline = 0.076). 236 

Microiontophoretic application of ACh did not change either the temporal response pattern 237 

or the ratio between the responses to the standard and deviant sound as estimated by its CSI 238 

= 0.072 (Bootstrapping, 95% C.I., Fig. 1A,B). Figure 1C illustrates another neuron that 239 

showed an onset response type and a high level of SSA as depicted by its CSI (0.974). It 240 

was also unaffected by ACh, even after a long period of application (more than 2 hours; 241 

Fig. 1C,D). In contrast, Figure 1E,F depicts the response of a third neuron, with an 242 

intermediate CSI value (0.732), that was strongly affected by ACh. In this neuron, the firing 243 

response increased (Fig. 1E) and the CSI (0.41, Fig. 1F) decreased significantly but 244 

returned to baseline values during recovery (Fig. 1F). 245 

Our data (n = 105) contains a wide range of CSI values from −0.063 to 0.994 (Fig. 246 

2A) and thus includes neurons that lack or exhibit different levels of SSA. Across the entire 247 

sample, the most remarkable finding was that ACh differentially affected only a subset of 248 
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IC neurons (54 out of 105, Bootstrapping, 95% C.I.), mainly by decreasing their CSI (36 249 

out 54). The majority of neurons with intermediate CSI values were sensitive to the ACh 250 

application (0.1 < CSI < 0.9, 43 out 62), whereas most of the neurons that exhibited low 251 

(CSI ≤ 0.1; 15 out 19) or high (CSI ≥ 0.9, 17 out 24) values were unaffected by ACh (Fig. 252 

2A). The different baseline CSI values of our sample of neurons were fitted by a Sigmoidal 253 

curve (r2 = 0.99, p < 0.0001, Fig. 2B, gray line). We found that the magnitude of the 254 

absolute change exerted by ACh on the CSI followed a Gaussian distribution (r2 = 0.44, p < 255 

0001, Fig. 2B, black line). The tails of the Gaussian curve correspond to the weak or absent 256 

effect exerted on neurons with low or extremely high CSI values, and the peak corresponds 257 

to the maximum effect exerted on neurons with intermediate CSI values. These results 258 

indicate a distinct dependence of the strength of the ACh effect on the baseline CSI. This 259 

dependence was also evident in the normalized responses to each frequency (f1 or f2) 260 

estimated by the SIs (Fig. 2C). There was no difference between the absolute change on SI1 261 

and SI2 (Mann-Whitney Rank Sum Test, p = 0.696, T = 11250, n = 105), indicating that 262 

ACh affected both frequencies similarly. Also, the absolute change exerted by ACh on the 263 

CSI correlated with the changes elicited on SI1 (Spearman´s coefficient: 0.63, p = < 0.001, 264 

n = 210) and SI2 (coefficient: 0.59, p < 0.001, n = 210, Fig. 2D). The magnitude of change 265 

on SI was higher for the group of neurons with 0.1 < CSI < 0.9 while for the neurons with 266 

CSI < 0.1 and CSI > 0.9, this magnitude was similar (Kruskal-Wallis One Way ANOVA, p 267 

< 0.001, H = 38.759, Dunn´s Method, p < 0.05, n = 210). Hence, we can safely conclude 268 

that ACh decreased both the CSI and SI at the population level. The CSI decreased from 269 

0.57 ± 0.034 to 0.452 ± 0.035 (Friedman test, p = 0.01, Xi2 = 8.9, n = 105) and the SI from 270 

0.574 ± 0.025 to 0.443 ± 0.025 (Friedman test, p = 0.009, Xi2 = 9.36, n = 210, Fig. 2E). The 271 
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recovery values for most neurons were virtually identical to the baseline cases (CSIrec = 272 

0.522 ± 0.036, SIrec = 0.535 ± 0.027). Twelve neurons that were manipulated with ACh 273 

(11% of the sample) were lost before the full recovery (crosses in Figure 2A). Nevertheless, 274 

those 12 neurons were distributed along the whole spectrum of CSI values in the sample 275 

and followed the same trend. They were similarly affected by ACh as other neurons with a 276 

similar baseline CSI (Figure 2A, crosses). Furthermore, ACh increased the spontaneous rate 277 

(from 0.17 ± 0.49 to 0.28 ± 0.97 spikes per second) of those IC neurons with partial levels 278 

of CSI (0.1 < CSI < 0.9, Wilcoxon Signed Rank Test, W = 476, Z-statics = 2.441, p = 279 

0.015, n = 62) but did not affect the spontaneous discharge of those with low (CSI ≤ 0.1, p 280 

= 0.232, n = 19) or high CSI values (CSI ≥ 0.9, p = 0.375, n = 24). Based on this result we 281 

subtracted the spontaneous rate from the evoked response and recalculated the SSA indices 282 

of all neurons in order to validate that the changes we observed were due to an ACh effect 283 

on the driven responses. Under this manipulation, the SSA indices across the baseline, ACh 284 

and recovery condition were increased, but the ACh still decreased the CSI (Friedman test, 285 

p = 0.01, Xi2 = 9.31, n = 210) and SI (Friedman test, p = 0.002, Xi2 = 12.04, n = 210, Fig. 286 

2E) indicating a genuine cholinergic effect on the evoked responses. 287 

Acetylcholine differentially modulates  the responses to deviant- and standard tones 288 

In terms of spike count (spikes per trial), positive CSI values reflect smaller spike count to 289 

the standard tone than to the deviant one. In agreement with this, the spike count to the 290 

standard sound was negatively correlated with the CSI (Spearman´s coefficient = −0.932, p 291 

< 0.001, n = 105), while the response to the deviant sound elicited a weaker correlation 292 

(−0.512, p < 0.001, n = 105). The firing rate of the neural responses was significantly 293 

affected by the ACh (Friedman test, Xi2 = 405.112, p < 0.001). The post hoc analysis 294 
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indicated that the spike count to the deviant was higher (1.05 ± 0.106 spikes per trial) than 295 

to the standard tone (0.262 ± 0.102 spikes per trial) in the baseline condition as expected, 296 

since our sample was biased to positive CSI values (p < 0.05). ACh increased the spike 297 

count to both the deviant and standard tones to 1.188 ± 0.133 and 0.421 ± 0.128 spikes per 298 

trial, respectively (p < 0.05) without eliminating the difference between them (Fig. 3A,B). 299 

In the recovery condition, the ACh effect on the neural firing was completely abolished and 300 

the response decreased to baseline values; 1.125 ± 0.122 and 0.246 ± 0.116 for the deviant 301 

and standard tone, respectively (p < 0.05). Since ACh did not affect all neurons with 302 

different CSI values equally, we explored the change in the spike count of those partially 303 

adapting neurons whose CSI was significantly changed by ACh application (n = 43). Most 304 

notably, for this group of neurons we found that ACh only increased the response to the 305 

standard tone (Friedman test, Xi2 = 204.847, p < 0.001, Fig. 3C,D). Moreover, the 306 

differential effect exerted by ACh on the response to the standard stimulus was also 307 

apparent for all neurons with a significant change in their CSI (n = 54, Friedman test, Xi2 = 308 

232.583, p < 0.001). 309 

We analyzed the effect of ACh on the time course of the response to the standard 310 

tone for those partially adapting neurons with a significant change in their CSI. The 311 

dynamics of the response to the standard tone was fit well by a double exponential function 312 

under the baseline (r2 = 0.7871) and ACh (r2 = 0.7767) condition, displaying a rapid and a 313 

slow decay as well as a steady-state component (Fig. 3E). ACh increased the response 314 

during the steady-state component of the response from 0.6343 spikes per trial (95% C.Is.: 315 

0.6246, 0.6441) to 0.9932 (0.9825, 1.004) (Fig. 3E) without affecting either the timing or 316 

the magnitude of the fast  (baseline: τr = 0.6165 trial, Ar = 4.973 spikes per trial; ACh: τr = 317 
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0.596, Ar = 6.536) and slow (baseline: τs = 29.15, As = 0.4969; ACh: τs = 26.7, As = 0.5197) 318 

components of the adaptation. 319 

The differential effect exerted by ACh on the response to the standard and deviant 320 

tone was also reflected by the strength of correlation between the change in the CSI 321 

(CSIACh – CSIbaseline) and spike count. The change in the CSI was correlated stronger with 322 

the normalized change in the mean spiking response to f1 and f2 when presented as 323 

standard (r2 = −0.7, p < 0.001, n = 105) than with the change in the response to f1 and f2 324 

when presented as deviant tone (r2 = −0.3, p < 0.001, Fig. 3F,G). We explored the effect of 325 

ACh on the first spike latency (FSL) of the response to the deviant and standard tone. As 326 

expected from previous IC studies (Malmierca et al., 2009), the FSL of the deviant (15.55 ± 327 

0.43 ms) was shorter than the FSL of the standard response (16.2 ± 0.67 ms, p < 0.05) in 328 

the baseline condition. ACh did not affect the FSL; the response latency to the deviant tone 329 

remained shorter during the injection (deviant: 15.2 ± 0.46 ms; standard: 15.87 ± 0.64 ms) 330 

and recovery conditions (deviant: 15.61 ± 0.54 ms; standard: 15.71 ± 0.75 ms) (Friedman 331 

test Xi2 = 68.064, p < 0.001). 332 

Next, to assure that the lack of effect on the CSI we observed in some neurons was 333 

not due to a failed iontophoretic release of ACh, we measured the CF, MI and threshold of 334 

most of the neuronal FRAs (96 out 105) before and during the ACh application. We found 335 

that the threshold was affected (Wilcoxon Signed Rank Test, W = −747, Z-statics = −4.037, 336 

p < 0.001, n = 96) while the CF (Wilcoxon Signed Rank Test, W = −168, Z-statics = 337 

−0.836, p = 0.406, n = 96) and MI (Wilcoxon Signed Rank Test, W = 211, Z-statics = 338 

0.934, p = 0.353, n = 96) remained unchanged by ACh. Moreover, the threshold of both 339 

groups of neurons, i.e., neurons with significant change in their CSI (Wilcoxon Signed 340 
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Rank Test, W = −226, Z-statics = −2.973, p = 0.003, n = 50) as well as those whose CSI 341 

was unaffected by ACh (Wilcoxon Signed Rank Test, W = −158, Z-statics = −2.747, p = 342 

0.006, n = 46) was lowered from 30 to 20 dB SPL. These results demonstrate that the 343 

differential effects elicited by ACh on the CSI were genuine and not an artifact. 344 

The effect of the ACh on SSA responses is mainly mediated by the mAChRs 345 

Two major classes of cholinergic receptors (muscarinic and nicotinic) are distributed 346 

throughout the IC (Morley and Kemp, 1981; Clarke et al., 1985; Kelly and Caspary, 2005). 347 

To examine whether the ACh effects described above are mediated by the muscarinic 348 

and/or nicotinic receptors, we recorded 47 additional neurons before, during and after the 349 

microiontophoretic application of their respective antagonists; i.e., scopolamine and 350 

mecamylamine. The application of scopolamine affected the CSI of 15 out 19 neurons (Fig. 351 

4A) while the mecamylamine affected 16 out 28 neurons (Fig, 4B, Bootstrapping, 95% 352 

C.I.). The majority of the significantly affected neurons showed an increase in their CSI 353 

under the blockade of the muscarinic (n = 12 out of 15, Fig. 4A) and nicotinic (n = 12 out 354 

of 16, Fig. 4B) receptors. The magnitude of the effect of both antagonists exhibited the 355 

same dependence on baseline CSI value as with ACh. The greatest changes elicited by the 356 

scopolamine and mecamylamine were on neurons with intermediate CSI values and the 357 

absolute changes followed a Gaussian distribution (r2 = 0.52, p = 0.003 and r2 = 0.756, p < 358 

0.0001, respectively, Fig. 4A,B). 359 

At the population level, only scopolamine significantly increased the CSI 360 

(Friedman test, Xi2 = 7, p = 0.03, n = 19, Fig. 4C). Mecamylamine application did not 361 

significantly increase the CSI of the whole population (Friedman test, Xi2 = 1.52, p = 0.468, 362 
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n = 28, Fig. 4D) neither for the group of neurons with intermediate CSI values that were 363 

most affected at the single-neuron analysis (0.1 < CSI < 0.9) (Friedman test, Xi2 = 5.286, p 364 

= 0.071, n = 17). Likewise, the SI was affected by scopolamine (Friedman test, Xi2 = 7.357, 365 

p = 0.025, n = 38, Fig, 4E,F) but not by mecamylamine (Friedman test, p = 0.364, Xi2 = 366 

2.02, n = 56, Fig. 4E,G). The blockade of the cholinergic receptors decreased the response 367 

only to the deviant tone (Friedman test, p < 0.001). The driving response changed from 368 

1.171 ± 0.166 to 0.95 ± 0. 111 spikes per trial under the scopolamine injection (Friedman 369 

test Xi2 = 66.375, p < 0.001, Dunn´s Method, p < 0.05, n = 38) and from 1.283 ± 0.132 to 370 

0.95  ±  0.139 spikes per trial (Friedman test Xi2 = 148.844, p < 0.001, Dunn´s Method, p < 371 

0.05, n = 56) under the mecamylamine application. Although the mean population response 372 

to the standard tone was not significantly affected, we observed a clear change in the 373 

temporal course of adaptation elicited by the muscarinic and nicotinic blockade (Fig. 4H,I). 374 

The standard responses of those neurons with intermediate (0.1 < CSI < 0.9) and significant 375 

change in their CSI under the scopolamine (r2 = 0.66) and mecamylmine application (r2 = 376 

0.61) were fitted by the double exponential function previously described for ACh. We 377 

found that scopolamine caused a greater decrease in the response during the steady-state in 378 

comparison with mecamylamine effect. The response showed a 53% change from 0.6084 379 

spikes per trial (C.I. 95%: 0.59, 0.6268) to 0.2857 (0.2733, 0.2981) with application of 380 

scopolamine (Fig. 4H) while the change was only 29%, from 0.5043 (0.487, 0.5216) to 381 

0.3565 (0.3448, 0.3682) with mecamylamine application (Fig. 4I). The magnitude and 382 

timing of the rapid and slow decay of the response to the standard were not affected by 383 

cholinergic blockade. 384 

Anatomical and physiological correlates of the ACh effect 385 
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We determined the location of the majority of the recorded neurons (64 out 105) across IC 386 

subdivisions. Most of the neurons were located in the RCIC (n = 34) and the remaining 387 

neurons were distributed in the LCIC (n = 17) and CNIC (n = 13). The baseline SSA was 388 

higher in the cortical subdivisions (RCIC: 0.62 ± 0.058; LCIC: 0.72 ± 0.076) than in the 389 

central nucleus (0.13 ± 0.069) (Kruskal-Wallis One Way ANOVA, H = 12.983, p = 0.002; 390 

Fig. 5A). Interestingly, the magnitude of change exerted on the CSI by ACh in RCIC and 391 

LCIC neurons followed the same Gaussian distribution as the whole population depicted in 392 

Figure 2B (r2 = 0.47, p < 0.0001 and r2 = 0.47, p = 0.011, respectively) (Fig. 5B) while the 393 

sample of neurons from the CNIC showed a weak effect that was not Gaussianly distributed 394 

(p = 1, Fig. 5C).  395 

Finally, we wished to test whether any other response feature in addition to the 396 

baseline CSI correlates with the presence or absence of ACh effect on SSA. We found that 397 

the MI of the group of neurons whose CSI was affected by the ACh (1 ± 0.0229, n = 54) 398 

was slightly higher than the MI of the group of neurons with non-affected CSIs (0.929 ± 399 

0.0322, n = 51) (Mann-Whitney Rank Sum Test, U-statics = 996.5, T = 2322.5, p = 0.037), 400 

but in both cases the MIs were monotonic. Neither group differed in other parameters such 401 

as the response duration (67.55 ± 3.466 and 42 ± 3.634 ms for affected and unaffected 402 

groups, respectively, Mann-Whitney Rank Sum Test, p =0.614), threshold (30 ± 1.879, 30 403 

± 2.008 dB SPL, p = 0.263), Q10 (1.426 ± 0.123, 1.556 ± 1.204, p = 0.601) or CF (11.245 ± 404 

1.026, 11.199 ± 0.998 kHz, p = 0.605). The CF (Spearman´s coefficient = 0.806, p = 0.003, 405 

Fig. 5D) as well as the response duration (Spearman´s coefficient = −0.612, p = 0.053, Fig. 406 

5E) correlated with the CSI at the baseline condition, i.e. neurons with higher CSI are tuned 407 

to higher frequencies and have shorter response durations. Then, the median CF and 408 

Usuario
Sticky Note
At the end to review that the values here correspond to the table values in Response Letter.
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reponse duration of the group of unaffected neurons may have been averaged out 409 

explaining the lack of difference between the group of neurons whose CSI was or not 410 

affected by ACh. 411 

412 
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DISCUSSION 413 

We have demonstrated that application of ACh decreases the SSA of IC neurons by 414 

increasing the response to the standard tone and that this effect is mainly mediated by 415 

muscarinic receptors. Moreover, we have found that the strength of the cholinergic 416 

modulation depends on the baseline SSA level, exerting its greatest effect on neurons with 417 

intermediate SSA responses. To the best of our knowledge, this is the first study 418 

demonstrating that auditory SSA is sensitive to cholinergic modulation. 419 

A selective effect of ACh on frequency processing has been described in AC 420 

neurons. A repeated single-frequency stimulus simultaneously paired with the iontophoretic 421 

application of ACh produced a highly specific change in the response to the paired 422 

frequency rather than a general change in excitability (Metherate and Weinberger, 1989). 423 

The effect was mediated by muscarinic receptors. Similar mechanisms may underly the 424 

selective change in the response to the standard tone that we observed (Fig. 3C,D), since 425 

this tone was repeated many more times than the deviant tone under ACh application. The 426 

observed decrease in the adaptation to the standard tones agrees with diminished spike-427 

frequency adaptation exerted by ACh in other sensory areas (Metherate et al., 1992; 428 

McCormick, 1993; Martin-Cortecero and Nunez, 2014). Likewise, ACh affected SSA 429 

mainly through the activation of the muscarinic rather than the nicotinic receptors (Fig. 4G-430 

H). Muscarinic receptors are expressed both pre- and postsynaptically so they can alter the 431 

excitability of the neurons as well as the release probability of other neurotransmitters 432 

(Zhang et al., 2002; Thiele, 2013). In the IC, at least two types of muscarinic receptors 433 

(M1- and M2-types) can functionally modify neural firing (Habbicht and Vater, 1996). 434 

Since we used a general antagonist for muscarinic receptors, we cannot discriminate 435 
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between the effects of the two muscarinic subtypes, but it is likely that most of the 436 

excitatory effect exerted by ACh was mediated by the activation of the M1-type since 437 

selective blockade of the M1 receptor mostly leads to inhibition whereas the opposite effect 438 

occurs with selective blockade of the M2-type (Habbicht and Vater, 1996). 439 

The excitatory effects elicited by ACh might be mediated through the regulation of 440 

K+ channels (McCormick and Prince, 1986; Krnjevic, 2004). The activation of the M1-type 441 

receptor induces a reduction in hyperpolarizing potassium currents through the closure of 442 

K+ channels such as the slow after-hyperpolarization K+ (KsAHP) or the inward rectifying K+ 443 

of type 2 (KIR2) which, in turn, reduces spike frequency adaptation and increases driven 444 

and spontaneous activity (Cole and Nicoll, 1984; Krause and Pedarzani, 2000; Thiele, 445 

2013). Changes in potassium conductance can act as an activity-dependent adaptation 446 

mechanism (Sanchez-Vives et al., 2000a,b) that contributes to a significant fraction of 447 

cortical auditory adaptation (Abolafia et al., 2011). For those reasons, K+-mediated 448 

adaptation has been proposed as a potential mechanism underlying SSA (Abolafia et al., 449 

2011; reviewed in Malmierca et al., 2014). ACh might also increase the tone-evoked 450 

responsivity in IC by modulating the release of other neurotransmitters as reported in the 451 

AC (Metherate, 2011) where the activation of cholinergic receptors decreases the release of 452 

GABA from interneurons (Salgado et al., 2007) or elicits the activation of NMDA receptor-453 

mediated glutamatergic neurotransmission (Metherate and Hsieh, 2003; Metherate, 2004; 454 

Liang et al., 2008). 455 

Our finding that ACh exerts a very delicate modulation by selectively increasing 456 

the evoked response to the standard sound contrasts with the gain control exerted by 457 

GABAA-mediated inhibition in IC (Perez-Gonzalez et al., 2012) and MGB neurons (Duque 458 
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et al., 2014), where the blockade of the GABAA receptors exerts a dramatic, overall 459 

increase in the neural responsiveness to both deviant and standard tones (Fig. 6A,B). 460 

Likewise, our finding showing that cholinergic manipulation (Fig. 3E, 4H,I) affected only 461 

the steady state of the time course of adaptation, markedly contrasts with the substantial 462 

changes affecting the fast- and slow decays of adaptation when the GABAA receptors were 463 

blocked or activated. In agreement with our observations on the evoked  response (Fig. 3A-464 

E) and FSL, a change in strength but not in latency was found to be elicited by ACh in 465 

somatosensory cortical neurons (Martin-Cortecero and Nuñez, 2014). From these results, 466 

we can conclude that ACh in the IC contributes to maintain the encoding of repetitive 467 

acoustical input by decreasing adaptation. This occurs mainly through the activation of 468 

muscarinic receptors and acts at a different time course than that of GABAergic inhibition. 469 

A second difference between cholinergic and inhibitory modulation of SSA is that 470 

the strength of the cholinergic effect depends on the baseline level of SSA exhibited by the 471 

IC neurons (Fig 2B, 4A,B, 5B) whereas GABAA-mediated inhibition affects the firing of all 472 

IC neurons, regardless of the neural type, i.e., adapting and non-adapting neurons (Perez-473 

Gonzalez et al., 2012). Differences in the membrane potential of the neuron and/or 474 

expression of cholinergic receptors might explain the lack, modest or profound effects of 475 

ACh. Thus, we suggest that neurons with partial levels of SSA filter sensory information 476 

according to different cognitive states, such as attention in which ACh levels increase 477 

(Passetti et al., 2000; Hasselmo and McGaughy, 2004), while neurons exhibiting extreme 478 

SSA are likely to play a role as specialized filters for redundant information, i.e., repetitive 479 

sounds.  480 
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Although cortical SSA (Ulanovsky et al., 2003) and subcortical SSA (Malmierca 481 

et al., 2009) show many similarities, they are not the same and may play different roles 482 

(Nelken, 2014). Moreover, due to their different sources of cholinergic projections, we 483 

cannot generalize our results to ACh effects on cortical SSA. The main source of ACh to 484 

the AC is the basal forebrain (Edeline et al., 1994; Zaborszky et al., 2012; Bajo et al., 2014) 485 

while cholinergic input to the IC originates in the pontomesencephalic tegmentum (PMT, 486 

Motts and Schofield, 2009; Schofield, 2010). These different ACh sources may constitute 487 

two parallel pathways for modulating change detection in AC and IC. However it is likely 488 

that changes in cortical excitability may affect subcortical SSA by trigering the release of 489 

ACh since AC neurons inervate the PMT cholinergic neurons that project to the IC 490 

(Schofield and Motts, 2009; Schofield, 2010). Deactivation of the AC exerts a 491 

heterogeneous control on SSA in the IC (Anderson and Malmierca, 2013) that could be 492 

indirectly mediated by ACh through a disynaptic AC → PMT → IC projection. Thus, 493 

different states of cortical activation might exert a top-down control on the sensory signals 494 

being processed at IC by gating the PMT cholinergic input. 495 

The presence of sensitive and insensitive neurons to ACh within the same IC 496 

subdivision (Fig. 5A) together with track-tracing data (Schofield, 2010; Schofield et al., 497 

2011) and radiolabelling studies of cholinergic receptors (Rotter et al., 1979; Clarke et al., 498 

1984; Clarke et al., 1985; Cortes and Palacios, 1986) suggest that the cholinergic projection 499 

is diffuse throughout the IC and targets specific synaptic domains populated by neurons 500 

with intermediate SSA. Alternatively, ACh may modulate specific features such as the 501 

spectral sensitivity of one type of neuron and SSA of others. Future studies are needed to 502 

address these possibilities. Here, we found that the microiontophoretic application of ACh 503 
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in the IC of the anesthetized rat reduces SSA which agrees with the low SSA indices 504 

observed in awake animals (von der Behrens et al., 2009; Duque and Malmierca, 2014) 505 

where ACh levels are higher (Kametani and Kawamura, 1990; Marrosu et al., 1995). Since 506 

attention is known to increase ACh levels and neural activity (Ranganath and Rainer, 2003; 507 

Deco and Thiele, 2009, 2011), our study provides a starting point to understand how 508 

attention-demanding states (Passetti et al., 2000; Himmerlheber et al., 2000) might 509 

modulate subcortical SSA. 510 

Our finding that local augmentation of ACh increases the neural excitability (Fig. 511 

3A) and attenuates adaptation to the repetitive sound (Fig. 3E) agrees with a general model 512 

of how ACh affects sensory processing (reviewed in Thiele, 2013). According to this 513 

model, ACh enhances the influence of feedforward afferent input relative to feedback so an 514 

augmentation in ACh increase feedforward synaptic efficacy favoring information relayed 515 

through the thalamus over ongoing intracortical activity. Studies in the AC (Metherate and 516 

Ashe, 1993; Hsieh et al., 2000) and in other brain areas (Hasselmo and Bower, 1992; 517 

Kimura, 2000; Hasselmo and McGaughy, 2004; Deco and Thiele, 2011) also support this 518 

notion. Likewise, our findings support a key formulation of the predictive coding 519 

framework (Friston, 2005, 2008); namely that the reduction in the neural signals evoked by 520 

a repeated or predicted stimulus is attenuated by top-down processes such as attention (Kok 521 

et al., 2012) or augmented by prior expectation (Todorovic et al., 2011). Recently, using 522 

blocks of tone repetitions in an electroencephalographic study in humans, Moran et al. 523 

(2013) found that the decreased responses to consecutive presentation of the same tone (i.e., 524 

repetition suppression) were markedly attenuated by systemic application of galantamine, 525 



 

28 

 

an acetylcholinesterase inhibitor. Thus, the increased availability of ACh enhances the 526 

sensory representation of predicted stimuli by boosting bottom-up sensory processing.  527 

In conclusion, we showed that ACh alters the sensitivity of partially-adapting IC 528 

neurons by switching neural discriminability to a more linear transmission of sounds 529 

(encoding most of the stimulus occurrences). This effect potentially contributes to 530 

propagation of ascending sensory-evoked afferent signals through the thalamus en route to 531 

the cortex. Our results provide empirical support for the notion that high ACh levels may 532 

enhance attention to the environment, making neural circuits more responsive to external 533 

sensory stimuli. 534 

  535 
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LEGENDS 536 

Figure 1. Examples of neurons recorded in this study. A. Dot rasters of the response to 537 

the oddball paradigm of an on-sustained neuron lacking SSA (CSI = 0.076) under baseline, 538 

ACh and recovery conditions. B. Time course of the Common SSA index (CSI) before, 539 

during and after the microiontophoretic injection of ACh. Neither the firing response nor 540 

the CSI were changed by the ACh application (Bootstrapping, 95% C.I.). C. Response of a 541 

neuron showing strong SSA (CSI = 0.974) with a distinct onset firing pattern that was 542 

unaffected by ACh (Bootstrapping, 95% C.I.).  D. As, in B, the CSI of the strongly 543 

adapting neuron remained unchanged.  E. Dot raster of the response of a neuron with 544 

moderate level of SSA (CSI = 0.732) that was profoundly affected by ACh showing an 545 

increase of firing rate. F. The CSI of this partially adapting neuron decreased during ACh 546 

injection (Bootstrapping, 95% C.I.). The tone duration (75 ms) is represented by the black 547 

bar in A,C,E. The duration of the ACh injection is represented by the shaded area in B,D,F. 548 

The small arrows in B,D,F indicate the times of the dot rasters displayed for each neuron. 549 

 550 

Figure 2. ACh effect on SSA in IC neurons. A. The recorded IC neurons (n = 105) 551 

showed different levels of CSI in the baseline condition (○) from –0.063 to 0.994. The low 552 

and high 95% confidence interval (C.I.) of each baseline CSI is displayed ( ̶ ). The CSI of a 553 

subset of IC neurons changed during the application of ACh, being higher or lower than the 554 

C.Is. of the baseline CSI value (orange symbols) while another subset of IC neurons was 555 

insensitive to ACh application (green symbols). Most of the neurons insensitive to ACh 556 

lacked SSA (CSI < 0.1) or exhibited extremely high values (CSI ≥ 0.9) in the baseline 557 
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condition (vertical histogram, left inset). Twelve neurons did not have a measurement in the 558 

recovery condition (orange and green crosses) as they were lost before full recovery. B. The 559 

strength of the effect of ACh depended on the baseline CSI. The baseline CSI values (o) 560 

were fitted by a Sigmoid curve (r2 = 0.99, p < 0.0001, gray line) while the absolute 561 

difference (●, expressed in positive values) between the baseline and ACh condition 562 

followed a Gaussian curve (r2 = 0.44, p < 0.0001, black line). C. Scatter plot of the 563 

difference in the frequency-specific index for f1 (SI1) and f2 (SI2) between the ACh and 564 

baseline condition (CSIACh  ̶  CSIbaseline) for neurons with low (o: CSI < 0.1), intermediate 565 

(○: 0.1 ≤ CSI < 0.9) and high CSI values (○ CSI ≥ 0.9). Each dot represents one neuron. D. 566 

The absolute change (positive values) in the CSI correlated similarly with the absolute 567 

changes elicited by ACh in the SI1 (Spearman´s coefficient = 0.63, p < 0.001) and SI2 568 

(0.59, p < 0.001) indicating that changes in the response to both frequencies contributed 569 

similarly to the CSI change. Symbols with the same format as C. E. Box plots of the CSI 570 

(left panel) and SI1,2 (right panel) under the baseline, ACh and recovery conditions. ACh 571 

decreased the SSA indices in the population of neurons (Friedman test, *p < 0.05). The 572 

decrement in the SSA persisted after the spontaneous activity (SA) was subtracted to the 573 

driving response for each neuron. The dashed lines within each box represent the median 574 

values, the edges of the box delimit the 25th and 75th percentiles, the whisker bars extent to 575 

the 10th and 90th percentiles, and the circles represent the 95th and 5th percentiles. 576 

Figure 3. Effect of ACh on the driving response to deviant and standard sounds. A. 577 

Box plot of the response to the deviant (red) and standard tone (blue) of the whole 578 

population of IC neurons (n = 105) before, during and after ACh injection, indicating that 579 

ACh increased responses to both tones (Friedman test, * p < 0.05). B. Population PSTHs 580 
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(mean ± STD, shaded) for deviant (red) and standard (blue) tones in the baseline and ACh 581 

(orange) conditions. Bin size = 1 ms; sps: spikes per second. C. Box plot of the firing 582 

response for those neurons with 0.1 ≤ CSI < 0.9 whose CSI was significantly affected by 583 

ACh (Bootstrapping, 95% C.I., n = 43). ACh increased only the response to the standard 584 

tone (Friedman test and Dunn’s method as post hoc test, p < 0.05, *p < 0.05). Same format 585 

as A. D. Population PSTHs. Same format as B. E. Time course of adaptation for  the mean 586 

response to the standard tone for each position (trial) in the oddball sequence of neurons 587 

with 0.1 < CSI < 0.9 significantly affected by ACh (n = 43). The baseline (●) and ACh data 588 

(●) had fast and slow decay components and a steady-state component that were fitted by a 589 

double exponential function (blue lines). ACh increased only the steady-state component. 590 

F. Normalized change (ACh – baseline) in the driving response (mean spikes per trial) to 591 

deviant (•) and standard tone (•) for those neurons whose CSI was changed (CSIACh – 592 

CSIbaseline) by ACh application (Bootstrapping, 95% C.I., n = 54). G. Normalized change in 593 

the driving response as in F but for those neurons whose CSI was not affected by ACh 594 

(Bootstrapping, 95% C.I., n = 51). 595 

Figure 4. Effect of scopolamine and mecamylamine on SSA. A. The blockade of the 596 

muscarinic receptors by the application of scopolamine increased the CSI (○) in most of the 597 

recorded IC neurons. The baseline CSI values (o) were fitted by a Sigmoidal curve (r2 = 598 

0.993, p < 0.001, gray line). The low and high 95% bootstrapped C.I. values (−) are 599 

displayed for each baseline CSI. Similarly, the absolute differences (expressed in positive 600 

values) between the CSI in the baseline and scopolamine condition (•) were fitted by a 601 

Gaussian curve (r2 = 0.52, p = 0.003, black line). B. Effect of nicotinic receptor blockade 602 

with mecamylamine. (•) Absolute differences between the CSI in the baseline and 603 
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mecamylamine condition. Same format as in A. Sigmoidal curve, r2 = 0.994, p < 0.001; 604 

Gaussian curve, r2 = 0.756, p < 0.0001. C. Box plot of the population CSI showing that 605 

scopolamine (Scop) increased the SSA as measured by the CSI (Friedman test, *p < 0.05, n 606 

= 19). D. Box plot of the population CSI indicating that the mecamylamine application did 607 

not affect the SSA (Friedman test, *p > 0.05, n = 28). E. Scatterplot of the change in the 608 

frequency-specific index (SIACh – SIbaseline) for f1 (SI1) and f2 (SI2) elicited by scopolamine 609 

(○) and mecamylamine (○). No difference between the change elicited in SI1 and SI2 by 610 

scopolamine (p = 0.502) and mecamylamine was found (p = 0.33, Mann-Whitney Rank 611 

Sum Test). F. Box plot of the frequency-specific index for both frequencies (SI1,2) under 612 

the baseline, scopolamine and recovery condition. Scopolamine increased the SI (Friedman, 613 

test, *p < 0.05, n = 38). G. Box plot of the SI1,2 indicating the lack of effect of 614 

mecamylamine (Friedman test, p > 0.05, n = 56). H. Mean driven response to the standard 615 

tone for each position (trial) in the oddball sequence in the baseline (•) and scopolamine 616 

conditions (•). The responses were adjusted by a double exponential function (black lines) 617 

with a fast and slow decay component and a steady-state part. Scopolamine decreased only 618 

the steady-state component. I. Time course of the response under the baseline (•) and 619 

scopolamine condition (•). Scopolamine did not affected the dynamics of adaptation. Same 620 

format as H.  621 

Figure 5. Anatomical location and physiological properties of the recorded IC 622 

neurons. A. Box plot of the baseline CSI values in our sample of IC neurons with 623 

recording sites localized in the central nucleus (CNIC), rostral (RCIC) and lateral cortex 624 

(LCIC) of the IC. Population CSI in the RCIC and LCIC were significantly larger than CSI 625 

from the CNIC (Kruskal-Wallis test, *p < 0.05). CSI values affected (−) and non-affected 626 
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(−) by ACh are displayed separately. B,C. Effect of the ACh on the CSI of neurons from 627 

the RCIC and LCIC (B) and CNIC (C). (o) Baseline CSI with its low and high 95% 628 

bootstrapped C.I. values (−). (○) CSI value under the ACh application. (•) Absolute 629 

difference (expressed in positive values) between the CSI under the baseline and ACh 630 

condition. The change exerted by ACh on the CSI of neurons from the RCIC was fitted by 631 

a Gaussian curve (r2 = 0.462, p < 0.0001, black line). D. The mean characteristic 632 

frequencies (CF) of neurons with different CSI (sorted into groups of CSI intervals of 0.1 633 

from 0.1 to 1) were fitted by a linear function (r2 = 0.533, p = 0.016, black line) indicating 634 

that neurons with low CSI are tuned to lower frequencies than those neurons with higher 635 

CSI. E. The duration of the driving response of IC neurons with different CSI (sorted into 636 

groups of CSI intervals of 0.1 from 0.1 to 1) were fitted by a linear function (r2 = 0.526, p = 637 

0.017, black line) indicating that neurons with higher CSI exhibited shorter responses than 638 

those neurons with higher CSI. 639 

Figure 6. Schematic diagram of the acetylcholine effect (and gabazine for comparison 640 

purposes) on the response (firing rate) and dynamics of adaptation (time course of 641 

adaptation). A. The microiontophoretic application of acetylcholine decreased the CSI by 642 

selectively increasing the responses to the standard tone (blue) alone. Note that the response 643 

to the deviant tone is virtually unaffected (red). B. The blockade of the GABAA receptors 644 

using the microiontophoretic application of gabazine decreased the CSI by increasing both, 645 

the response to the standard (blue) and deviant sound (red) as demonstrated by Perez-646 

Gonzalez et al., 2012. C. The time course of adaptation of the response to the standard tone 647 

is affected differently by gabazine and acetylcholine. Gabazine increased the three 648 
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components of adaptation, i.e., the fast and slow decay as well as the sustained component 649 

of adaptation while the acetylcholine increased the sustained component only. 650 

651 
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Abstract A remarkable ability of animals that is critical for
survival is to detect and respond to to unexpected stimuli in an
ever-changing world. Auditory neurons that show stimulus-
specific adaptation (SSA), i.e., a decrease in their response to
frequently occurring stimuli while maintaining responsive-
ness when different stimuli are presented, might participate
in the coding of deviance occurrence. Traditionally, deviance
detection is measured by the mismatch negativity (MMN)
potential in studies of evoked local field potentials. We present
a review of the state-of-the-art of SSA in auditory subcortical
nuclei, i.e., the inferior colliculus and medial geniculate body
of the thalamus, and link the differential receptor distribution
and neural connectivity of those regions in which extreme
SSA has been found. Furthermore, we review both SSA and
MMN-like responses in auditory and non-auditory areas that
exhibit multimodal sensitivities that we suggest conform to a
distributed network encoding for deviance detection. The un-

derstanding of the neurochemistry and response similarities
across these different regions will contribute to a better under-
standing of the neural mechanism underlying deviance
detection.

Keywords Auditory . Stimulus-specific adaptation .

Mismatch negativity . Non-lemniscal . Inhibition . Deviance
detection

Introduction

In everyday life, animals are immersed in a continuous flow of
sounds arriving from multiple sources, and the auditory sys-
tem has the challenge of selecting those acoustic elements
relevant for the creation of perceptual constructs (Fishman
and Steinschneider 2010). One way of organizing the acoustic
scene is as follows: (1) retaining it in a form of sound objects
(Winkler et al. 2009), (2) storing the regularity of the objects in
a sensory memory trace, (3) generating predictions about
forthcoming events, and (4) comparing the subsequent incom-
ing sounds with these predictions (Friston 2005; Bendixen
et al. 2012). This is the current theoretical processing that
occurs in deviance detection (Näätänen et al. 1978, 2001) in
which biological systems identify new or deviant contextual
events in an otherwise monotonous auditory scene.

The occurrence of auditory deviance detection has been
classically associated with the human mismatch negativity
(MMN) potential of the event-related potentials (Näätänen
et al. 1978). MMN is classically measured by using an oddball
paradigm in which a low probability of appearance (deviant)
sound is randomly embedded within sequences of common
(standard) sounds. MMN is defined as the difference between
the event-related potentials evoked by the deviant (larger) and
the standard (smaller) sounds. Human MMN peaks between
the N1 (100 ms) and the P2 (180 ms) waves and can be
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interpreted as an enhancement of the N1 wave or as an inde-
pendent phenomenon. This differentiation is not trivial, be-
cause the N1 wave is attributed to basic auditory processing
occurring in the auditory cortex (AC; Hari et al. 1984; Maess
et al. 2007), and one of the current interpretations of MMN is
that adaptation is related to MMN generation (Fishman and
Steinschneider 2012; Fishman 2013). Two conceptually dif-
ferent hypotheses have been proposed to explain the neuronal
mechanisms that generateMMN. The first hypothesis is based
on the Bpredictive coding^ theory (Friston 2005) that postu-
lates that the brain performs Bayes-optimal sensory learning
under uncertainty (Friston 2009, 2012; Moran et al. 2013),
whereby the brain creates a prediction concerning the identity
of the next sound within an ongoing acoustic sequence based
on a memory trace generated by previous stimulation. The
violation of the memory-based regularity by a deviant sound
would allow the generation of error signals and, therefore,
MMN. On the other hand, some other authors (Jaaskelainen
et al. 2004; May and Tiitinen 2010) defend a second explana-
tion, namely the so-called Bneural adaptation^ hypothesis,
whereby MMN reflects the release from adaptation elicited
by the standard stimulus by the occurrence of a deviant sound.
As neurons activated by deviant sounds are stimulated much
less than neurons activated by standard sounds, such neurons
are consequently less adapted and would elicit a stronger re-
sponse. Thus, deviant sounds are going to elicit larger re-
sponses because adaptation for the standard sound would re-
duce the N1 wave. To establish the occurrence of Bdeviance
detection^, i.e., the degree of enhancement in neuronal activ-
ity evoked by the occurrence of a deviant sound that is adap-
tation-independent, Schröger and colleagues (Schröger and
Wolff 1996; Jacobsen and Schröger 2003) have designed a
paradigm to control for the probability of occurrence and
therefore for the adaptation elicited by the standard tone.
Control paradigms have been implemented in subsequent hu-
man (Opitz et al. 2005; Maess et al. 2007; Cacciaglia et al.
2015) and animal (rat: Taaseh et al. 2011; Harms et al. 2014)
studies. This approach has allowed researchers to separate the
signals contributing to MMN attributable to neuronal refrac-
toriness from those evoked by deviance occurrence.

MMN-like phenomena are well known to occur in several
different animals, including cats (Csepe et al. 1987a, 1987b;
Pincze et al. 2001, 2002), monkeys (Javitt et al. 1992, 1994;
Fishman and Steinschneider 2012), guinea pigs (Kraus et al.
1994a, 1994b; Christianson et al. 2014), rabbits (Ruusuvirta
et al. 1995a, 2010), rats (Ruusuvirta et al. 1998, 2013;
Astikainen et al. 2006, 2011; Nakamura et al. 2011; Jung
et al. 2013; Shiramatsu et al. 2013; Harms et al. 2014), and
mice (Siegel et al. 2003; Umbricht et al. 2005). Recently, it has
been reported that the rat brain is capable of generating
human-MMN-like responses, and moreover, that part of the
MMN signal is independent of adaptation driven by memory-
like processing (Astikainen et al. 2006; Harms et al. 2014). In

agreement with this study, true-deviance detection is also
reflected at the single neuron level in the rat AC (Taaseh
et al. 2011). Although deviance encoding has been largely
thought to involve pure cortical processing, an elegant and
recent study by Cacciaglia and colleagues (2015) has demon-
strated that the human inferior colliculus (IC) and medial
geniculate body (MGB) of the thalamus exhibit genuine
deviance detection. This study confirms previous data
indicating deviance detection at very short latency re-
sponses (∼30–40 ms) in auditory-evoked potentials
(Slabu et al. 2010, 2012).

Here, in an attempt to gain a better understanding of devi-
ance detection, we review the anatomy and immunocyto-
chemistry of the IC and MGB, since they might reveal the
general organizational principles of the subcortical network
for deviance detection. Likewise, we present data concerning
auditory mismatch responses in non-auditory subcortical
structures that might be part of the same network.

Stimulus-specific adaptation

Using the same oddball paradigm as in human MMN studies,
Ulanovsky et al. (2003) have found that AC neurons of the cat
reduce their response to frequently occurring stimuli
(standard) but resume their firing when different rare stimuli
are presented (deviant). This neuronal response has been re-
ferred to as stimulus-specific adaptation (SSA; Movshon and
Lennie 1979). Later studies have demonstrated that SSA also
occurs in the IC (rat: Perez-Gonzalez et al. 2005; Malmierca
et al. 2009; Duque et al. 2012; Ayala et al. 2013) and theMGB
(mouse: Anderson et al. 2009; rat: Antunes et al. 2010). By
contrast, neurons in the cochlear nucleus lack SSA (rat: Ayala
et al. 2013), suggesting that the IC is the first auditory relay
station in which SSA occurs.

Throughout the auditory collicular, thalamic, and cortical
areas, SSA has several common characteristics that are similar
to the human MMN. SSA is a rapid phenomenon, with a time
scale of a few seconds (Ulanovsky et al. 2004; Malmierca
et al. 2009; Ayala and Malmierca 2013), and is highly sensi-
tive to stimulus statistics: the smaller the probability of occur-
rence for the deviant, the larger the SSA (Ulanovsky et al.
2003; Malmierca et al. 2009; Antunes et al. 2010; Zhao
et al. 2011; Ayala et al. 2013). These same studies have also
revealed that increasing the frequency contrast (the physical
separation between the two tones) or the presentation rate (the
speed to which the tones are repeated) evokes stronger SSA
responses, although SSA can be observed at interstimulus
intervals as long as 2000 ms (Ulanovsky et al. 2003;
Antunes et al. 2010; Ayala and Malmierca 2013, Fig. 1). As
SSA in the AC was first observed in the core region of the AC
(Ulanovsky et al. 2003), some authors proposed SSA emerged
in the AC as a high order feature that can be Binherited^ by the
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IC and the MGB via the corticofugal pathway (Nelken and
Ulanovsky 2007; Bäuerle et al. 2011). However, recent stud-
ies with the powerful technique of cortical cooling (Antunes
and Malmierca 2011; Anderson and Malmierca 2013) have
demonstrated that the corticofugal projections arising from the
core AC regions modulate, but do not generate, subcortical
SSA. Currently, SSA is thought to be created de novo at each
auditory station or to be transmitted in a cascade process from
low to higher order nuclei. In this review, we will describe
possible mechanisms involved in SSA, with special emphasis
on the anatomical substrate that might underlie the connectiv-
ity of SSA neurons and on the receptor distributions in the
subcortical nuclei of the IC and the MGB.

Throughout the following, SSAwill be used to describe a
specific reduction of the responses at a neuronal level, where-
as MMN (or MMN-like) will be used for differential re-
sponses observed at local field potentials. Conceptually, this
is different from deviance detection, which refers to an en-
hancement in the neuronal response evoked by the occurrence
of a rare sound and which is independent of adaptation.

SSA is not homogenously distributed in IC and MGB;
connectivity of lemniscal and non-lemniscal subdivisions

Auditory processing between the midbrain and the cortex is
carried by two parallel streams: the lemniscal (or primary) and
non-lemiscal (or secondary) pathways (Fig. 2; Andersen et al.

1980; Lee and Sherman 2010, 2011). The non-lemniscal sys-
tem comprises the lateral (LCIC), the rostral (RCIC), and the
dorsal cortex (DCIC; Loftus et al. 2008, 2010) of the IC and
the dorsal (MGBd) and medial subdivisions (MGBm) of the
MGB in the thalamus. On the other hand, the lemniscal sys-
tem comprises the central nucleus of the IC (CNIC) and the
ventral division of the MGB (MGBv). Across these subcorti-
cal nuclei, SSA responses are not homogenously distributed.
Neurons in the cortices of the IC (rat: Malmierca et al. 2009;
Duque et al. 2012; Ayala et al. 2013) and in the MGBd and
MGBm (mouse: Anderson et al. 2009; rat: Antunes et al.
2010) exhibit the strongest SSA responses. In agreement with
SSA data, a pioneering study by Kraus et al. (1994b) has
shown that auditory stimuli containing different frequencies
or intensities consistently produce a mismatched field poten-
tial in the non-lemniscal divisions of the thalamus but not in
the MGBv of the guinea pig (Fig. 3). Although such correla-
tion has not been confirmed in the rat AC (Fig. 3, Nakamura
et al. 2011; Jung et al. 2013; Shiramatsu et al. 2013), all these
data suggest that subcortical acoustic deviance detection is
primarily computed by neurons of the non-lemniscal pathway.

Lemniscal and non-lemniscal neurons differ in (1) their
response properties (cat: Aitkin et al. 1975; Calford 1983;
Calford and Aitkin 1983; Aitkin and Prain 1974; mouse:
Anderson and Linden 2011; rat: Lumani and Zhang 2010),
(2) their fine morphology, i.e., terminal size and arborization
pattern (Oliver 2005; rat: Malmierca et al. 1995; 2011;
Stebbings et al. 2014), and in (3) their set of afferent and

Fig. 1 Grand-average responses
of neurons in the inferior
colliculus (IC), the medial
geniculate body (MGB), and the
auditory cortex (AC). Averaged
peristimulus time histograms
(PSTH) for the entire population
of neurons recorded at various
frequency contrasts (Δf) for a
standard/deviant ratio of 90/10 %.
The mean firing rate elicited by
both stimuli (blue lines standard,
red lines deviant) increased at the
different Δf (Δf=0.04, 0.1, and
0.37; from left to right,
respectively). Black horizontal
lines under the PSTHs indicate
the duration of the stimulus:
230 ms for the AC study and
75ms for the IC andMGB studies
(modified from Ulanovsky et al.
2003; Malmierca et al. 2009;
Antunes et al. 2010)
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Fig. 3 Comparison of MMN-like responses through the lemniscal and
non-lemniscal regions of the medial geniculate body (MGB) and the
auditory cortex (AC). Top Grand average responses to standard (blue
lines) and deviant (red lines) stimuli recorded from the non-lemniscal
MGB (left caudomedial portion of the guinea pig equivalent to the cat
MGBm and MGBd) and the MGBv (right). Significant differences be-
tween the responses to standard and deviant stimuli are indicated by the
green boxes that appear under the various waves (green lines). Bottom

Auditory evoked potentials to deviant (red lines) and standard stimuli
(blue lines) elicited in a non-lemniscal region of the AC (left posterior
auditory field) and in the core region of the AC of the rat (right). Signif-
icant differences between the responses to standard and deviant stimuli
are indicated by the green boxes. Unlike the MGB, MMN-like waves in
the AC have not been shown to be spatially distributed (modified from
Kraus et al. 1994a; Jung et al. 2013)

Fig. 2 Topographic segregation of the lemniscal and non-lemniscal pro-
jections between the inferior colliculus (IC), medial geniculate body
(MGB) and auditory cortex (AC). The strongest SSA responses are dis-
tributed in the non-lemniscal subdivisions (shaded areas) of the IC
(DCIC dorsal cortex, LCIC lateral cortex, RCIC rostral cortex) and
MGB (MGBd dorsal subdivision, MGBm medial subdivision). On the
contrary, poor SSA responses are found in the lemniscal areas of the IC

(CNIC central nucleus) and MGB (MGBv ventral subdivision). At the
cortical level, the primary auditory cortex (A1) exhibits SSA responses
that remain to be addressed in areas beyond A1. The major bottom-up
projections between non-lemniscal (red) and lemniscal (blue) collicular,
thalamic, and cortical areas are illustrated by lines (modified from Escera
and Malmierca 2014)
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efferent projections (rat: Coleman and Clerici 1987;
Malmierca and Hackett 2010; for reviews, see Hu 2003; Lee
and Sherman 2011). Lemniscal neurons are tonotopically or-
ganized exhibiting fast and high-fidelity responses (cat: Miller
et al. 2001; rat: Malmierca et al. 2008), whereas non-lemniscal
neurons are not tonotopically organized and show longer la-
tencies and habituating responses to unvarying stimuli (cat:
Calford 1983; Calford and Aitkin 1983; rat: Bordi and
LeDoux 1994a, 1994b; Malmierca et al. 2009; guinea pig:
He and Hu 2002). Furthermore, non-lemniscal neurons show
broader frequency response areas, i.e., the combination of
frequencies and intensities capable of evoking a response
(Lennartz and Weinberger 1992; Perez-Gonzalez et al. 2005;
Malmierca et al. 2009; Duque et al. 2012; Ayala et al. 2013)
and respond preferentially to complex acoustic stimuli (cat:
Aitkin et al. 1975). Moreover, the basal discharge and re-
sponse strength are lower in the non-lemniscal than lemniscal
neurons of the IC (rat: Duque et al. 2012) and MGB (cat:
Aitkin and Prain 1974; Calford and Aitkin 1983).
Interestingly, both the bandwidth of the frequency responses
areas (rat: Duque et al. 2012; Ayala et al. 2013) and the onset
firing pattern (rat: Duque et al. 2012) correlates with the
strength of the SSA responses of IC neurons. Regarding their
connectivity, the CNIC primarily sends excitatory and inhib-
itory projections to the MGBv (for reviews, see Oliver and
Huerta 1992; Wenstrup 2005) with a high degree of topo-
graphic convergence (Lee and Sherman 2011), whereas the
cortices of the IC innervate primarily the MGBd and MGBm
(mouse: Romand and Ehret 1990; for reviews, see Hu 2003;
Wenstrup 2005). At the level of the MGB, two major afferent
streams arise en route to the auditory cortices (cat: Huang and
Winer 2000; for a review, see Hu 2003). Generally speaking,
secondary auditory cortices are targeted principally by non-
tonotopic subcortical areas that mainly terminate in layer 1,
whereas primary auditory cortices principally receive inputs
from tonotopic lemniscal areas that target mainly the middle
layers (cat: Kudo and Niimi 1980; Huang and Winer 2000;
Lee and Winer 2011; for a review, see Winer 1992).

Traditionally, the early sensory processing neuronal stages
are assumed to be unimodal and to operate independently of
each other. However, a growing body of evidence has changed
this classical view of the sensory hierarchical processing by
demonstrating the convergence of multimodal inputs in sub-
cortical nuclei (Stein and Meredith 1993; Stein and Stanford
2008) and early primary sensory cortices (Ghazanfar et al.
2005; Kayser and Logothetis 2007; Lakatos et al. 2007;
King and Walker 2012; for a review, see Kayser et al. 2012).
In agreement with the above-mentioned, another feature of the
non-lemniscal tectal and thalamic areas includes their dense
innervation by non-auditory afferents. For instance, the shell
area of the IC receives visual (rat and monkey: Itaya and Van
Hoesen 1982; rat: Yamauchi and Yamadori 1982; cat:
Mascetti and Strozzi 1988) and somatosensory (cat: Aitkin

et al. 1978, 1981; Coleman and Clerici 1987; for a review,
see Wu et al. 2014) inputs and projections from the substantia
nigra pars compacta lateralis (cat: Coleman and Clerici 1987),
globus pallidus (rat: Yasui et al. 1991; cat: Shinonaga et al.
1992), and the ventral tegmental area (rat: Herbert et al. 1997).
Likewise, the MGBd and MGBm are innervated by afferents
from the tegmental nuclei, spinothalamic tract, and superior
colliculus (cat: Graybiel 1972; rat: Ledoux et al. 1987; Iwata
et al. 1992). The efferent connections of the non-lemniscal
areas of the IC (cat: Aitkin et al. 1978; ferret: King et al.
1998) and MGB (cat: Shinonaga et al. 1994; rat: Doron and
Ledoux 1999; 2000) also display divergent projections to non-
auditory nuclei.

Together, these structural differences are associated with
the different functions exerted by the lemniscal and non-
lemniscal systems. The lemniscal pathway is associated pri-
marily with the relay of purely auditory information, whereas
the non-lemniscal pathway is part of an integrative system
primarily involved in multisensory integration, temporal pat-
tern recognition (cat: Kelly 1973; Layton et al. 1979), change
detection (guinea pig: Kraus et al. 1994a; rat: Malmierca et al.
2009), and certain forms of learning (guinea pig: Edeline and
Weinberger 1991; rat: Komura et al. 2001). Furthermore, the
multimodal afferent and efferent projections characterizing the
non-lemniscal pathway are potentially important for sound
localization, attending to salient stimuli, and mediating the
audio-visual integration of speech stimuli (human:
Champoux et al. 2006; for reviews, see Gruters and Groh
2012; Wu et al. 2014).

Major excitatory and inhibitory neurotransmitter
receptors

The distribution and expression of receptor subtypes for neu-
rotransmitters and neuromodulators show subtle differences in
the IC and MGB subdivisions (summarized in Table 1).

Excitatory neurotransmission is mediated by glutamate in
both the IC (cat: Adams and Wenthold 1979) and the MGB
(rat: Hu et al. 1994). Both ionotropic AMPA (α-amino-3-hy-
droxy-5-methylisoxazole-4-propionic acid) and NMDA (N-
methyl-D-aspartate) receptors intervene in the synaptic trans-
mission of the IC (rat: Ma et al. 2002; for a review, see Kelly
and Zhang 2002) and the MGB (rat: Hu et al. 1994), but
recordings from the non-lemniscal regions of the IC do not
provide evidence for pharmacological differences from the
CNIC (rat: Li et al. 1998, 1999). Immunostaining for AMPA
receptors is homogeneous throughout the IC (rat: Petralia and
Wenthold 1992; Gaza and Ribak 1997), although the presence
of the GluR2-3 AMPA subunit is more common in the non-
lemniscal regions of the IC (rat: Caicedo and Eybalin 1999).
Additionally, NMDA receptors are more common in the LCIC
and the DCIC (rat: Petralia et al. 1994). In accordance with the
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IC data, the presence of AMPA receptors in theMGB has been
proved to be homogeneous and moderate in quantity (rat: Sato
et al. 1993; Caicedo et al. 1998; for a review, see Parks 2000),
whereas the presence of NMDA receptors seems more prom-
inent in the non-lemniscal regions of the MGB (rat: Monaghan
and Cotman 1985; Hu et al. 1994). Immunohistochemical
studies have also demonstrated the presence of the metabotro-
pic glutamate receptor mGluR5 in the cortical regions of the IC
(rat: Abe et al. 1992; Shigemoto et al. 1993). Group I mGluRs,
including mGluR1 and mGluR5, are located mostly on post-
synaptic parts of cells and act by increasing NMDA activity.
Projections from the DCIC and LCIC to the non-lemniscal
regions of the MGB recruit mGluR (rat: Bartlett and Smith
2002; mice: Lee and Sherman 2010), as opposed to the mainly
ionotropic component of the postsynaptic receptors of the
MGBv (for a review, see Lee and Sherman 2011). As
NMDA receptors are classically linked to synaptic plasticity,
learning, and memory (Morris 2013), the testing of the role, if
any, that the NMDA receptors play on shaping SSAwould be
of great interest in future studies.

Inhibitory neurotransmission in the IC is mediated by both
gamma-aminobutryric acid (GABA) and glycine (for a review,
see Cant and Benson 2003). GABAA receptors are located in
more dorsal regions of the IC (gerbil: Sanes et al. 1987; bat:
Fubara et al. 1996; Lu and Jen 2001), whereas glycine puncta

are more prominent in the ventral region of the IC (cat: Adams
and Wenthold 1979; Saint Marie et al. 1989; rat: Merchan et al.
2005). Nevertheless, this is not the only pattern of distribution that
emerges with inhibition in the IC, as GABAergic neurons are also
organized in cluster modules in the DCIC and the LCIC (rat:
Chernock et al. 2004), with an unknown function. Additionally,
metabotropic GABAB receptors are present to a greater extent in
the CNIC and the LCIC (rat: Bowery et al. 1983; bat: Fubara et al.
1996; rat: Jamal et al. 2011, 2012). In the thalamus, inhibition in
theMGB is primarilymediated byGABAacting at bothGABAA

and GABAB receptors (rat: Bartlett and Smith 1999; Richardson
et al. 2011), because MGB lacks glycinergic receptors (rat: Aoki
et al. 1988; Friauf et al. 1997). GABAergic interneurons are vir-
tually absent in the rat MGB (only ~1 %:Winer and Larue 1996;
Bartlett and Smith 1999), but in this case, the nucleus receives
significant GABAergic projections from the IC (bat, rat, cat, and
monkey: Winer et al. 1996; rat: Peruzzi et al. 1997; mice and rat:
Ito et al. 2011) and the thalamic reticular nucleus (cat: Rouiller
et al. 1985).

Recent studies have addressed the effect of neuronal inhi-
bition on SSA by local manipulation of GABA neurotrans-
mission (Fig. 4). The blockade of the GABAA receptor by
using the specific antagonist gabazine elicits an overall in-
crease in the evoked and spontaneous activity in IC (rat:
Perez-Gonzalez et al. 2012) and MGB (rat: Duque et al.

Table 1 Main receptor distribution in the human inferior colliculus (IC)
and medial geniculate body (MGB) shown with density (− absent, + to
+++ increasing density levels, SSA stimulus-specific adaptation, CNIC
central nucleus of IC, LCIC lateral cortex, RCIC rostral cortex, DCIC
dorsal cortex,MGBv ventral division of MGB,MGBd dorsal subdivision

of MGB, MGBm medial subdivision of MGB, AMPA α-amino-3-hy-
droxy-5-methylisoxazole-4-propionic acid, NMDA N-methyl-D-aspar-
tate, GABA Gamma aminobutryic acid, nNOS Neural nitric oxide
synthase)

Transmitter type receptor IC MGB SSA implication

Lemniscal Non-lemniscal Lemniscal Non-lemniscal

CNIC DCIC LCIC RCIC MGBv MGBd MGBm

Glutamate AMPA Homogeneous Homogeneous Unlikely

NMDA + +++ + +++ Likely

mGluR − +++ − +++ Likely

GABA A Dorsal Clusters Homogeneous Gain control

B +++ + +++ + +++ +++ − Low

Glycine Ventral + − − − Unlikely, IC only

Acetylcholine Muscarinic − + + − Homogeneous Attention?

Nicotinic − +++ +++ − Homogeneous Attention?

Serotonin + +++ +++ +++ + +++ Unknown Attention?

Norepinephrine + +++ +++ +++ Unknown Learning?

Dopamine + +++ +++ +++ Very low Learning? IC only

Endocannabinoids Unknown Unknown Present Unknown Speculative

nNOS + +++ +++ +++ Unknown Speculative

Dynorphin + + +++ +++ Unknown Unknown

Enkephalin Homogeneous Unknown Unlikely

Substance P + +++ +++ +++ Unknown Speculative
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2014) neurons. This increase in neuronal discharge is inde-
pendent of the SSA sensitivity and their discharge pattern.
Together, these studies demonstrate that the blockade of
GABAA receptors of IC and MGB neurons with high SSA
sensitivity (typically located in non-lemniscal regions) does
not abolish SSA (rat: Perez-Gonzalez et al. 2012; Duque
et al. 2014), suggesting that the GABAergic system exerts a
gain control function on the neuronal responses. Furthermore,
the experiments performed in theMGB byDuque et al. (2014)
suggest that the ability of GABA to modulate SSA in the
MGB is likely to be mediated by the GABAA rather than by
the GABAB receptors. The effects of gaboxadol, a GABAA-
selective agonist that does not bind to GABAB receptors (rat:
Bowery et al. 1983), are no different from the effects elicited
by GABA on SSA inMGB.Moreover, as the highest levels of
SSA are found in the MGBm (rat: Antunes et al. 2010), an
area that lacks GABAB receptors (rat: Smith et al. 2007), these
metabotropic receptors do not seem to be involved in SSA
generation. However, any possible synergic effect as a result
of the co-application of antagonist or agonists of other subunit
or subtype receptors cannot be excluded.

Indeed, as metabotropic receptors (mainly GABAB) are
linked to calcium (Ca2+) signaling, Ca2+-binding proteins
(namely parvalbumin, calbindin, and calretinin) largely define
the lemniscal and non-lemniscal pathways (monkey: Jones
2003; human: Tardif et al. 2003; bats and birds: Covey and
Carr 2005; rat: Ouda and Syka 2012). In the IC, parvalbumin is
distributed throughout the subdivisions but with a larger pres-
ence in the CNIC (bat: Vater and Braun 1994; rat: Lohmann
and Friauf 1996; Ouda and Syka 2012). On the other hand,
calretinin- and calbindin-positive neurons are usually located
in the non-lemniscal regions of the IC (bat: Zettel et al. 1991;
rat: Ouda and Syka 2012). In the MGB, parvalbumin is also
associated with the lemniscal regions, whereas calbindin is
associated with the non-lemniscal regions (rabbit: de Venecia
et al. 1995; monkey: Molinari et al. 1995; mice: Cruikshank
et al. 2001). The parvalbumin (lemniscal) and calbindin/
calretinin (non-lemniscal) distributions are also maintained in
the AC (Banks and Smith 2011). The presence of these Ca2+-
related proteins might play a critical role in second messenger
systems (see: Neuronal mechanisms that might underlie SSA:
synaptic depression and retrograde signaling).

Finally, although the presence of glycine in the non-
lemniscal regions of the IC is small (Adams and Wenthold
1979; Merchan et al. 2005), the effect of glycinergic receptors
in IC neurons on SSA remains unknown. This is an important
point, because IC neurons show higher SSA sensitivity at high
frequencies (Duque et al. 2012), and glycine is more abundant
in the ventral region of the IC (Malmierca and Hackett 2010),
a region whose neurons are high-frequency tuned (Malmierca
et al. 2008). Thus, in order to have a global picture of the
mechanisms that might operate at subcortical SSA, several
open questions remain to be answered. Among others, these

include: what is the effect on SSA mediated by the combined
activation of the GABAA- and GABAB-receptors and
glycinergic receptors, and what is the role, if any, of the
NMDA-mediated excitation. Lastly, as will be explained in
the following sections, the interactions of any of these systems
with specific retrograde messengers could also be crucial to an
understanding of the mechanisms that generate SSA.

Neuromodulators in IC and MGB

Recent studies have envisaged a pivotal role of
neuromodulators on orienting attention and enhancing the
memory for novel stimuli (for reviews, see Ranganath and
Rainer 2003; Edeline 2012). Indeed, the four neuromodulatory
systems, namely cholinergic (Metherate et al. 2012), serotonin-
ergic (Hurley and Sullivan 2012), dopaminergic (Gittelman
et al. 2013), and noradrenergic (Manunta and Edeline 2004),
have been implicated in short-term plastic auditory phenomena
suggesting that they might also mediate SSA.

Acetylcholine has been implicated in predictive coding and
learning under uncertainty in humans (Moran et al. 2013).
Moreover, acetylcholine is known to exert frequency-
specific plasticity in both cortical (cat: Metherate and
Weinberger 1989) and subcortical (bat: Ji et al. 2001) neurons.
Cholinergic terminals are abundant in the DCIC and the LCIC
(guinea pig: Jain and Shore 2006; for a review, see Shore
2008), and the receptors in these regions are mainly nicotinic.
In the MGB, almost all the neurons present either muscarinic
and/or nicotinic receptors and are excited by acetylcholine
(cat: Tebecis 1970, 1972). Acetylcholine depolarizes most of
the neurons in the lemniscal MGBv through the muscarinic
receptors, whereas a large amount of the neurons in theMGBd
remain unaffected (rat: Varela and Sherman 2007; for a re-
view, see Varela 2014).

Serotoninergic projections to all the regions of the IC arise
from the raphe nuclei (bat: Hurley and Pollak 2005), although
fibers are denser in non-lemniscal regions such as the DCIC
and the LCIC (for reviews, see Hurley et al. 2002; Hurley and
Sullivan 2012). Raphe nuclei also present projections to the
MGB (monkey: Lavoie and Parent 1991; rat: Vertes et al.
2010), modulating the responses of many of the neurons in
the lemniscal MGBv and most of the neurons in the non-
lemniscal MGBd (guinea pig: Pape and McCormick
1989; cat: McCormick and Pape 1990; ferret: Monckton
and McCormick 2002; rat: Varela and Sherman 2009;
Varela 2014).

Attention during task engagement is known to modulate
neuronal responses (ferrets: Fritz et al. 2003, 2007), and thus,
attention mediated by either acetylcholine or serotonin might
produce this modulation, hence affecting the levels of SSA.
Indeed, recent work concerning SSA in the IC of the awake
mouse (Duque and Malmierca 2014) has demonstrated that
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the lower the spontaneous firing rates, the higher the SSA
sensitivity. As spontaneous activity can be modulated during
attention and can enhance signal detection (gerbils: Buran
et al. 2014), both neuromodulators might be involved in
SSA sensitivity. In view of the involvement acetylcholine
(Jones 2005) and serotonin (Kelly and Caspary 2005) in
arousal and attention, the effect of such neurotransmitters on
SSA might be more important than previously estimated, and
we need further studies in this field.

The response of the neurons of the IC and the MGB are
also affected by catecholamines, mainly through
noradrenergic- (rat: Swanson and Hartman 1975; Foote et al.
1983; Klepper and Herbert 1991) and dopaminergic (rat, cat
and bat: Olazabal and Moore 1989; cat: Paloff and Usunoff
2000) fibers. The locus coeruleus is the main source of nor-
adrenaline for both the IC and the MGB (Aston-Jones 2004).
The dopaminergic innervation for the IC arises from neurons
in the substantia nigra (Moore and Bloom 1979; Olazabal and
Moore 1989), whereas the dopamine sources for the MGB are
highly diverse (macaque: Sanchez-Gonzalez et al. 2005).
Recent findings suggest that the noradrenergic direct projec-
tion from the locus coeruleus to the IC is mainly ipsilateral and
just reaches the non-lemniscal regions of the IC (rat: Klepper
and Herbert 1991; Hormigo et al. 2012). The dopaminergic
neurons identified in the IC also have a distinct distribution,
the largest number of dopaminergic neurons being located in
the LCIC and the DCIC (rat: Tong et al. 2005).

In summary, considering that (1) noradrenaline and dopa-
mine act as learning signals, and both neuromodulators are
released at times of novelty and uncertainty (Harley 2004),
and that (2) acetylcholine and serotonin mediate attention,
their involvement in SSA sensitivity might be critical. Since
SSA is a pre-attentive feature observed under anesthesia (rat:
Malmierca et al. 2009), in awake (mouse: Duque and
Malmierca 2014), and sleep-like states (rat: Nir et al. 2013),
SSA is probably affected by the variations in the levels of
neuromodulators occurring during these states. Thus, future
studies of the various modulatory substances will undoubtedly
shed light on the way that the brain learns to discriminate
potentially relevant sounds (Edeline 2012).

Neuronal mechanisms that might underlie SSA: synaptic
depression and retrograde signaling

Since GABAergic inhibition plays a key role in modulating SSA
rather than in its generation (Perez-Gonzalez et al. 2012; Duque
et al. 2014), a synaptic depression model (Grill-Spector et al.
2006; Briley and Krumbholz 2013) might be a more likely ex-
planation for SSA. In this model, the continuous activation of the
same set of neurons will eventually produce a specific decrease
of the neurotransmitter release at the presynaptic level, and con-
sequently, the postsynaptic neuron will not generate a response.

The frequency-specific adaptation channel theory supports this
model (Eytan et al. 2003; Mill et al. 2011a, 2011b; Taaseh et al.
2011; Nelken 2014) in which all the frequencies that are within
the same frequency channel will not evoke SSA, because they
are encoded by the same neurons. Although recent data from the
rat AC (Hershenhoren et al. 2014) suggest other, as yet un-
known, more complex mechanisms to explain SSA at the corti-
cal level, in the IC, SSA is not constant within the neuronal
receptive field of the neuron, and SSA sensitivity is stronger on
the high-frequency edge of the receptive field (Duque et al.
2012). This phenomenon presents interesting correlates in the
auditory nerve fibers (Westerman and Smith 1985) and the IC
(Dean et al. 2008) in which adaptation is also more prominent at
high frequencies. Together, these studies suggest that synaptic
depression (Chung et al. 2002; Rothman et al. 2009) might ex-
plain subcortical SSA, as it is an input-specific mechanism, and
neural responses depend upon the previous history of afferent
firing (Abbott et al. 1997; Rothman et al. 2009).

Moreover, as various retrograde signaling pathways can act at
the synaptic level (Regehr et al. 2009), synaptic depression does
not necessarily have to be a passive phenomenon (i.e., fatigue).
Retrograde signaling mediates short-term synaptic plasticity
(Regehr 2012), a likely explanation for synaptic depression
(Abbott and Regehr 2004): lipids (endocannabinoids), gases (ni-
tric oxide), peptides (i.e., met-enkephalin and/or dynorphin), and
conventional amino acid transmitters (i.e., glutamate and/or
GABA) can be released in an activation-dependent manner by
postsynaptic neurons and then act on the axon terminals of pre-
synaptic neurons (Regehr et al. 2009). The production and re-
lease of these messengers is regulated by the activation of post-
synaptic glutamatergic metabotropic receptors (Regehr et al.
2009) and/or by postsynaptic Ca2+ (de Jong and Verhage
2009), two components mainly located in the non-lemniscal re-
gions of the IC and the MGB (see above). In the mammalian
brain, the endocannabinoid signaling system is the best-
characterized retrograde signaling pathway and enables neurons
specifically to regulate the strength of their inputs in a retrograde
manner (Wilson and Nicoll 2002; Freund and Hajos 2003; Kano
et al. 2009). Endocannabinoid type-1 (CB1) receptors are
thought to be one of the most widely expressed G-protein-
coupled receptors in the brain (Herkenham et al. 1990). The
presynaptic localization of CB1 receptors and their inhibitory
effect on neurotransmitter release has been shown to be a general
feature of most axon terminals in the central nervous system
(Kano et al. 2009), suppressing synaptic strength for tens of
seconds (Wilson et al. 2001). The firing evoked by the standard
stimuli in an oddball paradigm can activate group I mGluR, thus
inducing endocannabinoid release (Chevaleyre et al. 2006) and
contributing to short-term synaptic plasticity (Castillo et al.
2012), as in the fast adaptation occurring in the neuronal firing
to the standard tone. Endocannabinoid signaling has been dem-
onstrated to act in the auditory pathway at the level of the co-
chlear nucleus (Zhao et al. 2009; Zhao and Tzounopoulos 2011),
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the superior olivary complex (Trattner et al. 2013), and the ex-
ternal cortex of the IC of the barn owl (Penzo and Pena 2009),
but its affect on auditory SSA remains unknown.

Much less is known about other retrograde neurotransmit-
ters. For example, the highest levels of nNOS (the neuronal
enzyme that synthesizes nitric oxide) are evident in the DCIC
and the LCIC, with much lower levels in the CNIC (Druga
and Syka 1993; Paloff and Hinova-Palova 1998; Coote and
Rees 2008). Few data are available for understanding the in-
volvement of nNOS in the MGB. As another example, immu-
nostaining for kappa (κ) opioid receptors (dynorphin) is sig-
nificantly higher in the LCIC, but delta (δ) opioid receptors
(met-enkephalins) are similarly distributed within the IC
(Aguilar et al. 2004; Tongjaroenbuangam et al. 2006). Thus,
the distribution of the opioid receptors cannot be correlated
with specific regions of the IC. The data regarding opioid
receptor distribution in the MGB are also sparse and difficult
to interpret. Lastly, we should mention the existence of exten-
sive labeling for fibers with both somatostatin and substance-P
in the DCIC and the LCIC, with somatostatin showing the
most extensive encircling of the CNIC (Wynne and
Robertson 1997). Interestingly, no significant fibers labeling
for either peptide have been observed within the CNIC
(Wynne and Robertson 1997). Unfortunately, the involvement
of retrograde signaling in SSA remains unknown, and much
work is needed to gain an understanding of the functions of
these systems in sound discrimination.

Detection of acoustic deviance in non-auditory nuclei

Beyond the auditory pathway, stronger neuronal responses to
deviant sounds have also been found in some non-auditory

�Fig. 4 Effect of neuronal inhibition on the SSA responses in IC and
MGB neurons. a Dot raster plots obtained after an oddball paradigm
for a pair of frequencies in an IC neuron. The dot rasters refer to the
control (left), gabazine (GBZN, middle), and recovery (right)
conditions. Frequencies are shown as insets over the control condition.
The first row shows f1/f2 as a standard/deviant, whereas the second row
shows the reverse condition (f2/f1 as standard/deviant). The black line
lying under the dot rasters represents the stimulus duration. Common
SSA index (CSI) values are shown over each condition. The mean
peristimulus time histograms from both dot rasters are shown in the
third row (Spk spike). b Dot raster plots obtained after an oddball
paradigm for a pair of frequencies in an MGB neuron. Same format as
in a. c Box plot of the CSI values for the population of neurons of the IC
before, during, and after the application of GBZN. d Box plot of the CSI
values for the population of neurons of theMGB before, during, and after
the application of GBZN and GABA. In both cases, asterisks indicate
significant differences (Friedman test, P<0.01). e In the absence of
inhibition, neurons respond to deviants (orange) and standards (light
blue) with high firing rates, and thus the deviant to standard ratio is
small. f Inhibition reduces the responses to both deviants (red) and
standards (dark blue) increasing the deviant to standard ratio and thus
enhancing SSA. a, c, e, f: modified from Perez-Gonzalez et al. (2012). b,
d: modified from Duque et al. (2014)
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nuclei, including the substantia nigra (Minks et al. 2014), hip-
pocampus (Ruusuvirta et al. 1995b, 1995c), basal ganglia
(Mikell et al. 2014), optic tectum (Reches and Gutfreund
2008), and thalamic reticular nucleus (Yu et al. 2009). As
mentioned in the previous section, some of these nuclei have
anatomical connections with the non-lemniscal auditory
subdivisions.

The substantia nigra is typically involved in sensorimo-
tor coordination. However, recently, a study in humans by
Mikell et al. (2014) has demonstrated that novel sounds
evoke a greater firing rate compared with the activity fol-
lowing standard tones in substantia nigra neurons. The re-
sponse following the deviant presentations displays a bi-
phasic temporal pattern with peaks at approximately 300
and 500 ms (Fig. 5a). Interestingly, an inverse correlation
occurs between the firing rate and the strength of the
novelty response across all recorded neurons, i.e., neurons
sensitive to deviant stimulus exhibit slow firing, whereas
neurons with the highest firing rates are suppressed by
the novel stimuli. Mikell and colleagues (2014) speculate
that the substantia nigra neurons that discriminate deviant
and standard tones correspond to dopaminergic neurons,
since previous studies indicate dopaminergic neurons are
sensitive to novelty (Bunzeck and Düzel 2006). Moreover,
the former authors further suggest that the other group of
substantia nigra neurons with high and tonic firing rates
suppressed by the deviant tone correspond to GABAergic
interneurons that are known to inhibit the local dopaminer-
gic neurons (Tepper et al. 1995). Interestingly, the response
in the substantia nigra, i.e., the first peak of the increased
activity following novel sounds (250–350 ms after stimulus
onset), occurs concurrently with the onset of the
hippocampally-dependent potential P300, a scalp-recorded
potential linked to novelty detection. Notably, MMN-like
responses to pitch (Ruusuvirta et al. 1995b, 1995c; 1996),
duration (Rosburg et al. 2007; Ruusuvirta et al. 2013), and
frequency deviants (Ruusuvirta et al. 2010) have been re-
corded across the hippocampus in animal studies. The hip-
pocampus is associated with involuntary attention switches
toward auditory changes of high magnitude. Ruusuvirta
et al. (2013) have found that MMN responses to duration
deviants are elicited across the three hippocampal areas,
i.e., CA1, dentate gyrus, and subiculum in anesthetized rats.
In a previous report from the same group (Ruusuvirta et al.
2010), higher amplitude local field potentials in response to
frequency deviants have been recorded in the CA1 of
awake animals. The MMN response to frequency and du-
ration deviants occurs within a similar time window, at 36–
80 and 51.5–89 ms post-stimulus, respectively.

Recently, other non-auditory nuclei have been implicated
in acoustic deviance detection. The subthalamic nucleus is
integrated into the basal ganglia system, and traditionally, it
is considered to play a role in cortical motor control regulation

(Rektor et al. 2001). Minks et al. (2014) have demonstrated
that deviant pure tones elicit MMN-like responses in the

Fig. 5 Response to acoustic deviants in non-auditory subcortical nuclei.
a Normalized firing response of neurons of the substantia nigra. Novel
sound evoked a greater response (red line) compared with standard tones
(blue line) over the 250–350 ms interval and over 500–600 ms (black
lines regions of *P<0.05; modified from Mikell et al. 2014). b Optic
tectum neuronal SSA responses to average binaural sound intensity
(ABSI, 30 dB gap), frequency (Freq, 2 kHz gap), interaural level
difference (ILD, 15 dB gap), and interaural time difference (ITD, 40 μs
gap). Top gray line is the response to a rarely presented stimulus, black
line the response to a frequently presented stimulus, bottom gray line the
difference between the two, arrowheads stimulus onset, black ticks
latency of the population response to the frequent stimulus, gray ticks
latency of the difference signal (taken from Reches and Gutfreund
2008). c Entopallium neuronal responses to deviant occurrences (green
lines) together with the corresponding responses to frequent occurrences
(blue lines) of auditory, visual, and bimodal stimulus (modified from
Reches et al. 2010)
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subthalamic nuclei by using intracranial electroencephalo-
graph recordings in humans. The responses are evident in
the far-field potentials (intracerebral electrodes referenced to
the extracranial electrode) and near-field potentials (intracere-
bral contacts referenced to one another within the subthalamic
nuclei) with a similar average time-to-peak, i.e., 202 and
214 ms, respectively.

SSA responses have been also found in the optic tectum,
which is the avian homolog of the superior colliculus of mam-
mals. The optic tectum is involved in orienting gaze toward
salient stimuli and receives auditory inputs primarily from the
cortices of the IC (Gutfreund 2012). In an elegant study per-
formed by Reches and Gutfreund (2008), SSA responses to
more than one acoustic feature, i.e., sound frequencies, ampli-
tudes, and interaural and interlevel time difference, were found
in the single- and multi-unit activity of the optic tectum neurons
(Fig. 5b). All acoustic features elicited a similar pattern of ad-
aptation developed several milliseconds after the onset of the
response. Interestingly, neurons of the IC exhibited SSA only to
sound frequency but showed a higher neuronal hyperacuity.
These results led the authors to suggest that neurons in higher-
level centers of the ascending gaze control system, such as the
optic tectum where the IC neurons project to, encompass SSA
to multiple acoustic features and not only to one single acoustic
dimension as occurs in the IC of the barn own.

The studies highlighted above clearly demonstrate that de-
viance detection is a widely distributed neuronal network that
goes beyond the auditory pathway (Ranganath and Rainer
2003). At the same time, these studies lead to questions re-
garding the possibility of whether these neuronal structures
play an active role in the genesis of deviance detection or
simply reflect adaptive neuronal processes taking place at their
projecting sources. To gain information in order to permit a
direct comparison with the SSA studies, an interesting project
would be to record the responses of a single neuron to various
acoustic stimuli in the hippocampus, subthalamic nuclei, or
superior colliculus under the same paradigms as those used in
the auditory SSA studies (Ulanovsky et al. 2003; Malmierca
et al. 2009; Yaron et al. 2012).

Multisensory responses and deviance detection

Neurons showing SSA also participate in multisensory pro-
cessing since information integrated across various sensory
modalities can greatly enhance our ability to detect, discrimi-
nate, or respond to relevant sensory events (for reviews, see
Stein and Meredith 1993; Gleiss and Kayser 2012). As de-
scribed previously, the non-lemniscal subdivisions of the IC
and MGB in which the strongest SSA responses are found
receive afferent projections not only from auditory nuclei,
but also from visual and somatosensory nuclei (Wu et al.
2014). Indeed, several studies indicate that other subcortical

nuclei involved in deviance detection also engage multimodal
sensitivities. Neurons with multimodal sensitivity exhibit
suprathreshold responses to stimuli from more than one sen-
sory modality, and often the response of these neurons is
stronger to combined stimuli than to the most effective
single-modality stimulus (Meredith et al. 2012). Examples of
auditory neurons whose sensitivity differs significantly when
they are stimulated by bimodal (e.g., audiovisual) stimuli are
summarized below. Yu et al. (2009) have found SSA re-
sponses in the thalamic reticular nucleus, a multimodal area
mainly conformed by GABAergic neurons and have shown
that MGB acoustic responses are modulated in a cross-modal
manner by a preceding light stimulus. This modulation of the
auditory responses is abolished by the inactivation of the tha-
lamic reticular nucleus. Moreover, eye position has been dem-
onstrated to modulate auditory responses as early as in the
shell area of the IC of primates (Groh et al. 2001; for reviews,
see Gruters and Groh 2012; Wu et al. 2014).

Likewise, other subcortical non-auditory structures that are
particularly sensitive to deviant sound also exhibit multimodal
sensitivities. Neurons in the substantia nigra are responsive to
visual, auditory, and somatosensory stimulation (Nagy et al.
2005; Chudler et al. 1995) exhibiting multisensory response
enhancements (Nagy et al. 2006). In the barn owl, optic tec-
tum neurons show multisensory enhancement (Zahar et al.
2009) and SSA for visual stimuli, in addition to SSA for sound
frequency deviants (Reches and Gutfreund 2008). Moreover,
Reches et al. (2010) have performed a pioneering study dem-
onstrating that a bimodal stimulus enhances the SSA re-
sponses of entopallium neurons, a forebrain structure of the
barn owl (Fig. 5c). This enhancement occurs only when the
auditory and visual stimuli are congruent in space and time
(Reches et al. 2010). Whether the same multimodal enhance-
ment of the auditory SSA responses occurs at early subcortical
processing stages remains to be determined in future studies.

The superior colliculus is also of special interest for the
exploration of SSA, because (1) the optic tectum (which is
its avian homolog) encompasses SSA for multiple acoustic
parameters and for visual stimulus (Reches and Gutfreund
2008) and (2) the basic principles of multisensory integration
have been revealed in single-cell studies in the superior
colliculus (Stein and Wallace 1996; Stein and Stanford
2008; Meredith et al. 2012). Interestingly, neurons of the su-
perior colliculus of the anesthetized cat with little or no spon-
taneous activity and weak sensory responses have the ability
to exhibit large multisensory response enhancements in com-
parison with the poor response enhancements exhibited by
superior colliculus neurons with modest spontaneous activity
and robust sensory responses (Perrault et al. 2003). The re-
sponse features of the ongoing multisensory enhancement of
the superior colliculus resemble the poor response of the IC
neurons showing strong SSA (Duque et al. 2012) and those of
substantia nigra neurons sensitive to deviant stimulation
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(Mikell et al. 2014). Finally, the tegmental nucleus is another
multisensory structure (Koyama et al. 1994; Reese et al. 1995)
in which acoustic SSA is likely to occur (Schofield et al.
2011), since its neurons attenuate or even abolish their re-
sponse to repetitive auditory stimulation (Koyama et al.
1994). Furthermore, tegmental nucleus neurons project to
the IC and receive projections from the AC (Schofield 2010).

All the above-mentioned studies support the notion that the
subcortical nuclei engaged in auditory deviance detection con-
stitute a neuronal microcircuitry based on the convergence of
inputs from various sensory modalities that might act as early
integration centers to enhance deviance detection. This wealth
of data sets forth a promising field in which to explore and
determine whether subcortical neurons allow better deviance
coding under multisensory compared with unimodal
conditions.

Final remarks

We have reviewed evidence of MMN-like and SSA responses
occurring in the shell area of the IC and MGB and in non-
auditory nuclei and suggest that they conform to a distributed
subcortical network for deviance detection. Likewise, the to-
pographic distribution of SSA in the shell areas of the IC and
MGB suggests that the microcircuitry and neurochemistry of
the non-lemniscal areas exert a critical role in the generation
and modulation of SSA in these nuclei. Further studies com-
bining physiological, anatomical, and molecular approaches
will broaden our understanding of the microcircuits of SSA in
the auditory and non-auditory nuclei. Moreover, these studies
will contribute to the determination of the similar or different
contribution of each nucleus to the processing of deviant
sounds and to the triggering of the cascade of neuronal pro-
cesses that allow animals to adapt rapidly to environmental
changes.
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Abstract 

Patients suffering from pathologies such as schizophrenia, depression or dementia 

exhibit cognitive impairments, some of which can be reflected in event-related potential 

(ERP) measurements as the mismatch negativity (MMN). The MMN is one of the most 

commonly used ERPs and provides an electrophysiological index of auditory change or 

deviance detection. Moreover, MMN has been positioned as a potentially promising 

biomarker candidate for the diagnosis and prediction of the outcome of schizophrenia. 

Dysfunction of neural receptors has been linked to the etiopathology of schizophrenia or 

the induction of psychophysiological anomalies similar to those observed in 

schizophrenia.Stimulus-specific adaptation (SSA) is a neural mechanism that 

contributes to the upstream processing of auditory change detection. Auditory neurons 

that exhibit SSA specifically adapt their response to repetitive sounds but maintain their 

excitability to respond to rare ones. Thus, by studying the role of neuronal receptors on 

SSA, we can contribute to detangle the cellular bases of the impairments in deviance 

processing occurring in mental pathologies. Here, we review the current knowledge on 

the effect of GABAA-mediated inhibition and the modulation of acetylcholine on SSA 

in the inferior colliculus, and we add unpublished original data obtained blocking 

glutamate receptors. We found that the blockade of GABAA and glutamate receptors 

mediates an overall increase or decrease of the neural response, respectively, while 

acetylcholine affects only the response to the repetitive sounds. These results 

demonstrate that GABAergic, glutamatergic and cholinergic receptors play different and 

complementary roles on shaping SSA.  
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Overview 

Event-related potentials such as the mismatch negativity response (MMN) have been 

extensively used as a neurophysiological index of preattentive auditory sensory memory 

as it occurs in response to a sensory stimulus that violates previously established 

patterns of regularity (1). The MMN is measured as the difference between the auditory-

evoked potential elicited by a repetitive sound compared with the potential elicited by a 

rare, unexpected sound (larger amplitude) in electroencephalographic studies. MMN has 

been positioned as a potentially promising biomarker candidate for the diagnosis of 

pathologies such as schizophrenia (2, 3) among others. Patients with schizophrenia 

exhibited a reduced ability to detect acoustic changes reflected in reduced MMN (4-6). 

Schizophrenia has been associated with alterations in neurotransmission as the one 

mediated by the NMDA receptor (7). Moreover, diverse studies have showed that 

acoustic MMN is sensitive to cholinergic modulation (8-11) or to nitrous oxide e.g. 

(N2O) (12). Thus, a starting point for elucidating how alterations in neurotransmission 

contribute to deficits in deviance detection is to employ animal models to 

pharmacologically isolate the role of specific modulatory substances on event-related 

potentials or on correlated neuronal activity. Recent studies have demonstrated that 

MMN-like responses occur in animal models like the rat (3, 13). Likewise, neurons that 

exhibit a specific decrement in their response to repetitive but not to rare sounds have 

been characterized in animals. This specialized neural response is referred as ‘stimulus-

specific adaptation’ (SSA). SSA is a particular type of neuronal adaptation (14) that 

occurs in the non-lemniscal subdivisions of the inferior colliculus (IC) (15), auditory 

thalamus (16) and primary auditory cortex (17). SSA is thought to contribute to the 

upstream processing of deviant and repetitive signals reflected in event-related 

potentials (18, 19). Cellular mechanisms underlying SSA are likely to act at the sites of 
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synaptic input on IC neurons and those might include synaptic depression and/or 

facilitation or inhibition. Moreover, several studies have demonstrated that different 

neuromodulators disinhibit neural circuits representing a mechanism for gating 

excitatory and inhibitory synaptic plasticity (revised in (20)). For example, 

acetylcholine transiently disrupts excitatory-inhibitory balance underlying neural 

receptive fields (21, 22). Thus, recent work in our laboratory has focused on the effect 

of blocking or activating putative excitatory, inhibitory and neuromodulatory inputs on 

IC neurons exhibiting SSA. In the following, we will first describe hitherto unpublished 

original data obtained blocking glutamate receptors and then we review our previous 

work on the effect of GABAA mediated inhibition (23, 24) and the modulation of 

acetylcholine (ACh) on SSA (25). 

Excitatory, inhibitory, and cholinergic inputs to the IC 

The IC is the main auditory midbrain center (26) and is characterized by the 

convergence of ascending and descending auditory projections. Hence, multiple 

excitatory, inhibitory and modulatory inputs converge onto single IC neurons (26-30) 

that also receive neuromodulatory inputs from multiple sources (for a review see (31)). 

Excitatory inputs to the IC are made of glutamatergic projections and arise from the 

ventral and dorsal cochlear nuclei, lateral and medial superior olive and ventral nucleus 

of the lateral lemniscus (26, 32, 33) (Fig. 1). The excitatory neurotransmission in the 

auditory midbrain is mostly mediated through glutamatergic receptors. Ionotropic 

glutamate receptors mediate excitatory input at most nuclei in the ascending auditory 

pathway including the IC. For example, recordings in brain slices of the IC after 

electrical stimulation of the lateral lemniscus fibers demonstrated that there were two 

distinct components of the excitatory responses (34): a rapid, short latency component 
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that was mediated by AMPA receptors, and a component with longer latency and 

duration that was mediated by NMDA receptors. NMDA receptors have been associated 

with the generation of MMN (35-39). Interestingly, Umbricht et al. (40) applied NMDA 

antagonists to human volunteers and found a reduced MMN, similar to that previously 

found in schizophrenia (41-44). In a recent study, Kompus et al. (45) found that healthy 

individuals with increased indicators of glutamatergic neurotransmission presented 

shorter latencies to MMN for changes in sound duration. But animal studies are 

controversial. While Farley et al. (46) found that SSA in auditory cortical neurons of 

rats was insensitive to the systemic application of NMDA antagonists, Featherstone et 

al. (47), using a probably more sensitive murine model with a heterozygous alteration of 

the NMDA receptor NR1 subunit gene, reported a significant reduction in the 

expression of NMDA receptors that caused a distinct decrement of MMN. Thus NMDA 

receptors may be linked to the generation, shaping and/or modulation of SSA. 

Inhibitory inputs to the IC are mediated by GABA and glycine (48-51). Glycinergic 

inhibition arises from the ipsilateral lateral superior olive and the ventral nucleus of the 

lateral lemniscus (50, 52) while GABAergic inputs arise from several extrinsic and 

intrinsic sources (Fig. 1). Extrinsic GABAergic sources includes the lateral superior 

olive and the superior paraolivary nucleus (53), ventral nucleus of the lateral lemniscus 

ipsilaterally, and the dorsal nucleus of the lateral lemniscus bilaterally (54-57). In 

addition local IC GABAergic neurons (51, 58, 59) affect neural responsiveness through 

intrinsic or commissural projections (60, 61). The GABAergic-mediated inhibition acts 

on GABAA and GABAB receptors expressed across IC neurons. The pharmacological 

manipulation of the GABAA receptors significantly affects sound-evoked responses (62, 

63), modifying different response properties including frequency tuning (62, 64-66), 
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response to sound intensity (67), coding of interaural time and level differences (68-70) 

as well as IC responsiveness to binaural motion cues (71). 

Neuromodulatory influences to the IC include those mediated by noradrenergic (72, 73), 

serotoninergic (29, 74-76), dopaminergic (77, 78) and cholinergic projections (30).  The 

cholinergic inputs originate in the pontomesencephalic tegmentum that includes the 

pedunculopontine and laterodorsal tegmental nucleus. Those cholinergic neurons are 

innervated by auditory cortical neurons from layer V (30, 79) (Fig. 1). Very little is 

known about the type and distribution of the cholinergic receptors on IC neurons and 

their functional impact on neural firing. Overall, both cholinergic receptors (muscarinic 

and nicotinic) are expressed in the IC (80, 81) and they are likely to be pre- as well as 

postsynaptic receptors (reviewed in (82)). Earlier studies revealed diverse effects of 

ACh on IC neural responses (potentiated and suppressed sound-evoked activity) 

suggesting ACh exerts a complex and dynamic modulation (83-85). 

Experimental Approach 

In vivo iontophoresis is a powerful technique that allows the pharmacological 

manipulation of neuronal responses at the synaptic level. Therefore, it is an excellent 

choice to determine the role of synaptic inputs on sensory processing, since it allows 

maintaining intact the whole neural circuitry. This technique consists in the minute 

release of different and selective compounds (agonists, antagonists, e.g.) very close 

(usually around 20-40 µm) to the recorded neuron to reversibly block or activate 

specific receptors. Recordings are performed using so-called piggy-back electrodes, 

which are made of a recording electrode (usually a glass or tungsten electrode) attached 

to a multibarrel glass micropipette (Fig. 2A). The glass barrels contain the neuroactive 

substances that are retained and ejected by the application of current injections (in the 
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range of nA) (86, 87). Then, different neuroactive compounds can be co-released to 

simulate the natural heather of neurotransmitters and neuromodulators that occurs in 

natural conditions.  

To study auditory SSA, one pair of frequencies usually surrounding the characteristic 

frequency of each neuron (frequency of a sound capable of evoking a response at the 

lowest sound intensity) is chosen from its frequency response area (FRA; spectrum of 

frequencies and intensities that evoke a suprathreshold response, Fig. 2B). Those 

frequencies are presented under the ‘oddball paradigm’ widely used in human studies 

(88) and more recently in animal studies (17). The oddball paradigm consists in the 

presentation of one frequency at high probability of occurrence (standard tone) while 

the second frequency is presented rarely (deviant tone). Afterwards, the relative 

probabilities of the pair of frequencies are switched to validate that the neuron adapts to 

the repetitive stimulus and the decrease in response is due the frequency response (Fig. 

2C). The amount of SSA to both frequencies is estimated by the Common-SSA index 

(CSI) which reflects the normalized difference in the evoked response between deviant 

and standard tones with values between −1 and 1. Positive CSI values indicate a 

stronger response to deviant tones while negative CSIs indicate a stronger response to 

standard tones. A CSI value of zero reflects an equal response to deviant and standard 

tones (Fig. 2D). By repeating this paradigm before, during and after the iontophoretic 

application of specific drugs we can dissect the contribution and specificity of different 

receptors on the neural response to deviant and to standard tones and its effect on CSI, 

i.e., we can determine what role, if any, they play on SSA. 
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Effect of glutamatergic excitation on SSA 

In order to study the effect glutamate on SSA, we recorded from 37 neurons in the IC 

using an oddball stimulation paradigm, as described above, before, during and after the 

microiontophoresis application of either CPP or NBQX. These drugs are selective 

antagonists of the NMDA or AMPA/kainate glutamate receptors, respectively. Here we 

report for the first time a total of 53 applications of drugs, consisting of 28 applications 

of CPP and 25 applications of NBQX. In 15 cases both drugs were tested sequentially 

on the same neuron, so the second drug was applied after the effects of the first one had 

disappeared. At the beginning of each experiment we isolated a single unit, and then we 

played trains of stimuli in an oddball paradigm, in order to obtain the baseline response 

of the neuron. We continued recording the responses to this stimulation protocol during 

the local application and afterwards until the neuronal responses returned to their 

baseline levels.  

Effect on spike counts 

The application of both CPP and NBQX produced a significant decrement on the 

neuronal response, measured as spike counts. Since we measured two sound frequencies 

for each drug application, we took 56 measurements of the effect of CPP (Fig. 3A), and 

most of those (47 for standards, 43 for deviants) showed a significant decrease in the 

number of spikes evoked per trial (Bootstrapping, 95% confidence interval). The 

application of CPP caused an average decrement of ~60% on the responses to both 

standard and deviant stimuli (Fig. 3A). The measurements for the application of 

glutamate antagonists are summarized in Table 1.  
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 The application of NBQX also resulted in a decrement of the spike counts (Fig. 3B). In 

this case, we obtained 50 measurements during the application of NBQX, where 40 

standard cases and 33 deviant cases showed a significant decrease in the number of 

spikes evoked per trial. The application of NBQX caused an average decrement of 

~70% on the responses to the standard stimuli (Fig. 3B). In contrast, (Fig. 3B), the 

application of NBQX caused an average decrement of ~54% on the responses to deviant 

stimuli. 

As previously reported (15), the responses before the application of drugs were stronger 

for deviant stimuli than for standard stimuli (Fig. 3C,D). The reduction of the spike 

rates due to the effect of both drugs was significant (2-way ANOVA) for the standard 

stimuli as well as for the deviant stimuli, as shown in Figure 3C,D. 

Effect on first spike latency 

We found that the first spike latency (FLS) of the responses to standard stimuli was 

larger than in response to deviant stimuli, which is consistent with previous studies (15). 

The application of CPP produced a significant increment of the FSL (Bootstrapping, 

95% confidence interval) in 20/56 cases in response to the standard stimuli (Fig. 4A) 

and 26/56 cases in response to the deviant stimuli (Fig. 4A). The effect of the FSL was 

larger during the application of NBQX, which caused a significant increment in 24/50 

standard cases (Fig. 4B) and 30/50 deviant cases (Fig. 4B). Moreover, NBQX not only 

increased the latency of more neurons, but also the increment was larger. While some 

neurons experienced a significant increment of latency during the application of CPP, it 

did not cause a significant change at the population level (2-way ANOVA) in response 

to standard nor deviant stimuli (Fig. 4C). In contrast, the effect of NBQX (Fig. 4D) was 



Ayala et al. (10) 

large enough to be significant at the population level, for both standard and deviant 

stimuli.  

Effect on SSA index 

The effect of the drugs on the common SSA index (CSI) was very variable. We 

recorded from units with a very large range of baseline CSI, from -0.06 up to 0.93 (Fig. 

5A,B). Out of the 28 units tested with CPP, 20 showed an increment of the CSI during 

the application, while 8 showed a decrement. In the case of NBQX, in 13 out of 25 units 

the CSI increased during the application of the drug, while in 12 units it decreased. For 

both drugs the average effect was an overall increment of the CSI, ~0.1 in the case of 

CPP (Fig. 5A) and ~0.05 in the case of NBQX (Fig. 5B). Nevertheless, due to the high 

individual variability, the effects of the drugs on the CSI at the population level were 

not significant (2-way ANOVA, Fig. 5C), probably because the effects on individual 

neurons were averaged out. The values found for the frequency-specific SSA index (SIf) 

were very similar to those obtained for the CSI (Table 1). 

Effect on the time course of adaptation 

We analyzed separately the temporal dynamics of adaptation to the standard and deviant 

stimuli across the population, during the oddball paradigm (Fig. 6). As in previous 

studies (24), the time course of adaptation for the standard stimuli was fitted by a 

double exponential function f(t) = Ass + Ar × e-t/τ(r) + As × e-t/τ(s). This function contains 

rapid and slow decay components, before reaching a steady-state.  

The goodness of fit of the double exponential function to the responses to standard 

stimuli was good, with r2 > 0.65 in all cases. As expected from the spike count results, 

the overall response was smaller during the application of the drugs (Fig. 6A,B), due 
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mainly to a smaller steady-state component (Ass) (Fig. 6A,B). The application of both 

drugs made the fast time constant (τr) faster, especially in the case of NBQX. The 

application of the drugs made the slow time constant (τs) slower in the case of the CPP 

application, but not for NBQX.  

The adaptation to the deviant stimuli was very low under the control (Fig. 6C,D; red 

dots) and effect (Fig. 6C,D; yellow dots) conditions, for both drugs. The time course of 

adaptation for deviant stimuli was best fitted to a linear function f(t) = a + bt, and in 

none of the cases the slope coefficient (b) was significantly different to zero. The main 

effect of the drugs was to reduce the constant component (a), from to roughly the half. 

Effect of GABAergic-mediated inhibition on SSA 

The first attempt to disentangle how the synaptic inhibitory inputs shape SSA was 

carried out by (24). This study manipulated the GABAergic inhibition that adapting 

neurons in the IC receive to address whether the adaptation to the standard tone was 

generated by the activation of the GABAA receptors. The blockade of the GABAA 

receptors using the specific antagonist (gabazine) exerted a profound effect on the 

magnitude and dynamics of SSA by increasing the neural firing rate and by altering the 

temporal response pattern. An example of the typical effect exerted by gabazine on the 

firing of adapting IC neurons is illustrated in Figure 7. This neuron exhibited significant 

SSA during the control condition, i.e. previous to the gabazine application (Fig. 7A), 

and responded to the deviant sound presentations but quickly adapted its response to the 

standard tone after a few presentations. Neurons like this one exhibit shorter response 

latency to the deviant than to the standard tone. The overall effect of blocking GABAA 

receptors is an augmentation in the response strength to both, deviant and standard 

stimulus (Fig. 7B). As clearly shown for this neuron, the number of spikes per trial 
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increased but the response strength remained larger for the deviant tone (Fig. 7C). 

Gabazine also decreases the response latency to deviant and standard stimuli but does 

not abolish the difference between them. These results demonstrate that the firing 

pattern and response latency of these neurons depends mainly on the probability of the 

stimulus even during gabazine application. Another interesting finding of the study by 

Pérez-González and colleagues was that the effect of gabazine was faster on the 

response to the standard tone than to the deviant in some neurons (34%) but the contrary 

did not occur in any IC neuron. This variability of the gabazine effect was reflected in 

the time course of the difference signal (difference in the neural PSTH) between the 

response to deviant and to standard tone (23). Consistent with the effect of GABA in 

other sensory systems (89, 90), the blockade of GABAergic-mediated inhibition elicits a 

generalized augmentation in the neural excitability of IC neurons by increasing their 

evoked response to both tones regardless of their probability of occurrence (Fig. 7C,D). 

This enhanced responsiveness decreases the ratio between the deviant/standard 

responses. This is known as iceberg-effect (89) and in the particular case of the 

application of gabazine, the simultaneous increment of the firing rate to both stimuli 

results in a drop of the CSI  (Fig. 8), reflecting the decrease in the deviant to standard 

response ratio. Hence, synaptic inhibition acting on GABAA receptors regulates the 

strength of the response to deviant and standard tones but does not generate the SSA. 

These results point to the possibility that other neurotransmitters may be also 

participating in the generation or modulation of SSA in the IC. 

Effect of cholinergic modulation on SSA 

The control of attention engages different modulatory substances such as ACh (91, 92). 

In humans, cholinergic manipulation affects auditory novelty detection (9, 10, 93). 
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Likewise, diverse studies in animals support the notion that ACh release is necessary for 

the induction of auditory plasticity (94-97). Moreover, it is likely that the mechanism of 

attentional modulation on sensory processing operates at multiple stages, including 

cortical and subcortical nuclei. To understand the relation between large scale signals as 

the MMN and neuronal processing at different stages along the auditory pathway, a first 

approach was to study the influences of ACh on single-neuron SSA responses (25). 

The local application of ACh and antagonists of the muscarinic and nicotinic receptors 

elicited a heterogeneous and baseline-dependent effect on SSA. An example of single 

neuron response is displayed in Figure 9. This neuron showed an intermediate SSA 

index (CSI = 0.73, Fig. 9A) that significantly decreased during the ACh application 

(CSI = 0.41, Fig. 9B). The firing pattern of the response became more robust to the 

deviant and standard stimuli as shown by the temporal course of the neural firing (Fig. 

9C). Interestingly, the strength of the cholinergic effect was stronger on the driving 

response to the standard tone than to the deviant one (Fig. 9D). In general, ACh exerts a 

drop in the SSA index (Fig. 10) mainly due to an augmentation of the response to the 

standard tone, i.e, ACh decreases response adaptation. The diminished adaptation agrees 

with the role of ACh in exerting a neural circuit disinhibition by transiently altering the 

excitatory-inhibitory balance (revised in (20)). Our original study (Ayala and 

Malmierca, 2015) also revealed that not all IC neurons undergo cholinergic modulation. 

A subset of IC neurons (partially adapting) were significantly affected by ACh and a 

second group of neurons (extremely and not adapting) exhibited responses insensitive to 

ACh (Fig. 10B). Interestingly, the non-affected neurons are the ones that lack of or 

exhibit extreme levels of SSA. This baseline-dependent effect contrasts with the 

generalized drop of SSA exerted by the GABAA-receptor blockade across neuron with 

different SSA levels (Fig. 8B). The same selective effect on partially adapting neurons 
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was elicited when the muscarinic and nicotinic receptors were blocked. The blockade of 

the muscarinic receptors elicited a stronger effect indicating these receptors are mainly 

mediating the cholinergic modulation on SSA. In conclusion, the study by Ayala and 

Malmierca (25) showed that ACh decreases the CSI of IC neurons with intermediate 

SSA levels by selectively decreasing the adaptation to the standard tone.  

The functional significance of the cholinergic modulation on subcortical SSA can be 

though under the framework that indicates ACh affects the balance between feedback 

and feedforward neural processing (82, 92). ACh increases the efficacy of 

feedforward/thalamocortical input connections onto excitatory neurons in layer IV (98-

102). Increased ACh levels switch sensory processing from a predominant influence of 

internal, corticocortical inputs to a predominant influence of external, thalamocortical 

inputs (92, 103). Thus, the cholinergic modulation occurring on SSA responses in IC 

neurons might contribute to enhance the ascending processing converging in the 

auditory thalamus en route to the auditory cortex. Finally, it is worth to mention the 

similarity in the baseline-dependent effects of cholinergic modulation exerted on 

population coding of more complex acoustic regularities. In this regard, a MMN study 

performed in non-smoker individuals found that nicotine enhances and diminishes 

change detection according to their baseline change detection processing (9). Also, 

nicotine has been shown to alleviate the MMN amplitude attenuation induced by 

NMDA blockade (104). Complementary studies at different neural stages of processing 

recording single-neuron and population activity under pharmacological manipulation or 

under behavioral tasks known to modify the animal’s attentional demands will 

contribute to bridge the gap between cellular and large-scale effects of neuromodulators 

on change detection. 
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General discussion and final remarks 

The iontophoretic manipulation of GABAergic, glutamatergic and cholinergic receptors 

on SSA suggests those receptors play different roles on shaping SSA in the IC. At the 

population level, the blockade of GABAA-mediated inhibition increases the overall 

spike count and decreases the response latency to deviant and standard stimuli (Fig. 

11A), while the blockade of glutamatergic excitation has an opposite effect (Fig. 11B). 

On the other hand, the activation of cholinergic receptors exerts a delicate modulation 

only on the response to the standard stimuli without affecting the timing of the response 

(Fig. 11C). Moreover, the different effect produced by Ach, excitation and inhibition is 

reflected on the time course of the response to the standard tone. The adaptation in the 

response to the standard tone fits a double exponential function which includes rapid 

and slow decays as well as a steady-state component in the response (24). While the 

magnitude and timing of all these three components are drastically affected by gabazine, 

only the magnitude of the sustained component is augmented by ACh application (Fig. 

11D). The delicate modulation of ACh that selectively increases the evoked response to 

the standard sound without affecting the timing of the neural response contrasts with the 

gain control exerted by GABAA-mediated inhibition in IC (24) and MGB neurons 

(105), as well as by glutamatergic excitation. From these results, we can conclude that 

glutamatergic excitation, ACh and GABAA-mediated inhibition produce different 

effects on the adaptation dynamics. While GABA and glutamate may work together to 

preserve an exquisite excitatory/inhibitory balance to act together as a balanced gain 

control system, maintaining the responses within a range that optimizes the deviant to 

standard ratio, ACh contributes to maintain the encoding of repetitive sounds more 

selectively.  
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Taken together, these studies highlight the differential and complementary role of 

putative receptors on the modulation of SSA. Moreover, these experiments contribute to 

reveal how glutamatergic- or other neurotransmitter-related dysfunctions linked to the 

etiopathology of mental illness might be affecting the upstream neural processing 

supporting MMN-like responses observed along the auditory pathway. Likewise, our 

data might indicate how such a basic auditory response as the SSA will be affected by 

pharmacological interventions using agonist or antagonist compounds for the clinical 

treatment of mental disorders like schizophrenia.  
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Legends 

 

Figure 1. Schematic diagram of the excitatory (red), inhibitory (blue) and 

cholinergic (orange) projections to the inferior colliculus. The strength of the 

inhibitory and excitatory projections are depicted by the thickness of the lines. AC: 

auditory cortex, DLL, VLL: dorsal and ventral nucleus of the lateral lemniscus, 

respectively, PPT: pedunculopontine tegmental nucleus, LSO, MSO: lateral and medial 

superior olive, respectively, VTz, ventral nucleus of the trapezoid body, SPO: superior 

periolivary complex, DC, VC: dorsal and ventral subdivisions of the cochlear nucleus. 

Modified from (26).



Ayala et al. (26) 

 

Figure2. Iontophoresis and oddball paradigm. A. A ‘piggy-back’ electrode is used to 

record single-neuron activity and to release neuroactive substance in the vicinity of the 

recorded neuron in order to block or activate specific receptors. The piggy-back 

electrode consists in a tungsten recording electrode attached to a glass multibarrel 

pipette which contains the neuroactive substances. B. Representation of a frequency 

response area, i.e., frequencies and intensities that evoke a suprathreshold respond, of an 
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IC neuron. Two frequencies (f1, f2) at the same intensity and evoking similar firing 

response are selected by the experimenter to be presented under the oddball paradigm. 

C. The oddball paradigm consists in the presentation of one frequency (f1) as a common 

or repetitive sound (blue: standard, high probability of occurrence) while the second 

frequency (f2) is presented as a rare sound (red: deviant, high probability of 

occurrence). This first sequence is often referred as flip, while a second flop sequence 

consists in the inversion of the relative probabilities of f1 and f2. D. Examples of dot 

rasters and peri-stimulus time histograms of the response to the deviant (red) or standard 

(blue) tone of IC neurons with different levels of SSA. The amount of SSA is quantified 

by the Common SSA index (CSI) whose positive values indicate adaptation in the 

response to the standard tone, zero value represents an equal and not adapted response 

to both tones, and negative index values indicate an adapted and smaller response to the 

deviant sound.
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Figure 3: Effect of glutamate receptor antagonists on the responses of neurons 

during an oddball paradigm. The majority of neurons showed a decreased response 

(expressed as spikes per trial) during the application of either CPP (A) or NBQX (B), 

independently of whether the tone was presented as a standard (diamonds) or a deviant 

(circles). The colored markers indicate a significant change in the response relative to 

the control condition. At the population level, both drugs (C, CPP; D, NBQX) caused a 

significant decrement on the neuronal responses, for the standard (blue) and the deviant 

(red) stimuli alike. 
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Figure 4: Effect of glutamate receptor antagonists on the first spike latency of 

during an oddball paradigm. The application of CPP (A) and NBQX (B) caused a 

significant increment of the first spike latency in most of the neurons recorded, 

regardless of whether the stimuli were presented as standard (diamonds) or deviants 

(circles). The colored markers indicate a significant change in the response relative to 

the control condition. At the population level, while the change due to the drug 

application was not significant in the case of CPP (C), the application of NBQX caused 

a significant increment of the first spike latency for both the standard (blue) and the 

deviant (red) stimuli. 
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Figure 5: Effect of glutamate receptor antagonists on the common SSA index 

(CSI). While the overall effect was an increment of the CSI during the application of 

both drugs (A, CPP; B, NBQX), at the population level (C) the amount of increment 

was not statistically significant. 
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Figure 6: Time course of adaptation during the oddball paradigm and 

glutamatergic receptor antagonists. The application of CPP and NBQX (green dots in 

A and B, respectively) reduced the responses to the standard stimuli, compared to the 

control condition (blue dots), and also made the adaptation faster. In contrast, there was 

very little adaptation for the deviant stimuli (C, D) where the effect of both drugs 

(yellow dots) was essentially a linear decrement of the responses compared to the 

control condition (red dots). One trial equals 250 ms. 
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Figure 7. Typical effect of the blockade of the GABAA-mediated inhibition on 

neural firing. A. Dot raster of the response of an adapting IC neuron to deviant and 

standard tones previous to the gabazine application. Black bars: tone duration. B. Dot 

raster of the neural response to the oddball paradigm during the blockade of the GABAA 

receptors with gabazine. C. Time course of the spike count in response to f1 and f2 

presented as deviant and standard tones before, during and after the application of 

gabazine. Gray shaded area: duration of the gabazine injection which starts at T = 0. 

The A and B arrows correspond to the times of the response displayed in panels A and 

B. D. Population box plot of the spike count to the deviant and standard tone in the 

control (Ctrl), gabazine application (GBZN) and recovery condition (Rec). The asterisks 
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indicate significant differences (Friedman test, p < 0.01). Deviant, red; standard, blue in 

all panels. Modified from (24). 
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Figure 8. Effect of the blockade of the GABAA-mediated inhibition on SSA index. 

A. Time course of the CSI of the example neuron displayed in Fig. Gaba1A-C before, 

during and after the injection of gabazine. Gray shaded area: duration of the gabazine 

injection which starts at T = 0. B. Change in the CSI of a population of IC neurons (n = 

46). Gabazine significantly decreased most of the CSI (open symbols) obtained at 

different repetition rates of stimulation (symbols). C. Population box plot of the CSI 

values during the control, gabazine injection and recovery condition. The asterisks 

indicate significant differences (Friedman test, p < 0.01). Modified from (24). 
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Figure 9. Typical effect of the activation of the cholinergic receptors on neural 

firing. A. Dot raster of the response of a partially adapting IC neuron to deviant and 

standard tones previous to the acetylcholine application. Black bars: tone duration. B. 

Change in the spiking response to deviant and standard tones during the acetylcholine 

injection. C. Time course of the spike count in response to f1 and f2 presented as 

deviant and standard tones before, during and after the application of acetylcholine. 

Gray shaded area: duration of the acetylcholine injection which starts at T = 0. The A 

and B arrows correspond to the times of the response displayed in panels A and B. D. 

Population box plot of the spike count to the deviant and standard tone in the control 
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(Ctrl), acetylcholine application (ACh) and recovery condition (Rec). The asterisks 

indicate significant differences (Friedman test, p < 0.01). Deviant, red; standard, blue in 

all panels. 
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Figure 10. Effect of the activation of the cholinergic receptors on SSA index. A. 

Time course of the CSI of the example neuron displayed in Fig. 9A-C before, during 

and after the injection of acetylcholine. Gray shaded area: duration of the acetylcholine 

injection which starts at T = 0. B. Change in the CSI of a population of IC neurons (n = 

105) elicited by acetylcholine. An augmentation of acetylcholine significantly modified 

the CSI of the majority of IC neurons with intermediate levels of SSA (open symbols) 

while those neurons that lack or exhibit extreme SSA remain unaffected by 

acetylcholine application. C. Population box plot of the CSI values during the control, 

acetylcholine injection and recovery condition. The asterisks indicate significant 

differences (Friedman test, p < 0.05). 



Ayala et al. (38) 

 

Figure 11. Schema of the effect of inhibition and acetylcholine on SSA. A. The 

blockade of the GABAA receptor by the iontophoretic injection of gabazine increased 

the overall response (shown here as PSTH) of IC neurons to both deviant (red) and 

standard (blue) stimuli, decreasing the CSI. B. On the other hand, the application of 

glutamatergic receptor antagonists reduced the responses to deviants and standards and 

increased the CSI. C. The activation of the cholinergic receptors by acetylcholine 

increases only the response to the standard tone of IC neurons with partial levels of 

SSA. D. Gabazine exerts a drastic change in the time course of adaptation in the 

response to the standard tone by increasing the fast and slow components of adaptation 

as well as the steady-state of adaptation. Acetylcholine affects only the sustained 

component of the time course of adaptation. CPP and NMDA make the time constants 

faster and reduce the steady-state.  Modified from (24). 
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Table 1: Effect of glutamate receptor antagonists on neuronal responses. Mean and 

SD for the different measurements taken. The units are trials (equivalent to 250 ms) for 

τr and τs, and spikes per trial for Ass, Ar and Ar. CSI: common SSA index, SI(f): 

frequency-specific SSA index, *: significant effect of the drug (p < 0.05, ANOVA; 95% 

confidence interval for the fittings). 

  CPP (n = 28)  NBQX (n = 25) 
  Control Effect  Control Effect 
Spikes per 
trial       

Standard  1.628 ± 1.707 0.634 ± 1.426 *  1.321 ± 1.529 0.384 ± 0.564 * 
Deviant  2.187 ± 1.791 0.866 ± 1.416 *  2.002 ± 1.747 0.917 ± 1.487 * 

First spike 
latency (ms)       

Standard  40.257 ± 28.656 45.478 ± 30.933  36.926 ± 24.200 49.429 ± 28.787 * 
Deviant  36.279 ± 26.990 44.628 ± 30.700  31.166 ± 23.261 45.733 ± 37.461 * 

CSI  0.254 ± 0.284 0.359 ± 0.277  0.271 ± 0.253 0.324 ± 0.299 
SIf  0.235 ± 0.292 0.339 ± 0.426  0.268 ± 0.308 0.338 ± 0.408 
Time course 
fitting 
(standards)       

τr  1.883 1.199 *  1.563 0.678 * 
τs  38.65 47.55  17.47 18.410 
Ass  1.526 0.525 *  1.283 0.342 * 
Ar  2.574 2.234  2.665 3.533 
As  0.560 0.460  0.394 0.442 

Time course 
fitting 
(deviants)       

a  2.358 1.029 *  2.134 0.930 * 
b  -0.002 -0.001  -0.001 0.000 
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