Vicarious radiometric calibration of a multispectral sensor from an aerial trike applied to precision agriculture
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Abstract

This article proposes a vicarious calibration as a radiometric calibration method using an onboard multispectral sensor and a low-cost manned aerial platform, PPG (powered paraglider) trike. The statistical analysis of the errors shows the precision reached with this methodology. The greatest advantage offered by this type of manned platforms is its flexibility of flight, autonomy and payload capacity, allowing multiple sensors to be integrated without constraints to weight and volume. The results were validated at two different heights in order to verify the solution obtained with the method, demonstrating the insignificance of relative atmospheric influence between the aerial platform and ground using this platform according to the radiative transfer model on a clear and sunny day. At the same time, the study aims to develop a new trend for remote sensing that will assist in decision making for the sustainable management of extensive crop areas using low-cost geomatic techniques. As a result of the radiometric calibration process, georeferenced images with different vegetation indices over vineyards are obtained.
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1. Introduction

The possibility of loading multispectral cameras on low-cost manned aerial platforms such as PPG trikes enables highly accurate radiometric studies to be performed. Therefore, it is desirable that the sensor should be subjected to a calibration in which the radiometric behavior of each pixel in the different regions of the spectrum is analyzed, using as “ground truth” the radiance obtained on different targets with the calibrated spectroradiometer (Honkavaara et al., 2009). The basis of this behavior lies in the fact that each body has a typical and different pattern of reflected/emitted energy when it is influenced by electromagnetic energy, which distinguishes it from other materials (Chuvieco and Huete, 2009) depending on atmospheric conditions and the sensor characteristics (Biggar et al., 2003).

The main limitation of PPG trikes to make use of methodologies based on quantitative remote sensing is the need to develop radiometric calibration methodologies to obtain validated radiance data. As advantages, PPG trikes are able to acquire higher spatial, spectral and mainly temporal resolution data with a lower associated cost (Hailey, 2005) and, also, the relative atmospheric corrections required for validating the radiance data are likely to be insignificant on a clear and sunny day. The high spatial resolution data available from conventional platforms, such as satellites and manned aircrafts, is usually limited to a Ground-Sample Distance (GSD) of 50 cm/pixel. Instead, PPG trikes are capable of flying lower than a conventional manned aircraft and therefore acquire images of higher resolution, reaching up to 5–10 cm/pixel. In addition, the ease of flight planning permits better temporal resolution than classical photogrammetric flight planning (Hernandez-Lopez et al., 2013). In satellite systems, temporal resolution is limited by the coverage patterns of the satellite’s orbit, involving lengthy periods in the delivery of the results (unfavorable temporal resolution) (Berni et al., 2009). Regarding unmanned aerial systems (UAS), the payload capacity and volume of onboard sensors as well as the limited flight autonomy means that the mapping and monitoring of large surfaces and ground covers are unviable. Last but not least, the progress of microelectronics in the field of navigation equipment (GNSS/IMU-Global Navigation Satellite System/Inertial Measurement Unit) has made it possible to provide these low-cost manned platforms with a quality solution to determine the spatial and angular position of the sensors and consequently their trajectory.

A key factor in the suitability of close-range remote sensing for vegetation analysis (i.e. precision agriculture) is based on the fact that such sensing procedures are non-destructive and non-invasive, providing similar accuracy to destructive field methods (Zhang and Kovacs, 2012). More specifically, the spectral signature
of a given crop is directly related to its phenological, physiological and morphological characteristics, such that any change in the plant will also disturb its reflectance (Lass and Callihan, 1997; Schmidt and Skidmore, 2003). These differences in the intrinsic spectral behavior of each species allow their discrimination and mapping by analysis techniques and digital classification. This is why the spectral signatures of different types of vegetation can be assessed, supported by vegetation indices and the subsequent biophysical magnitudes used in agricultural applications.

The most widely used and most familiar vegetation index is the Normalized Difference Vegetation Index (NDVI) developed by Rouse et al. (1974), which is based on contrasts between maximum absorption in the red spectral region, because of chlorophyll pigments, and maximum reflection in the infrared region, caused by the cell structure of leaves and reflection of the cover due to its structure. Despite its intensive application, in cases of dense covers or those consisting of several layers the NDVI becomes saturated, such that a non-linear relationship with biophysical parameters such as the Leaf Area Index (LAI) (Baret and Guyot, 1991) is seen. The next generation of vegetation indices were developed taking into account the linearity of the cover fraction and the leaf area index, but normalizing soil brightness and color (Gilabert et al., 2011). As implied by their name, these indices refer to the soil and include the Soil Adjusted Vegetation Index (SAVI) (Huete, 1988) and the Modified Soil Adjusted Vegetation Index (MSAVI) (Qi et al., 1994).

Other indices have been designed taking into account the spectral behavior of the soil in study areas, maintaining the sensitivity to biophysical magnitudes such as the Generalized Soil Adjusted Vegetation Index (GESAVI) (Gilabert et al., 2002). GESAVI showed good results for its linearity with LAI and soil noise reduction, simulating reflectances with radiative transfer models and with experimental data. A study by Broge and Leblanc (2001) addressing radiative transfer models has shown that the MSAVI is the best LAI estimator in terms of sensitivity-to-cover effects, variations in the cover parameters and the spectral properties of the soil. In the present work, the above vegetation indices were calculated in order to show the potential of multispectral calibrated images in agronomy.

Many studies have been carried out using multispectral and hyperspectral aerial and satellite images in the evaluation of crops (Herrwitz et al., 2004; Chen et al., 2006; Zarco-Tejada et al., 2004). In fact, some authors have published works that, using multispectral, thermal or other conventional cameras on board small aircraft or unmanned helicopters, demonstrate the viability of these as platforms for image acquisition for plant studies (Esposito et al., 2007; Xiang and Tian, 2007; Turner et al., 2011; Zhao and Peng, 2006). However, to date there are no studies in which low-cost manned platforms such as PPG trikes have been used for crop monitoring. These offer an ideal platform for the study of large extensions of crops due to the above requirements.

The purpose of this article is to evaluate a new methodology aimed at acquiring georeferenced multispectral data of high spatial resolution after a radiometric calibration of the multispectral sensor for the monitoring of crops and the detection of areas with pathologies or hydric and nutritional deficiencies. To validate the methodology, a cultivated area of 5.4 ha was studied via aerial-tri ke overflights at different heights, using open-source software and tools. Thus, for vicarious calibration a GNU Octave (GNU, 2013) code was implemented.

The article is structured as follows: after the Introduction, Section 2 defines the method of vicarious radiometric calibration. In Section 3, the instruments used and the method developed are described. The experimental results and their discussion are given in Section 4, and the most significant conclusions are outlined in Section 5.

2. Vicarious radiometric calibration

The analysis of data captured by multispectral cameras requires prior knowledge of the radiometric calibration parameters of each channel to obtain correct interpretations. The calibration method chosen here was vicarious calibration (Daniraud and Slater, 1989; Hernández-López et al., 2012), which involves performing an absolute radiometric calibration under flight conditions in an in situ radiometric measurement campaign. In this mode, the absolute method based on radiances was chosen because the digital level (DN) that defines each pixel is directly related to the radiation detected by the sensor (Hiscocks, 2011). The method based on radiances is theoretically more accurate than those based on reflectance, because it has an uncertainty of approximately only 2.8% as compared with 4.9% for the latter case (Biggar et al., 1994). This lower value is derived from the calibration and stability of the spectroradiometer required for calibration.

To carry out the radiometric adjustment, low-cost surfaces compared to other more expensive lambertian ones, have been selected as the ground control targets (invariant targets) to approximate comparable and homogenous spectral behavior under nadir observation angles to flight measurements (Davranche et al., 2009). In addition, via various laboratory tests and field studies the invariant reflective capacity for a period of time in which these surfaces were not damaged was confirmed. From the multispectral aerial images, the digital levels of these targets can be extracted and the radiance measured is obtained with the spectroradiometer on the ground, establishing a linear model for each spectral band of the sensor. To assess the effects of the atmosphere in terms of radiative transfer, the 65 Model (Vermote et al., 1997) was implemented, which transforms the radiance measured at the ground into that obtained at the height of the sensor. Finally, the results were validated with natural and artificial check targets (pseudo-invariant targets), contrasting the radiances calculated by the calibration parameters with those measured directly in the field.

Fig. 1 shows the workflow followed in the radiometric calibration process.

3. Materials and methods

3.1. Materials

The following equipment was employed for data acquisition:

- A GNSS device, Leica 1200. This consists of a RTK dual frequency receiver and geodetic GPS L2C and double dual-frequency antenna with L2C and serves to georeference control and check targets.
- A six-channel multispectral camera: Tetracam Mini-MCA. Each of the six channels of the camera is constituted by a CMOS (Complementary Metal−Oxide−Semiconductor) sensor and a filter with a preset performance against the spectral range. The spectral response of CMOS sensors is not uniform due to quantum efficiency and sensitivity. Neither do filters exhibit homogeneous transmission between each other. The effect of the combination of CMOS and the six filters results in a reduction in camera radiance, different per each wavelength. The camera specifications are defined in Table 1. The choice of the filter wavelengths (detailed in Table 2) was optimized for the evaluation of the particular behavior of the vegetation, avoiding areas of atmospheric absorption.
- A manned aerial platform supported by a powered paraglider (PPG) trike built by Airges. Its technical specifications are shown in Table 3. The Mini-MCA camera was loaded onto the PPG trike using an auto-stabilized mounting platform.
An aluminum multi-sensor gimbal (stabilized platform) where the multispectral camera is affixed. In particular, the gimbal includes two servomotors arranged on the $x$ and $y$ axes to maintain the vertical position of the camera along the flight path with precision. The servomotors are controlled by an Arduino board, which incorporates an IMU with 6 degrees of freedom: 3 accelerometers with a range of $\pm3.6 \text{ G m s}^{-2}$, a double-shaft gyroscope (for pitch and roll) and an additional gyroscope for yaw (both gyroscopes have a measurement range of $\pm300^\circ/\text{s}$).

The software developed for the control of the device was based on Quadl_mini V 20 software, with DCM (Direction Cosine Matrix) as the management algorithm of the IMU (Premerlani and Bizard, 2013). A low-cost GNSS system based on a single-frequency receptor, with a signal reception of GPS constellation and SBAS (Satellite Based Augmentation System) (NavCen, 2008). The GNSS antenna is installed on the camera platform close to the optical center of the camera to minimize the baseline. In order to contrast the GNSS altitudinal accuracy that affects the final CSD, a DigiFly VL100 barometer was installed. Thus, horizontal positioning during flight was performed by the NMEA (National Marine Electronics Association) protocol of the GNSS system using RTKNAVI software (Takasu, 2009), with corrections from the ground from another similar board equipment, allowing DGPS accuracies better than 1.5 m in planimetry and 2 m in altimetry to be achieved in real time, and better than 0.5 m in 3 dimensions in postprocessing.

A general purpose FieldSpec 3 ASD (Analytical Spectral Devices) spectroradiometer, used for the different targets (control and check) and specifically designed to acquire spectral measurements (radiance and irradiance) in the visible and near infrared ranges. The main technical specifications of the spectroradiometer are shown in Table 4.
Table 4
Technical specifications of the FieldSpec 3 ADS Spectroradiometer.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral range</td>
<td>350–2500 nm</td>
</tr>
<tr>
<td>Shooting time</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Spectral resolution</td>
<td>1 nm</td>
</tr>
<tr>
<td>Field of view</td>
<td>25°</td>
</tr>
</tbody>
</table>

3.2. Methods

3.2.1. Flight planning and execution

The study area was located in an experimental field of the ITAP (Provincial Agricultural Technical Institute) near Albacete (Castilla La Mancha, Spain), about 21 km from the capital. Data collection was performed on the 20th of June 2013 around a vineyard, grass and a Papaver somniferum crop of 5.4 ha.

Proper flight planning is important to ensure that the data captured will fit the theoretical parameters pursued; it also optimizes available resources and ensures a higher quality image, minimizing capture time.

First, the study area and subsequently the plot flight paths were defined. Then, the flight planning process defined the position and orientation of the camera, the design of different blocks of images, determination of the overlaps between different images, the necessary shot angles and guarantee of the scale through choice of the pixel size on the ground (GSD). A GSD of 0.08 m and 0.15 m was selected in this study.

The geomatic information required for the flight planning process can be obtained freely from the National Center of Geographic Information in Spain (CNIG), from its National Aerial Orthoimage Plan (PNOA, 2009) with a GSD of 0.25 m and a Digital Terrain Model (DTM) with a 5-m grid resolution.

Flight planning was performed by considering the relationship between flight altitude over the ground (H), the GSD, the focal length of the sensor (f) and pixel size, as described in Eq. (1).

\[ f \frac{\text{pixelsize}}{H} = \text{GSD} \]  

Considering Eq. (1), the characteristics of the camera (Table 1) and the required GSD of 0.08 m and 0.15 m, flight altitudes over the ground of 145 m and 245 m are obtained respectively. Also, additional restrictions, such as a minimum forward overlap of 60% and a minimum side overlap of 20% were established. The flight planning obtained is outlined in Fig. 2, where rectangles are the areas capture by each image shot in the point position.

3.2.2. Field data acquisition

In the study area, control and check targets were selected and positioned (Fig. 3) taking the GSD dimension into account.

The control and check targets used in the data collection are specified for both flights in Table 5.

In the radiometric campaign, calibration targets were characterized by the spectroradiometer as radiant flux detector. During data acquisition, the angle between the gun of the spectroradiometer and the targets measured was kept as orthogonal as possible, taking two measurements with an average of 30 spectral measurements per cover. In order to avoid the BRDF effects, the tarps have been characterized at field with enough number of samples to reject spectral reflectance anomalies.

Figs. 4 and 5 show the spectral signatures of the colored and grayscale tarps acquired in the radiometric campaign. The reflectance of these targets was obtained as the ratio of the reflected radiance of each cover and the irradiance provided by a reference target (Spectralon™ 99%), both measured with the spectroradiometer.

At the same time, and in order to avoid significant atmospheric variations, a planned PPG trike flight was conducted over the study area with a 0.08 m GSD (at 145 m height) and 0.15 m GSD (at 245 m height), capturing multispectral images (Fig. 6) and finally choosing those in which the maximum number of control and check targets appeared.

3.3. Calibration methodology and fitting model

Measured radiance serves as ground truth, establishing a connection with the digital level of the corresponding wavelength. On one hand, radiance was measured in a spectral range of 350–2500 nm with a nanometer resolution. On the other, the Mini-MCA recorded digital levels in its 6 channels, characterized by the response of the filters and CMOS per wavelength. Thus, the radiometric measurements were resampled and standardized for the spectral resolution of the camera.

In addition, digital levels were corrected for vignetting and the systematic background noise produced by each lens (Kelcey and Lucieer, 2012). The vignetting study was performed at the laboratory with uniform lighting, capturing images of a white pattern with low specular reflection (Zheng et al., 2009). The systematic background noise was evaluated at the laboratory under the absence of lighting conditions and analyzing the average response of the camera per channel for its different exposure times.

Because there are several images involved in calibration adjustment, a homogenization factor of luminance between images was taken into account to neutralize the exposure differences. These differences are caused by changes in lighting between different image captures and the exposure time of each channel, according

Fig. 2. Flight planning of 0.15 m GSD (at 245 m height) (a) and 0.08 m GSD (at 145 m height) (b).
to the manufacturer. This factor corrects digital levels and depends on the channel and the image. Also, a common unknown per image and invariant for each channel was included in order to absorb possible discrepancies between the standard and real atmosphere for each image.

The mathematical model used is shown in the following figure (Fig. 7), where $X$ is the vector of calibration coefficients (unknowns); $A$ is the design matrix (corrected digital levels of control targets in the images) and $L$ is the vector of independent terms (radiance measures of control targets).

Eq. (2) summarizes this model:

$$L = F_0 + F_1 \cdot DN_c,$$

where

![Figure 3. Terrestrial image of the control targets for the radiometric calibration (a) aerial image of the calibration targets and study area (b).](image)

Table 5

<table>
<thead>
<tr>
<th>Control Type</th>
<th>Material</th>
<th>Size</th>
<th>Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control targets</td>
<td>PVC tarp</td>
<td>5 m x 1 m</td>
<td>Black, Gray, White, Red, Green, Blue</td>
</tr>
<tr>
<td>Check targets</td>
<td>Artificial</td>
<td>PVC surface</td>
<td>0.55 m x 0.35 m</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Brown wrapping paper</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cork</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Cardboard</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Grass</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Natural</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Papaver somniferum</td>
</tr>
</tbody>
</table>

![Figure 4. Spectral signature from 350 nm to 1300 nm of the control targets (PVC tarps) obtained in the field with the spectroradiometer.](image)
\( L \) is the measured radiance of each control target, 
\( D_{Nc} \) is the digital level of control targets corrected by luminance, vignetting and the systematic background noise, 
\( F_0 \) is the offset calibration coefficient of each channel, 
\( F_1 \) is the gain calibration coefficient of each channel.

The unknowns are obtained by solving the over-determined system without rank default, performing a robust estimation with the Danish Method (Krarup et al., 1980), which rejects the out-of-range observations (outliers), giving a series of weights based on the residual values obtained in the previous iteration.

3.4. Atmospheric correction

In aerial radiometry, the aim is to determine physical values at ground level. In this way, an atmospheric model must be applied to study the behavior of radiance propagation because of scattering and absorption processes (Hernández-López et al., 2011). In this study case, the 6S radiative transfer model (Vermote et al., 1997) was applied for the less favorable flight (0.15 m GSD flight at 245 m height).

With regard to atmospheric parameters, the values of aerosol optical depth (AOD) were taken from AERONET (aerosol robotic
network). Owing to the absence of closer stations, the AOD value was extracted as the average of the values of two closest stations, approximately 200 km from Albacete in the North-West and South-East directions (Madrid and Burjasot, respectively).

For each control target, sun direction was obtained at the moment of image acquisition, expressed by the geodetic azimuth and the zenith angle from the vertical. For this calculation, the Solar Position Algorithm (SPA) library (Reda and Andreas, 2004) was used. The input parameters were obtained from known flight data and GNSS measurements. Once solar direction had been calculated, the atmospheric parameters were obtained from the 6S Model, which creates an atmospheric profile on the control targets involved in the calibration process for each of the channels. Among the atmospheric parameters calculated, irradiance per image and channel and radiance and reflectance at ground and sensor per target and channel were included.

According to the data obtained, the relative influence of the atmosphere is minimal because the atmospheric column spanned by the radiation is unimportant and can be neglected in the calculations, demonstrating that sensor radiances at 1 m or 245 m height (using 6S model (Vermote et al., 1997)) were fairly similar to those measured at ground level with the spectroradiometer.

3.5. Derived geomatic products

Geomatic products are characterized by their spatial, spectral, radiometric and temporal resolution (Aber et al., 2010). In the present case, spatial resolution was limited by a GSD of 0.15 m, considered sufficient for this type of agricultural study. Temporal resolution was established considering the phenological aspects of the crop and environmental aspects. Regarding spectral resolution, this is limited to the band width of the six filters chosen to detect certain types of plant behavior in the most appropriate spectrum, avoiding areas of atmospheric absorption.

Advances in computer vision, photogrammetry and new low-cost GNSS and IMU systems make it possible to obtain orthoimages generated from images captured with a non-metric digital camera aboard a low-cost aerial platform (Aber et al., 2010).

Finally, images were georeferenced considering Coordinate Reference System (CRS) ETRS89 UTM 30 (EPSG code 25830), which is required by Spanish legislation in all geomatic products. In the navigation phase, which uses a GNSS, WGS84 CRS was employed (EPSG code 4326).

4. Experimental results and discussion

Below, the calibration parameters of the Mini-MCA camera are reported. $F_0$ is the offset coefficient and $F_1$ is the gain coefficient (Tables 6 and 7) obtained for each of the six channels achieved in the mathematical fitting of the two flights with different GSD. The a posteriori variance in unit weight shows a value of 0.0043 W m$^{-2}$ sr$^{-1}$ and a correlation coefficient of adjustment, $R^2$, of 0.9940.

In both flights, the detection of outliers was studied in order to avoid outliers. Standardized errors were calculated with the Pope Statistical Test (Pope, 1976), the maximum standardized residual of 2.800 remaining under the threshold of 3.916 established at the 95% of confidence level with a Tau distribution.

Together with the detection of outliers, internal fiability was tested by means of redundancy number analysis. As a result, all the equations contribute to approximately the same extent, without there being an increased presence of certain observations, due to the internal design of the proposed system, confirming the absence of outliers in the observations. The redundancy numbers of the adjustment entail a range between 0.9306 and 0.9995 for both flights.

A statistical analysis of the resulting coefficients for both flights was performed in order to assess their differences. The statistical parameter was defined as:

$$Z = \frac{\mu_1 - \mu_2}{\sqrt{\sigma^2_{\mu_1} + \sigma^2_{\mu_2}}}$$

where $\sigma_{\mu_1}$ is the standard error of the mean value calculated as:

$$\sigma_{\mu_1} = \frac{\sigma}{\sqrt{n}}$$

The critical value for a two-tailed test at 5% of significance is ±1.96 using a normal distribution. According to the results shown in Table 8, the resulting coefficients of both flights show no significant differences, so the null hypothesis of both samples belonging to the same distribution can be accepted.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$F_0$ value</th>
<th>$F_1$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-60.5584</td>
<td>2627.3057</td>
</tr>
<tr>
<td>1</td>
<td>19.2122</td>
<td>4002.9353</td>
</tr>
<tr>
<td>2</td>
<td>2.7057</td>
<td>3108.6876</td>
</tr>
<tr>
<td>3</td>
<td>-13.0825</td>
<td>2590.2099</td>
</tr>
<tr>
<td>4</td>
<td>-84.4579</td>
<td>4349.9835</td>
</tr>
<tr>
<td>5</td>
<td>-60.9507</td>
<td>2660.1684</td>
</tr>
</tbody>
</table>

Finally, images were georeferenced considering Coordinate Reference System (CRS) ETRS89 UTM 30 (EPSG code 25830), which is required by Spanish legislation in all geomatic products. In the navigation phase, which uses a GNSS, WGS84 CRS was employed (EPSG code 4326).

4. Experimental results and discussion

Below, the calibration parameters of the Mini-MCA camera are reported. $F_0$ is the offset coefficient and $F_1$ is the gain coefficient (Tables 6 and 7) obtained for each of the six channels achieved in the mathematical fitting of the two flights with different GSD. The a posteriori variance in unit weight shows a value of 0.0043 W m$^{-2}$ sr$^{-1}$ and a correlation coefficient of adjustment, $R^2$, of 0.9940.

In both flights, the detection of outliers was studied in order to avoid outliers. Standardized errors were calculated with the Pope Statistical Test (Pope, 1976), the maximum standardized residual of 2.800 remaining under the threshold of 3.916 established at the 95% of confidence level with a Tau distribution.

Together with the detection of outliers, internal fiability was tested by means of redundancy number analysis. As a result, all the equations contribute to approximately the same extent, without there being an increased presence of certain observations, due to the internal design of the proposed system, confirming the absence of outliers in the observations. The redundancy numbers of the adjustment entail a range between 0.9306 and 0.9995 for both flights.

A statistical analysis of the resulting coefficients for both flights was performed in order to assess their differences. The statistical parameter was defined as:

$$Z = \frac{\mu_1 - \mu_2}{\sqrt{\sigma^2_{\mu_1} + \sigma^2_{\mu_2}}}$$

where $\sigma_{\mu_1}$ is the standard error of the mean value calculated as:

$$\sigma_{\mu_1} = \frac{\sigma}{\sqrt{n}}$$

The critical value for a two-tailed test at 5% of significance is ±1.96 using a normal distribution. According to the results shown in Table 8, the resulting coefficients of both flights show no significant differences, so the null hypothesis of both samples belonging to the same distribution can be accepted.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$F_0$ value</th>
<th>$F_1$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-77.1444</td>
<td>2548.2911</td>
</tr>
<tr>
<td>1</td>
<td>15.6807</td>
<td>3798.3712</td>
</tr>
<tr>
<td>2</td>
<td>-13.0825</td>
<td>2428.5566</td>
</tr>
<tr>
<td>3</td>
<td>-84.4579</td>
<td>4349.9835</td>
</tr>
<tr>
<td>4</td>
<td>-60.9507</td>
<td>2660.1684</td>
</tr>
</tbody>
</table>

Finally, images were georeferenced considering Coordinate Reference System (CRS) ETRS89 UTM 30 (EPSG code 25830), which is required by Spanish legislation in all geomatic products. In the navigation phase, which uses a GNSS, WGS84 CRS was employed (EPSG code 4326).

4. Experimental results and discussion

Below, the calibration parameters of the Mini-MCA camera are reported. $F_0$ is the offset coefficient and $F_1$ is the gain coefficient (Tables 6 and 7) obtained for each of the six channels achieved in the mathematical fitting of the two flights with different GSD. The a posteriori variance in unit weight shows a value of 0.0043 W m$^{-2}$ sr$^{-1}$ and a correlation coefficient of adjustment, $R^2$, of 0.9940.

In both flights, the detection of outliers was studied in order to avoid outliers. Standardized errors were calculated with the Pope Statistical Test (Pope, 1976), the maximum standardized residual of 2.800 remaining under the threshold of 3.916 established at the 95% of confidence level with a Tau distribution.

Together with the detection of outliers, internal fiability was tested by means of redundancy number analysis. As a result, all the equations contribute to approximately the same extent, without there being an increased presence of certain observations, due to the internal design of the proposed system, confirming the absence of outliers in the observations. The redundancy numbers of the adjustment entail a range between 0.9306 and 0.9995 for both flights.

A statistical analysis of the resulting coefficients for both flights was performed in order to assess their differences. The statistical parameter was defined as:

$$Z = \frac{\mu_1 - \mu_2}{\sqrt{\sigma^2_{\mu_1} + \sigma^2_{\mu_2}}}$$

where $\sigma_{\mu_1}$ is the standard error of the mean value calculated as:

$$\sigma_{\mu_1} = \frac{\sigma}{\sqrt{n}}$$

The critical value for a two-tailed test at 5% of significance is ±1.96 using a normal distribution. According to the results shown in Table 8, the resulting coefficients of both flights show no significant differences, so the null hypothesis of both samples belonging to the same distribution can be accepted.

<table>
<thead>
<tr>
<th>Channel</th>
<th>$F_0$ value</th>
<th>$F_1$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-60.5584</td>
<td>2627.3057</td>
</tr>
<tr>
<td>1</td>
<td>19.2122</td>
<td>4002.9353</td>
</tr>
<tr>
<td>2</td>
<td>2.7057</td>
<td>3108.6876</td>
</tr>
<tr>
<td>3</td>
<td>-13.0825</td>
<td>2590.2099</td>
</tr>
<tr>
<td>4</td>
<td>-84.4579</td>
<td>4349.9835</td>
</tr>
<tr>
<td>5</td>
<td>-60.9507</td>
<td>2660.1684</td>
</tr>
</tbody>
</table>
To address statistical significance, two complementary hypotheses were established. In this case, $H_0$ establishes that residual values are distributed according to a normal distribution with mean zero, whereas $H_a$ considers that the distribution mean is a nonzero value. The $F_0$ and $F_1$ parameters were studied in both flights, obtaining $p$-values greater than 0.279 and less than 0.001 respectively. Working with a 95% confidence interval, the $F_0$ coefficient may be negligible but not the $F_1$ coefficient. This is in agreement with the specifications of the manufacturer in that the offset parameter is negligible.

To validate the results, the mean of the absolute values of the residuals per channel of the targets (control and check targets) between the measured and calculated radiance was used. This parameter was always below 0.01 W m$^{-2}$ sr$^{-1}$ (Table 9).

Because the residuals in the 0.08 m GSD flight were lower than in the 0.15 m GSD flight, the parameters at 0.08 m GSD flight were analyzed in order to be used in future studies.

![Fig. 8. Mean of the radiance errors of the different control targets (W m$^{-2}$ sr$^{-1}$) per channel.](image)

Table 8

<table>
<thead>
<tr>
<th>Channel</th>
<th>$F_0$ Z score</th>
<th>$F_0$ P value</th>
<th>$F_1$ Z score</th>
<th>$F_1$ P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.0143</td>
<td>0.9886</td>
<td>0.0399</td>
<td>0.9682</td>
</tr>
<tr>
<td>1</td>
<td>0.0033</td>
<td>0.9974</td>
<td>0.0979</td>
<td>0.9220</td>
</tr>
<tr>
<td>2</td>
<td>0.0167</td>
<td>0.9866</td>
<td>0.0922</td>
<td>0.9265</td>
</tr>
<tr>
<td>3</td>
<td>0.0066</td>
<td>0.9948</td>
<td>0.0886</td>
<td>0.9284</td>
</tr>
<tr>
<td>4</td>
<td>0.0046</td>
<td>0.9963</td>
<td>0.0406</td>
<td>0.9676</td>
</tr>
<tr>
<td>5</td>
<td>0.0055</td>
<td>0.9956</td>
<td>-0.1341</td>
<td>0.8933</td>
</tr>
</tbody>
</table>

Table 9

<table>
<thead>
<tr>
<th>Flight GSD(m)/height(m)</th>
<th>Ch. 0</th>
<th>Ch. 1</th>
<th>Ch. 2</th>
<th>Ch. 3</th>
<th>Ch. 4</th>
<th>Ch. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08/145</td>
<td>36.22</td>
<td>43.71</td>
<td>42.77</td>
<td>35.82</td>
<td>37.32</td>
<td>31.46</td>
</tr>
<tr>
<td>0.15/245</td>
<td>45.32</td>
<td>66.29</td>
<td>53.46</td>
<td>52.07</td>
<td>47.41</td>
<td>54.88</td>
</tr>
</tbody>
</table>

A statistical study was conducted to check the calibration process (Eq. (6)).

\[ v = L_{\text{measured}} - L_{\text{calculated}} \]

\[ L_{\text{calculated}} = F_0 + F_1 \cdot D\text{N}_c \]

where

$v$: check target error,
$L_{\text{measured}}$: check target measured radiance,
$L_{\text{calculated}}$: check target calculated radiance, $D\text{N}_c$: digital level corrected by variations in exposure time between channels, vignetting and systematic background noise, $F_0$: offset calibration coefficient from each camera channel, $F_1$: gain calibration coefficient from each camera channel.

The standard deviation ($\sigma$) (Eq. (7)), root mean square error (rmse) (Eq. (8)) and average error $|\bar{v}|$ in absolute values (Eq. (9)) are shown in Table 10, and are defined as follow:

\[ \sigma = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (v_i - \bar{v})^2} \]

\[ \text{rmse} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (v_i)^2} \]

\[ |\bar{v}| = \frac{\sum_{i=1}^{n} |v_i|}{n} \]

This shows that most of the check targets, assumed to be pseudo-invariant targets, are suitable for the validation of radiometric calibration. In general, artificially colored uniform surfaces, such as PVC targets, provided the best precision in the six channels.

Fig. 8. Mean of the radiance errors of the different control targets (W m$^{-2}$ sr$^{-1}$) per channel.
of the spectrum, while more heterogeneous surfaces such as the ground or vegetation afforded poorer results. These are anisotropic and less homogeneous surfaces than PVC, with higher variations in the radiance leaving the target and its reflectance. This produces a slight increase in its \( \text{rmse} \) and \( \sigma \).

All these results confirm the feasibility of using tarps of different colors as a low-cost alternative to spectralon with certain limitations for vicarious radiometric calibration. As a result, several measurements can be obtained by increasing the number of targets and hence improving the quality of the mathematical fitting.

Although not aiming to investigate the performance of the different vegetation indices, an example of the product generated using the georeferenced multispectral reflectance images is provided in this work in order to highlight its potential in agricultural studies. Four multispectral vegetation indices were selected taking into account that they are widely applied in agronomy owing to their sensitivity to vegetation and their normalization of soil background brightness and color: NDVI, SAVI, MSAVI and GESAVI. The latter was parameterized for the soil characteristics in the study area.

These images were processed with algorithms defined in the 2nd and 5th channel of the multispectral sensor (670 and 800 nm) (Fig. 8) through an implemented code in GNU Octave software.

The reflectance of each pixel was obtained from the calculated radiance and irradiance per channel acquired previously with a calibrated PVC target that appeared on the image, according to Eq. (10) for each sensor channel [24], under the assumption of a Lambertian surface.

\[
\rho = \frac{L_{\text{calculated}} \cdot \pi}{\mathcal{E}} \tag{10}
\]

where \( L_{\text{calculated}} \) is the radiance calculated from each target and \( \mathcal{E} \) is the irradiance per channel.

Although the indices addressed here do not have the same range of variation, all of them identify the plant trellis in the scene, as can be seen in Fig. 9. They enhance the photosynthetic activity in the scene, showing not only the presence of the vineyard plants but also other small plants between the rows. The darkest areas correspond to non-vegetated areas. These images can also be compared quantitatively to other flight dates allowing the vineyard to be monitored for the managing of nutrients, diseases or water supply within the plot.
5. Conclusions

This paper describes a successful methodology for radiometric calibration using the vicarious method of a multispectral Mini-MCA camera aboard a low-cost manned aerial platform and using low-cost targets of invariant reflectivity material. The statistical analysis of the errors confirms the validity of the method. For this purpose, a flight at two different heights was carried out to test adjustment stability, the calibration coefficients being statistically consistent in both cases, demonstrating insignificant relative atmospheric effects occurring in flights below 300 m on a clear and sunny day. In fact, this is the maximum height at which these platforms are permitted to fly according to Spanish legal constraints. The results confirm a new trend for low-cost remote sensing, together with the use of the latest computer vision techniques and open-source geomatic tools. In this study case, the calibrated geomatic products can be used to successfully evaluate and classify large areas of different crops, allowing decisions to be made about irrigation, nutritional support and crop development through accurate georeferenced and calibrated multispectral images. Compared to classic aerial photogrammetric platforms (aircraft), the proposed methodology cuts costs. Regarding satellite systems, their temporal and spatial resolution generates a major limitation in applications to crops. The potential of this PPG trike system is evident, with the possibility of being able to load it with a large number of sensors that extend multispectral studies, allowing the advantage of a flying height that minimizes the need for atmospheric corrections. Here, the potential of deriving quantitative magnitudes such as vegetation indices is also shown. Future works will address the assimilation of the calibrated images into agronomic models to evaluate their consistency with advanced biophysical variables.

Fig. 9. Different plant indices in the vineyard area derived from the radiometric calibration: (a) NDVI Image, (b) SAVI Image, (c) MSAVI Image and (d) GESAVI Image.
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