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technological paradigm. The marketing model used in the 
CC paradigm is innovative, as it is based on a pay-as-you-
go concept (Armbrust et  al. 2010), in which users must 
negotiate and previously establish a Service Level Agree-
ment (SLA) in order to access services (Alhamad et  al. 
2010). Once this contract for computing goods has been 
established, both the users (through regular payments) and 
the CC system (by maintaining the service) are obligated to 
follow through with their agreement. This has resulted in a 
rapid growth of both private and public platforms (Fisher 
et al. 2010; Luo et al. 2011; Wen et al. 2012; Von Lasze-
wski et al. 2012) aimed to provide innovative solutions that 
can resolve the current needs of the CC paradigm.

At technological level, the originality is determined by 
the spectrum of underlying technology (virtualization, ser-
vice farms, web services, etc.), which have recently reached 
the point of allowing the services to be ofered with the 
same level of quality, regardless of existing user demand 
(Liu et  al. 2011; Wang et  al. 2010; Zhang et  al. 2010). 
These new possibilities at this level lead to the birth of a 
new concept, elasticity (Chiu 2010), which is based on the 
just-in-time production method (Hutchins 1999).

Existing research about elasticity, in the state of the art, 
is based on methods that use centralized algorithms based 
on mathematical and heuristic models (You et  al. 2009; 
Chandwadkar and Kharat 2014; Mann 2015), neither of 
which can ensure the eiciency of the system, or even its 
availability, in the event of a system failure.

Given these shortcomings, it is necessary to study new 
techniques that allow for the evolution of existing models 
with regard to elasticity of services. This study proposes 
the use of agent and multiagent systems (MAS) (Wool-
dridge and Jennings 1995), since from an internal point 
of view, a CC is characterized by its massive distribution, 
heterogeneity, and uncertainty. The inclusion of proactive, 
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1 Introduction

The industry and the academia have taken great strides in 
recent years toward developing the Cloud Computing (CC) 
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self-adaptation and learning capabilities, among others, 
is key for the evolution of these elastic management algo-
rithms for computational resources. Using this MAS-based 
approach, the framework of this study proposes a dynamic 
and self-adapting architecture for the distribution of com-
putational resources in a CC environment.

This work is organized as follows: the following sec-
tion provides a description of the context of and related 
approaches, Sect.  3 proposes the architecture based on 
multiagent systems, while the evaluation and discussion of 
these systems are presented in Sect. 4. Finally, the last sec-
tion presents the conclusions of the research.

2  State of the art

In a CC environment, the hardware infrastructure is vir-
tualized (Che et al. 2010; Chen et al. 2008), which means 
that there is an abstraction layer between the real hardware 
infrastructure and the computing nodes. Each of the ser-
vices is actually deployed in the computing nodes of this 
abstraction layer (referred to as virtual machines). In turn, 
the services are generally distributed among various com-
putational nodes, which is why it is needed to include a 
load balance system that can distribute the requests among 
the various computational nodes attending the services.

The use of virtualization greatly simpliies the manage-
ment of computational resources at the infrastructure level, 
making is possible to dynamically create or eliminate vir-
tual machines on demand or even migrate a virtual machine 
from one physical server to another in execution time, 
without needing to stop or pause the machine. Therefore, 
and given the capabilities ofered by virtualization tech-
nology, the problem, while complex, is actually simple in 
itself, since it is only based on the eicient redistribution of 
physical (real) resources among the diferent computational 
(virtual) nodes.

In current literature, the distribution of resources is 
viewed from two points of view (Buyya et al. 2010):

•	 QoS-aware based, or market oriented (Buyya et  al. 
2010) This irst group is associated with a client-ori-
ented distribution of resources model which attempts to 
minimize computational risks in order to distribute the 
computational resources according to the SLA reached, 
and following the pay-per-use economic model. Accord-
ing to this model, the management techniques for the 
computational resources aim to adhere to these agree-
ments at all time, thus providing the quality of service 
that was requested and consequently expected by the 
end user. The state of the art includes studies in line 
with this approach by means of mathematical models 
(Nguyen Van et al. 2009a, b; Wei et al. 2010).

•	 Energy-aware based (Buyya et al. 2010) In this second 
approach, the distribution of resources takes place by 
taking into account both the pre-established SLA and 
the energy consumption, which assumes compliance 
with both. There are fewer studies in the state of the art 
with this approach as compared to the irst, although 
they are more novel. This includes a variety of tech-
niques are also based on mathematical models (Belogla-
zov et  al. 2012; Kusic et  al. 2009; Raghavendra et  al. 
2008).

In light of these studies in the current state of the art, it 
is necessary to propose a new architecture for distributing 
of computational resources which would take energy con-
sumption into account. The present study follows a com-
pletely diferent approach based on optimization techniques 
and Artiicial Intelligence (AI), which allows for the distri-
bution of resources by following a distributed and scalable 
model, thus allowing the system to include diferent types 
of AI algorithms by means of the usage of organizational 
MAS.

A MAS framework based on Virtual Organizations (VO) 
has been selected to deal with these obstacles. MAS can be 
used to create a much more eicient, scalable and adapt-
able design for the CC environment than what is currently 
available. The use of MAS in the framework of the design 
for CC systems provides this paradigm with new character-
istics such as learning or intelligence, which makes it pos-
sible to develop much more advanced computational envi-
ronments in all aspects (intelligent services, interoperability 
among platforms, eicient distribution of resources, etc.). 
The number of studies that can be found on the state of the 
art relating CC with agent technology is actually low, but 
this tendency is changing and it is becoming increasingly 
common to ind studies and applications focused on this 
ield. Despite the limited number of studies on the matter, 
Agent-based Cloud platform is becoming a common con-
cept, mentioned by various authors in recent years (Talia 
2011, 2012; Kang et al. 2010; Sim 2012; Venticinque et al. 
2011; Braubach et al. 2014; Cao et al. 2009).

3  Architecture model

Taking into account the needs and shortcomings detected 
in the review of the state of the art, this article proposes a 
new model of a multiagent architecture based on VO and 
especially designed for the management of CC environ-
ments. Prior to formalizing the proposed architecture, it is 
necessary to formalize the context and the environment in 
which the proposed architecture will be executed. Given the 
complexity associated with a CC environment, as well as 
the diferent artiicial and human components involved in 
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this context, it is necessary to deine how the services will 
be ofered at a technical level. For this reason, and follow-
ing the CC model, each software service for the platform, 
at the PaaS or SaaS level, can be deployed simultaneously 
on various virtual machines (nodes or workers). This abil-
ity makes it possible to elastically conigure the resources 
assigned to each service. In terms of requests for a speciic 
service, the demand is balanced among the diferent vir-
tual machines that are associated to the service. Addition-
ally, the weight of each virtual node on the scale can vary 
dynamically in execution time. Therefore, the elasticity is 
based on modifying the (virtual) resources that have been 
assigned to each service dynamically according to demand.

The design of a monitoring and control system in a tech-
nology environment, such as CC platform, requires the use 
of AI techniques to be able to incorporate the tasks that 
allow the dynamic adaptation to the changes and alterations 
in the demand of the services ofered. The dynamic adap-
tation to changes that occurs in the environment requires 
learning capabilities, distributed representation of knowl-
edge, and advanced reasoning models. In this sense, a MAS 
based on virtual organizations allows the incorporation 
of theories, models, mechanisms, methods and tools that 
facilitate the development of systems with reorganization 
capabilities and those that can adapt automatically to future 
changes in their environment (Rodriguez González 2010). 
Furthermore, this design model permits the external agents 
to perform services within the organization, which facili-
tates the incorporation of new functionalities that are not 
directly developed by the system.

The architecture proposed within the scope of this arti-
cle is called +Cloud (Multiagent System Cloud) and is 
based on VO of intelligent agents, which in turn allows for 
the provision of new solutions required by CC platforms 
for the components to adapt, change, enter and exit. The 
main objective of +Cloud is the monitoring and ability to 
control a CC environment, allowing it to automatically and 
dynamically adapt to the needs at any given time. +Cloud 
gathers data from the entire CC environment, including the 
underlying infrastructure as well as the demand for the ser-
vices it provides. This distributed monitoring model makes 
it possible to instantly adapt existing resources of the CC 
environment according to demand for each service, which 
in turn meets the double objective of complying with the 
established SLA agreements and reducing energy con-
sumption. One of the most innovative aspects of +Cloud is 
the design of agents with advanced reasoning capabilities 
for the distribution of resources (Heras et  al. 2012; De la 
Prieta et al. 2013).

In order to model an architecture such as that proposed 
in this study, it is necessary to have advanced design 
methodologies. The GORMAS (Guidelines for Organ-

ization-based MutiAgent Systems) (Argente et  al. 2011) 

methodology is used in the present study. It is based on 
six meta models (agent, activity, interaction, environ-
ment, organization and norms), which make it possible to 
describe any MAS organization from four points of view: 
structural, functional, social and dynamic. The following 
sections describe the proposed architecture.

3.1  Formalizing the architecture

The proposed architecture is based on organizational 
aspects and, as such, it is necessary to identify the organiza-
tional structure to be used. To do so, the irst step involves 
identifying the components of the architecture, which per-
mits establishing the interaction model based on an analy-
sis of the needs of the potential system users. Based on this 
analysis, it is possible to deduce the roles of the users and 
components that participate in the system and the way they 
will exchange information.

The development of a monitoring and management 
system for a CC environment that follows a MAS-based 
design model difers from traditional models that control 
this type of platform, which tends to have a centralized 
decision-making process (Buyya et al. 2010). The scope of 
this article follows an alternative model based on the theory 
of agents and MAS in which the responsibilities, primarily 
monitoring and decision-making, are distributed among the 
platform components. This model allows the decision-mak-
ing process to be carried out right where the information is 
gathered, on the base that provides local knowledge, which 
has made it possible to design agile control processes based 
on uncertain information, prior knowledge, and the interac-
tion among similar agents. To a certain extent, this unique 
feature may lead to a situation in which, while the system 
adapts to demand by following the principle of elasticity 
of CC systems, some of the agents enter and exit the sys-
tem according to the life cycle of the physical components 
where they are located. Figure 1 shows how each one of the 
agents/roles that participate in the organization is located 
throughout the entire computational environment.

In following the indicated distribution model, each 
physical server in the CC environment contains an agent in 
charge of monitoring (Local Monitor) and another respon-
sible for the local level (Local Manager). Between the two 
they have the authority to completely control the physical 
server (PR) where they are located, which in turn implies a 
distribution of resources in the virtual machine. However, 
when the resources must be distributed, which involves the 
assignment or removal of nodes for a particular service, 
another specialized agent (Global Manager), which is also 
located in each one of the physical nodes of the infrastruc-
ture, is in charge of making these types of decision, which 
involves more than one physical node on the CC platform.
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Following a similar model, each service ofered to the 
users is associated with two agents, one for monitoring 
(Service Monitor) and the other for control (Service Super-

visor), both of which are in charge of ensuring compliance 
with the previously established SLA agreement. They are 
physically located in the node that balances the work-load 
among the diferent worker nodes, which permits them to 
have precise information available to make the correct deci-
sions at their level. In this sense, the tasks for this level are 
related to the workload balance among the diferent nodes, 
error detection and, most importantly, monitoring the qual-
ity parameters of the service.

There are also other agents with very diferent tasks 
located in the entry point of the CC system. First, two 
control agents, the irst of which is in charge of control-
ling the hardware infrastructure (Hardware Supervisor), 
its state, and the starting or stopping of the PRs accord-
ing to demand. A supervisor agent is the global controller 
(Global Supervisor) that ensures that the remaining com-
ponents and agents function correctly and in accordance 
with their speciication. Finally, there is also an agent in 
charge of establishing service agreements with the platform 
users (SLA Broker), which can negotiate the QoS level of 
services according to user needs and the state of the system 
at any given moment. It should be noted that this aspect of 
the CC paradigm extends beyond the scope of this research 
project and is considered part of future work to be car-
ried out. Nevertheless, the state of the art includes a great 
variety of techniques and algorithms, some of them based 
on MAS (An et al. 2010; Alhamad et al. 2010; Sim 2010, 
2012; Venticinque et al. 2011).

Finally, the system also includes an intelligent agent 
linked to the human users with the aim of simplifying 

the user’s interaction with the system. The agents that are 
linked to external (human) entities are the Cloud User and 
the End User. The Cloud User agent is linked to the Cloud 
Consumer role according to the architecture proposed by 
NIST (Liu et al. 2011); in other words, it consumes the ser-
vices and products provided by the CC system, which in 
this case are persistence and deployment for web applica-
tions. The End User agent is the end user of the applica-
tions deployed by third parties in the CC system. Addition-
ally, we have considered the existence of another agent, 
called Identity Manager, which is linked to the entity in 
charge of managing the entry and exit of users and their 
ailiation with agents within the system.

Given this identiication of agents and the roles that par-
ticipate in the system, it is possible to design an organiza-
tion that is uniied, intuitive, and contains a high level of 
abstraction (Agüero et al. 2009). In line with the guidelines 
indicated in the GORMAS methodological guide, one of 
the irst tasks is to instantiate the functional view (mission) 
of the organizational model, which is shown in Fig. 2. This 
view presents the products and services ofered by the sys-
tem, the global objectives to pursue (mission and justiica-
tion) and the afected interest groups.

Thus, the irst mission and reason for the existence 
of an organization will be to comply with the service 
agreements agreed upon with the Cloud User role, while 
minimizing the costs associated with this mission. The 
diagram indicates the types of users that use the system 
(Cloud Admin, Cloud User and End User) and the prod-
ucts that are ofered (storage and deployment of soft-
ware). In order to facilitate the interaction of the plat-
form, the following intrinsic services are also ofered: 
software management, software hiring, and infrastructure 

Fig. 1  Agents distributed over 
the infrastructure
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control. Among the services ofered, it should be noted 
that the platform also ofers as a service those applica-
tions that can be deployed in the system by third parties 
(Cloud User); in other words, these types of applications 
are required by the platform to justify the need to ofer 
storage and infrastructure products. However, given that 
a CC platform is a simple means (and not an end), these 
applications are also services that are ofered to the End 
User.

According to GORMAS methodology, it is necessary 
to specify four organizational dimensions: departmen-
talization, specialization, coordination and normalization. 
Based on this analysis of the organizational dimensions, 
the departmentalization and coordinating mechanisms 
within the system are analyzed. The coalition organiza-
tional pattern is selected as the most appropriate to model 
the system, since the various entities that compose a struc-
ture of this type will form groups according to functional 
similarities, and will coordinate among themselves to ofer 
the most complex and elaborate functionality; this descrip-
tion is perfectly suited to the coordination model pursued 
in +Cloud. Using this pattern, the main organizational unit 
(+Cloud) is departmentalized in the following specialized 
organizational (sub) units.

•	 SLA Negotiation, in charge of grouping tasks to estab-
lish agreements and negotiations with the external 
Cloud User role.

•	 Service Management is assigned with the monitor-
ing and supervision tasks for any products ofered, and 
for overseeing the agreed-upon quality agreements for 
those products.•	 Infrastructure Management controls the underlying 
hardware infrastructure, i.e., the system’s computational 
resources (real or virtual) by monitoring the resources.

Finally, the last noteworthy product from the architec-
ture’s design will be described within the environment in 
which the proposed organizational MAS is located. The 
environment is dynamic, complex, uncertain and hostile. 
These characteristics deine the type of environment in 
which MAS, especially those based on VO, are the most 
efective. Figure 3 provides a complete view of the model 
of the environment; the diferent system roles interact 
with the environment to achieve their individual objec-
tives through the provided ports, whether to simply read or 
modify:

•	 Two applications that use interfaces to operate with 
roles external to the system. In other words, the appli-
cation that can monitor the underlying infrastructure of 
the CC environment, especially designed for the Cloud 

Admin role and the web desktop, which has speciic 
applications for the Cloud User role. The end users 
access applications directly from third parties that are 
deployed in the system.

Fig. 2  Functional view (mis-
sion) of the +Cloud organiza-
tional unit
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•	 Three repositories associated with the information that 
should be persistent, the user´s storage, the agreements 
established with the users, the real hardware available, 
and the user’s history.•	 The igure also shows the diferent ports to access each 
of the resources for the environment. We can see the 
access ports to the resources that have been previously 
identiied (repositories and interfaces), as well as the 
three ports that can reconigure the underlying infra-
structure (control of the hardware environment, virtual 
environment, and balancing systems).

In conclusion, the design of the architecture based on 
the GORMAS methodology can provide a set of artefacts 
that can specify the system’s design. This process has made 
it possible to identify, from an external level, the mission, 
services and products provided by the system. Addition-
ally, from an internal level, it has also been possible to 
identify three organizational units, their corresponding 
agents, means of interacting with the environment (com-
munication interfaces with the users and access ports to 
the environment), as well as the interaction and negotiation 
model used. On the basis of this architecture, each agent 

Fig. 3  Model of the environment. Access to the ports in the environment
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can include diferent reasoning approach and algorithms 
that participate in the society to carry out the distribution of 
computational resources. These algorithms fall in line with 
the philosophy of MAS and are based on the autonomy of 
the components, such as distributed decision making. With 
this model it is possible not only to optimize the resource 
distribution process, but also to improve system availabil-
ity. This resource distribution model is innovative in and 
of itself; since current models are centralized and do not, 
therefore, consider the system’s dynamic self-adaptation in 
response to changes produced in the environment.

4  Evaluation and discussion

The evaluation and validation of the model for this study 
will be done through a CC platform developed within the 
scope of the research carried out by BISITE research 
group1 and will include diferent computational services at 
the hardware and software level. This CC platform was 
deployed in the HPC environment of the BISITE research 
group and composed of 15 latest generation machines that 
support virtualization in the hardware with the use of Intel-
VT technology and the KVM virtualization system.

In order to evaluate the proposed MAS architecture, 
a series of experiments were conducted with the aim of 
simulating the behavior of an organization and its members 
in a real adaptation case. The results obtained from these 
experiments have made it possible to empirically evalu-
ate whether the dynamic system responds according to its 

1 http://bisite.usal.es.

speciication, dynamically adapting according to the state 
of the environment and the demand for services.

The case study is based on a simulated Denial of Service 
(DoS) attack (Needham 1993) using methods that expose 
the platform for persistence of iles. The experiments were 
looking for various consecutive executions in the adapta-
tion process so that a single execution of the adaptation 
algorithm could not satisfy the demand in the services. 
These tests, from the point of view of the adaptation model, 
were positive, functioning perfectly within the limits of the 
case study, as presented in the graph in Fig.  4, after 2 or 
3 readaptation processes, depending on the method evalu-
ated. This dispersion was not considered to be due to the 
proposed resource distribution algorithms, but to the over-
load of the demand for resources in the lower levels that 
contain persistence data (database and distributed storage 
system).

The previous experiments provided an empirical evalu-
ation in a case study of a multiagent architecture and the 
adaptation models proposed within the platform of this 
study. The experiments conducted have made it possible to 
validate various aspects as explained in detail below.

In the current state of the art, the execution of the assign-
ment algorithms is a complex task that requires a great deal 
of computational time and power (Goudarzi and Pedram 
2011). In contrast, the proposed model simpliies the search 
for an appropriate solution to the problem because (i) it dis-
tributes the computational needs among diferent nodes; 
(ii) there are fewer values to consider since each node need 
only consider the data for its own resources; and inally 
(iii) each node can autonomously apply a partial solution to 
the problem, thus eliminating the need to coordinate at the 
global level of the platform. In terms of the speciic adap-
tation algorithms, the proposed solution uses optimization 

Fig. 4  Readjustment of 
infrastructures, consecutive 
adaptations
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techniques, which have been previously used (Kusic et al. 
2009), but never following a distributed approach.

The other big diference in this study with regard to 
other approaches in the current state of the art is the mini-
mum unit of distribution. With this approach it is possible 
to distinguish the micro and the macro level in the distribu-
tion of infrastructure resources, which makes it possible to 
solve the problem of demand without needing to instantiate 
virtual machines, which is in itself an energy eicient solu-
tion and maximizes the use of computational resources.

5  Conclusions

This study initially set forth to be one of the irst MAS 
approaches, or more speciically a VO-based MAS 
approach, to fall within the framework of control and 
monitoring systems in a CC environment. The study pro-
posed a new architectural model based on a MAS VO with 
a clearly integrative character. The proposed architecture 
model is appropriate for the problem we need to solve. This 
new model has demonstrated that a control and monitoring 
system in a CC environment can be designed with artii-
cial societies. This approach ensures independence of the 
decision-making process in software layers where the vari-
ous actions are executed. These characteristics is particu-
larly important in a CC environment because, as shown in 
the irst phases of this research, current platforms exhibit 
a high dependency on the technological environment (vir-
tualization tools, load balancers, distributed ile systems, 
etc.).
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