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Abstract

This paper presents a novel Ambient Intelligence based solution for shopping assistance. The core of
the proposal is a CBR system devel oped for guiding and advising users in shopping areas. The CBR
incorporates a neural based planner that identifies the most adequate plan for a given user based on
user profile and interests. The RTPW neural network is based on the Kohonen one, and incorporates
an interesting modification that allows a solution or a plan to be reached much more rapidly.
Furthermore, once an initial plan has been reached, it is possible to identify alternatives by taking
restrictions into account. The CBR system has been embedded within a deliberative agent and
interacts with interface and commercial agents, which facilitate the construction of intelligent
environments. This hybrid application, which works on execution time, has been tested and the results
of the investigation and its evaluation in a shopping mall are presented within this paper.

Keywords. CBR systems; multi-agent system; RFID; Shoppingl$jdohonen networks; RTPW
neural networks.

1. Introduction

This paper presents a novel Ambient Intelligenck ddlution which consists of a case-based
reasoning (CBR)-based multi-agent architectureeliged for guiding and advising users in shopping
centres (also known as shopping malls). A shoppergre is a dynamic environment in which shops
change, promotions appear and disappear continyoetsd. A CBR-based system is suitable for
resolving problems in dynamic environments, givle tapabilities for learning and adaptation
obtained through memories [2]. The proposed systelps users to identify a shopping or leisure plan

as well as to identify other users within a givéroping mall. Multi-agent systems (MAS) are
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specifically recommended for solving dynamic dstiked systems [3], and are very appropriated to be
applied in Ambient Intelligence solutions. In tipigrticular case we propose an intelligent agenthwhi

is integrated within a CBR-based reasoning mechaniis intelligent agent is the core of a multi-
agent system designed to automatically manageircespects of a shopping mall, and incorporates a
novel neural network planning mechanism, which Iblgtamproves the results provided by the
Kohonen networks [4]. The application users reqaisgireless device (mobile or PDA) to download
their own client agent and to interact with the tiragjent system.

This distributed system uses Radio Frequency [fiestion (RFID) [5] technology to ascertain the
location of users in order to provide security &amadptimize their time in the mall. The motivatitor
the development of such a multi-agent system derfirem one of the more distinctive characteristics
of shopping malls, namely their dynamism. Nowadaysis necessary to provide personalized
solutions for the users, which can make use of thebile devices to easily interact with intelligen
environments. In many cases, for example, useritmested in a particular product and do not know
where to buy it or have very little time, so nevogh or promotions need to be advertised to shoppers
[6]. The proposed MAS also helps users to identdifyocate other users and provides the shopping
centre personnel with updated information. The dyiagroblems that exist in shopping malls require
dynamic solutions provided by this technology. Fritva user’s point of view the complexity of the
solution is reduced with the help of friendly ussterfaces and a robust and easy to use multi-agent
system.

The shopping centre multi-agent system is composetient agents, which allow people to interact
with the multi-agent system; shop agents that manegrtain aspects of each shop, such as
advertising; and a manager agent, which carrieggoigding and recommendation tasks. One of the
main contributions of this paper is a distributedh@ecture for wireless environments whose main
characteristic is a deliberative CBR guiding agéiie CBR agent incorporates a novel neural based
reasoning engine [7] which allows the agent torideom initial knowledge, to interact autonomously
with the environment and users, and to adapt itee#invironmental changes. The proposal presented

has been used to develop a novel guiding applicdtio the users of a shopping mall. However, the
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aim of this work is to obtain a generic architeetuhat can be easily adapted to other similar
environments such as the labour market, educatigysibm, medical care, etc. An open wireless
system combining Wi-Fi, Bluetooth, RFID technolagend handheld devices was developed, which
is capable of incorporating agents that can prousieful guidance and advice services. The multi-
agent architecture is founded on Ambient IntelligeerfAmI) environments, characterized by their
ubiquity, transparency and intelligence [1]. Amhiéntelligence proposes a new way to interact
between people and technology, where the lat@dapted to individuals and their surroundings.

The proposed reactive user agents interact diredtlya deliberative CBR planning agent [8]. The
CBR planning agent is the core of the multiageohigéecture and is able to respond to events, te tak
initiative according to its goals, to communicatiéhwother agents, to interact with users, and t&ana
use of past experiences to find the best planshiee goals. A CBR agent [9] is a deliberativerdige
that works at a high level with the concepts ofiBas, Desire, and Intention (BDI) [10], [11]. The
CBR planning system presented in this study inc@es a novel Routing Problems with Time
Windows (RPTW) [12] neural network in the adaptatistage.RPTW are self-organised neural
networks, based on Kohonen networks [4] that ptesertain improvements very appropriate for
dynamic planning. This network incorporates anrggng modification that allows a solution or a
plan to be reached much more rapidly. Furthermonee an initial plan has been reached, it is
possible to identify alternatives by taking regtons into account.

The proposed MAS was tested in the Tormes Maatamanca (Spain) with interesting results.
The system performance was positive, after a pesfagchnical adaptation. The user response was
also positive, and some aspects of the mall's memagt have improved substantially. The shop
owners were the most reticent to using the systeradveral reasons as explained in the conclusions.

The next section presents the problematic thatvaiatil most of this research, focusing on a CBR-
based multi-agent architecture for intelligent eoniments. The proposed architecture is applied to
resolve a case study: an intelligent environmentsfmpping malls. Section 4 describes in detail the
novel neural based mechanism used by the CBR-bataiigent agents to give guidance in the mall.

Finally, Section 5 shows the results obtained aésting the architecture in a real scenario.



2. Ambient Intelligence for Shopping Malls

The mall has become one of the most prevalentnaltiees to traditional shopping. A shopping
centre is a cluster of independent shops, planmelddeveloped by one or several entities with a
common objective. The size, commercial mixture, c@n services and complementary activities are
determined according to regional demographics. yEsbopping mall has a permanent image and a
certain common management. A shopping mall needsetananaged and management includes
resolving incidents or problems in a dynamic enwinent. As such, a shopping mall can be seen as a
large dynamic problem area whose administratioredép on the variability of the products, users,
opinions, etc [13]. The continuous growth of thieinet and the unstoppable advance of technology
suggest the need to make changes in commercidegta. Among these new strategies, the
development of different E-Commerce systems is lwonentioning [14]. E-Commerce allows users to
shop through the internet, receive personalizednhptimns or request guidance. The incorporation of
artificial intelligence techniques has led to fertistudies and to the modelling of the mall problam
terms of agents and multi-agent systems [15], [TBpse authors focus on the shopping problem and
on the suggestions that can be made to users.rdheng use of handheld devices in recent years has
led to new needs, as well as great opportunitidsoth expand traditional commerce techniques and
apply new ones. These new devices facilitate tieeafisiew interaction techniques and require new
solutions based on Ambient Intelligence. In thisissg the mall is converted in an intelligent
environment, where the users are surrounded ohtdabies adapted to their needs and that can offer
personalized assistance and value added servioese Systems focus on facilitating users with
guidance or location systems (Fano 1998) based BS Gr [17] based on Wi-Fi technologies.
Bohnenbergeret al. [13], [18] present a decision-theoretic locatievaee shopping guide in a
shopping mall as a kind of virtual shop assist&uahnenbergeet al. [13], [18] propose the use of
decision-theoretic planning, but their system candvide the option of replanning in execution time
iGrocer [5] is a smart grocery shopping assisteagpable of maintaining nutrition profiles of itseus.
Particularly useful for elders and disabled shoppi@rocer can aid and advice users on what preduct
to buy and what to avoid based on nutrition critesnd price constraints, but does not provide
dynamic planning capabilities and location abiditi€roject Voyager [19] uses wirelessly networked
mobile devices to create personal shopping assistdnat delivers compelling web services to
customers in a supermarket. It has the inconveaiehcequiring a scanner to identify products. This
solutions focuses on clients recommendations giaakucts.

Ambient Intelligence proposes a new form of intéoacbetween people and technology, where the

latter is adapted to individuals and their surrangs [1]. In an Ambient Intelligence setting, peopl

are surrounded by intelligent interfaces mergediiity life objects, thus creating a computing-cdpab
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environment with intelligent communication and pssing available to the user by means of a
simple, natural, and effortless human-system iotema [9]. The objective of Ambient Intelligence
has focused on creating technologically complexrenments in medical, domestic, academic, and
other fields [1]. A shopping mall is a dynamic ewviment requiring Ambient Intelligence solutions.
There are several aspects in a shopping mall #rabe improved by means of Ambient Intelligence
solutions. In this study we have focused on fatilig a personalized client access to the servires,
providing suggestions and guidelines to the cliefitthe mall. The key concept in our proposal is a
case-based planning mechanism (CBP) [8] which alltearning and adaptation capabilities. The
CBP uses past experiences to solve new problenesudd of memories allows the CBP to personalize
and suggest by consulting and adapting solutioosmenended in similar past situations and their
corresponding results. The CBP mechanism requinedatad contextual information and a
communication mechanism in order to achieve itedbjes. The agent technology was chosen in
order to provide a distributed problem-solving andmmunication mechanism. Agents are
computational entities that can be characterizedutih their capacities in areas such as autonomy,
reactivity, pro-activity, social abilities, reasagi learning and mobility [3]. These capacitieowll
integration within a CBP mechanism and make thetiragent systems very appropriate for
constructing intelligent environments.

CBP [20] is a variation of the CBR systems [1] tbpecializes in generating plans. This paper
focuses on a CBP neural based guiding mechanisygrated within an intelligent agent for wireless
environments. The CBP agent incorporates a reagd@BP engine which allows the agent to learn
from initial knowledge, to interact autonomoushtiwihe environment and users, and to adapt itself t
environmental changes by discovering knowledge YWhow”. The proposal presented has been used
to develop a guiding system for users of a shoppiall that helps them to identify bargains, offers,
leisure activities, etc. An open wireless systens waveloped and is capable of incorporating agents
that can provide useful guidance and advice sesvicghe users not only in a shopping centre, but
also in any other similar environment such as @lheur market, educational system, medical care, etc

Users (clients in the mall) are able to gain actessformation on shops and sales and on leisure
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activities (entertainment, events, attractions), leycusing their mobile phone or PDA. Mechanisnrs fo
route planning when a user wants to spend timéermmall are also available. Moreover, the system
provides a tool for advertising personalized offsisop owners will be able to advertise their affier

the shopping mall users), and a communication syftetween management, the commercial sector
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Figure 1. Shopping Mall scenario.

Figure 1 shows the multi-agent based shopping stalhario. Clients use their personal agents to
consult the catalogue of the shops in the malieteive advice or personalized promotions, to refque
guidance suggestions and to locate other clierffiXRechnology is required) [5]. The Guiding agent,
which is the heart of the system, receives updatimation from all the shops in the mall and
interacts with the clients providing personalizedvges. The novel neural based planning mechanism

integrated within the Guiding agent is describedétail in the next section.

3.Multi-agent Architecturefor Shopping Malls.

The architecture of the multi-agent systems inca@s “lightweight” agents that can reside in
mobile devices, such as phones, PDAs, etc. [18¢s@tuser agents make it possible for users to
interact with the MAS by simply downloading andtaing a personal agent on their mobile phone or
PDA. The system also incorporates one agent fdn ehop in the shopping mall. These agents can
calculate the optimal promotions (those of greatdes success) and services at a given moment by
considering the retail data and the user profilé® core of the MAS is a guiding agent in charge of

generating plans (routes) in response to a usegsest, and looking for the best shopping or leisur
6



alternatives. The agent has to take into accowntusier profile, the maximum amount of money that
the user wants to spend, and the time available.gEmeration of routes must be independent of the
shopping mall management, since it is not apprtgria use the same knowledge base (or all
knowledge) controlled by the management. Only thewkedge corresponding to the offers and
promotions at the moment of guidance should be,usgterwise, the user will be directed to the
objectives of the shopping mall management. As lmarseen in Figure 2 there are three types of
agents in the multi-agent system: the Guiding ag8hbp agents situated in each shop, and User
agents situated in the user mobile device. Eachn &gent communicates with the nearest shops and
can communicate with the GUIDING agent. Shop ageatsmunicate with Guiding agent and User

agents.

Shop Agent

Shop Manag

Shop Agen

Shop Manager \
@—h _;&
. o ng]
DirectorShip Guiding Agent User Agent

Figure 2. Guiding agent, Shop agents and User agents.

One of the major problems in the development o&mhitecture based on a multi-agent system is
that there are currently no clear standards or daleloped methodologies for defining the steps of
analysis and design that need to be taken. Therprasently a number of methodologies: Gaia [21],
Agent UML (AUML) [22], INGENIAS [23], TROPOS [24]MESSAGE [25].The option chosen in
this study to define an appropriate analysis arsiggemethodology for the problem to be solved is
one that combines Gaia [21] and AUML [22], [26],an attempt to take advantage of both [27]. Two
models are obtained through the Gaia analysisrdleemodel and the interaction model. The roles
identified in the system are Communicator, Findemfile Manager, Store Operator, Promotions

Manager, Clients Manager, Analyst, Incidents Managel Planner. These roles will be explained in



detail in the following paragraphs. For each ofstheoles, it will be necessary to specify their

particular attributes: responsibilities, permissiactivities and protocols [21].
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Figure 3. Gaia Incidents Manager role model for the shoppiad] problem.

As an example, we shall present the Incidents Mamagle. In Figure 3 we can see how the
Incidents Manager role is responsible for managim@dents, supply events, and the suggestion
system. The protocols used are those requestingxtimution of an action to solve an incident, rsgue
a store update, and send suggestions. The actiatsate carried out manage different types of
incidents (security, client lost, restock or chyygelect the most suitable supplier, and manages ne
or suggestions. The role must have permissiond¢esacand update the incident database. Its liveness
responsibilities are as follows: MANAGEINCID whiawontinually solves incidents; SUPPLYPROD
responsible for looking for the best supplier; &ENDADVICE, which makes it possible to manage
the suggestions and news system. Lastly, the safsppnsibilities that the Incidents Manager ras h
are those which can establish a valid connectidh thie incident database.

Once the Gaia analysis has been finalised, the @Gadmn is carried out. There are three models
considered in the Gaia design process: agent mselelices model and acquaintance model [21]. As
can be seen in Figure 4, the agent model showtyples of agents that appear in the system, and the
number of instances for each agent type that caxbeuted in execution time. For example, the Shop

agent plays the Promotions Manager and Store Qpeaes.
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Figure 4. Gaia agent model for the shopping mall problem.

After applying Gaia, the result is a high-level tahstion design. At this point the Gaia design is

transformed so that AUML techniques can be appliéd AUML design provides class diagrams for

each agent, collaboration or sequence diagramegdoh interaction, state and activity diagrams to

represent internal states, and protocol diagramsiédel communicative acts [22], [26]. After

studying the requirements of the problem, threettypes were chosen:

The User Agent plays three roles: the Communicail@® (manages all the communications of a
user); the Finder role (looks for devices nearlyying to identify other users with similar
preferences or locate a given user — in this desese of RFID technology is fundamental. In this
way, a user can find other users with similar pexiees to exchange experiences and opinions);
and the Profile Manager role (obtains a user mpfiThis agent can ask the Shop agent about
promotions data or product details.

The Shop agent plays two roles: the Store Opefataharge of managing the store — operations
on stored products database — and monitors prathectages in order to prevent under-supply);
and the Promotions Manager role (controls theleetaieach shop, as well as the promotions that
every shop is offering to its clients).

The Guiding agent plays four Gaia roles which arkéddd into seven AUML capabilities: the
Clients Manager role (deals with the managemensef profiles and controls the connected users
at any given moment); the Analyst role (attemptprovide good quality of service by carrying
out periodic evaluations on retail, promotion andvey data trying); the Incidents Manager role
(manages incidents in the mall, such as sendingestigns, or solving a wide range of problems

such as security, alerts, lost children, etc.); dn@dPlanner role, which is the most important role
9



in our system given that it creates a route idgintif the most suitable shops, promotions or events

to the user profile and available resources atpamgcular moment.
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Figure5. Guiding agent class diagram.

As can be seen in Figure 5, the Planner role idemented through three AUML capabilities
(Update, KBase and CBP), that make up the Casadhmapning cycle explained in detail in Section
4 of this paper. The use of RFID technology alltkes Guiding agent to locate persons in the mall for
security or strategic reasons. Where there isetysabncern - as with young children or the elderly
microchips or tags (Sokymat ID Band Unique Q5 veitbhip Hitag S 256) can be placed on bracelets
worn on the wrist or ankle [5]. These chips or sonders use a 125 kHz signal. The door readers
(Hitag HT RM401 and mobile WorkAbout Pro RFID) serss[5], are installed in strategic areas
within the mall. Each reader sends a pulse of rad&rgy to the tags and listens for the tag’s nespo

The signal received from a tag is sent to the Gigidigent in order to be processed.

4.CBP Neural based planning mechanism

In this Section we present a novel planning sydtesed on the combination of neuronal networks

and CBP systems [8], specifically designed to ptevguidance suggestions. The proposed planning
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mechanism was initially configured to work in a gpimg mall, but it can be easily adapted to work in
many other similar industrial environments. Casgeba planning allows us to retrieve past
experiences when a new plan is created, which gesvihe system a large capacity for learning and
adaptation [8], [9]. The neuronal networks proposétthin the framework of this research are self-
organised, based on Kohonen [4] networks, but ptesertain improvements (RPTW Neural
Network) [12]. These improvements allow the netwimrkeach a solution much quicker. Furthermore,
once a solution has been reached, it is possiblaake new modifications taking restrictions into
account (specifically time restrictions, as in tase of this study).

Case-based planning is based on the way a newiplgenerated through experiences acquired in
the past (after the creation and execution of ptansesolve problems similar to the current one).
Case-based planning is carried out through a CRie d8§], [20]. The CBP cycle is formed by four
sequential stages: retrieve, reuse, revise andnrdia the retrieve stage the CBP recovers past
experiences with a description of the problem sintib that of the current problem. In the reusgesta
solutions used in the past are adapted to creagwasolution. In the revise stage the resultsradthi
after executing a new plan are evaluated. Lastlythé retain stage, lessons are learnt from the new
experience. Each one of the stages of the CBP ayele be implemented in various ways, using
different algorithms. In this study we present aeianodel that allows the integration of planning
based on cases within RPTW network. This modelreffgreater speed for obtaining Kohonen
network solutions and incorporates restrictionth&snetwork.

The main concept when working with CBR systemshis toncept of case. A case is a past
experience and is composed of three elements: dgonodescription, the solution applied to resolve
the problem description, and the result obtainget afpplying the solution [1]. The case structwsedu
to propose guidance suggestions in a shoppingisndéiscribed as follows:

Problem Description: Describes all the informat@wailable for the CBP mechanism at the
moment of a new suggestion request. As can beireEable 1, the information consists of an

initial location of the client, client characteitst obtained through their profile, the concrete
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preferences indicated by the client at the moménhe request, and a set of restrictions (time

available, money available, opening and closing$inetc.)

Table 1. Problem description structure

ProblemDescripticObject Type

Case Id Integer

Initial Location Coordinate

Client Profile ClientProfile

Client Preferences ArrayList of
ProductPreference

Restrictions ArrayList of Restriction

- A client profile contains information about a clisnpersonal data (gender, economic level,
postal code, number of children, and date of biati) interests, and retail data (retail time and
frequency, monthly profit - both business and prtduin our problem, three main attributes
have been considered: personal data, retail/leisme data and interest data. The retail/leisure
attribute is composed of business type, businesstifttation, product type, product
identification, price, units and date attributesieTinterest data attribute is composed of retail
time and frequency, monthly profit both business product, extracted from retail data, and the
explicit attributes obtained from questionnaireaclE attribute has a value, noun or adjective, and
a weight assigned. Clients indicate their prefegsras a list of product preferences. The structure

of a product preference is shown in Table 2.

Table 2. Product preference structure

ProductPreference Object Type
MinimumPrice Float
MaximumPrice Float

StartTime Date
FinishTime Date
Product Type Integer
Shop Type Integer

- The global restrictions are applied on the whoé@nd not on each of the individual shops. The

restrictions contain information about the time amahey available Table 3.
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Table 3. Planning restrictions

Restrictions Object Type
TotalTime Time
TotalMoney Float

- Solution: Describes the sequence of actions (glaoposed by the CBP to resolve the problem
description. As can be seen in Table 4, the plawisposed of a list of product preferences and

the proposed route to achieve the client objectives

Table 4. Plan Structure

Plan Object Type
Caseld Integer
route Route

- Aroute is a list representing the suggestion prteskto the client. As can be seen in Table 5, the
route consists of various stages, each of whichagws information such as the shop visited by
the client, arrival time, the time spent in the ghthhe products consumed by the client, and the

next destination.

Table 5. Route definition for a guidance suggestion

Route Object Type

shop Shop

ArrivalTime Time

ServiceTime Time

RetailProducts ArrayList of Product
NextSho| Route

When a client purchases a product, the followinfprmation is stored: date, money spent,
product and shop details.
Result: Contains the case id and a number indgadte plan efficiency. It is important to
evaluate the plans executed because this metribeamsed as an index to help optimize the
retrieval strategy.

The CBP needs additional information to genergpéaa. For example, the location (coordinates),

accesses (coordinates) and a list of availableystsdare stored for each shop in the shopping mall.
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The CBP uses cases to resolve problems so that ashew problem description is received, the CBP
executes a new planning cycle and obtains a new (glalution). The initial proposed plan will be
modified (replanned) if an interruption occurstie user adds new shops to a route or modifies the
initial preferences, then we are in a replanningagion, and the system generates a new plan éor th
new conditions. This is one of the main advantagesur system, the dynamic planning. During each
reasoning stage the CBP performs the followingasti

4.1 Retrieval

In this stage, the CBP consults the case memoryeoaVers those cases with a problem description

closest to the problem description of the currexstec As a field of the problem description, clients

indicate their preferences, which are represened a{p,,....p,/ p, ={2.2,,2,,2, Z;, Z:}} ,

where z is the minimum price, ,zis the maximum price,szhe start time, zthe finish time, gthe
product type andezhe shop type. The CBP looks for cases that atalsaito the client’s preferences.
In order to do this, a modified version of a SOMI{®rganizing Map) [4] using supervised learning
was implemented. For each point of the Route, atfom (1) is calculated taking into account thas s

the sex of the client, sepresents economic levelpostal code, snumber of children, and date of

birth. If the productsp; do not match the preferences, the value for tmstfon will be zero.

f(s,...s) p,Op (1)
0 eoc

f'(sl,---,s5>={

To predict the adjustment of a product to the tlpofile, a SOM is used. This neural network uses

supervised learning, so that in the first step, thetwork is trained using the client's

profile{c,,...,.c, /¢, ={s,,S,,S;,S, S;}} and the corresponding retail data. In the secdep, ghe

neural network uses the experience acquired itréreing phase to generate a prediction for the new
problem. The general idea is to group the clieejgsedding on if they are interested in a product or
not, so that the output layer of the SOM networktams two neurons. The input layer contains
neurons as variables in the user profile (2). Fdhishows a graphic representation of the prewousl

explained neuronal network. It does not containr@gyrons in the input layer and only two neurons in

14



the output layer. This network makes predictionsualwhether a client is interested in a product or
not. Srepresents the input for the neuron;irgpresents the weight which links the input neurand

the output neuron j, and finallyrgpresents the output value obtained from the meguro

p=ik CVICV]

Yi—>»

Figure 6. Weighted SOM neural network.

As can be seen in Figure 6, in the first phasertpet value of the client profile is standardiz&)l.
In order to do this, the mean is subtracted in ezcthe values of the user profile, and the result

obtained is divided by the deviation.
_S—H (2)

This way, the network will be able to work withautits in the input layer, and all the values wél b
comparable. This normalization is a compulsory Sigfore beginning the clustering.
Once the input data has been standardized, thalnetwork can proceed with the learning phase.
The learning phase is divided into two steps:
1. In the initial step, all the client profiles assighto a given group are selected. Then, the weights
matching each group are calculated using the k-megthod [28]. In this way, the weight can be

obtained for each of the neurons of the group, If. eg with t>r is the pattern for a group, where

& is the set {s . s}, then p,,is given for (3)

3

where s,k is the input i in the pattern k.
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2. In the second step, a new weight is calculated.stéedard deviation of input patter.e, & (4)
and the pattern that belongs to a groyp.es (5) is calculated and a new weight is generated as
described in the following equations. The objectfethis weight is to weigh the distances of

input values according to their importance in tlassification (6).

4

1 ! 2
o=+ S -5
Jt_m;u )

[1 o 5
ag=+ %Z(sk_g)z ( )

P, =Nn* In(jo"-o] +1) (6)

When the values have been calculated, predictiansbe made. The predictions will indicate the
client's preference degree for a product. A highuean the resulting prediction indicates a high
probability of a client’s interest in a product. eltprediction of the output value is calculated as
follows (7):

n (7)
y; = Z@S ~ Pija *iJ

Pi2

The final value representing the preference degfeeclient in relation to a product is obtained as

follows (8):

Yi )

Finally, each point (product in a shop) obtainedrdered according to the output value obtained
from f and a new plan is created. The new plan conthioset shops with a greater score for the
product types indicated by the client. The shopstaining product types and receiving a score
f(s,,...,S) < 05 will be rejected. In this way, a new plan with teeommended shops to visit is

achieved. The case retrieved contains the plansathé one with a problem description similar wath

16



greater similarity to the current problem. At tpiint, all that remains is to order the shops atiogr
to the restrictions imposed by the client.

In the case that no similar plans could be retdewke clients must indicate explicitly the shops
where they want to buy the products. Once the tlgatects the shops and establishes the time

restrictions, the system generates the route towWolThe final information provided by this phase i
represented as a tuplg,....t, /'t ={X,, X,,X;,X,, X;}} where (%, x;) are coordinates,sxepresents

the arrival time, xthe departure timesthe service time and m represents the numberagssiThe
service time is configured depending on previones stored: if there exist data for the same user a
the same day of the week, then these data is ofleetwise, an average of the times for users with
similar gender and age is used. Time restrictioagaken into account only if the user has expicit
specified the initial and final time. In the redtsituations the restrictions are not taken intocamt
because it is impossible to know a priori whichl vé the time assigned to a task before planning.

4.2 Reuse
In the reuse phase, once the shops that the shenild visit have been selectgt,...,t,}, the CBP

planning mechanism calculates the route that véllshggested to the client. The CBP obtains the
coordinates of the shops and calculates the raitgywa modified SOM neural network. This neural
network presents a novel improvement which alloesolving the problem according to temporal
restrictions.

The self organizing maps can be seen as a heuwstid to resolve the TSP (Travelling Salesman
Problem) [7], [29]. It is necessary to define aghdourhood function in order to define the influenc
of a neuron on her neighbours. The neurons clésdéke winning neuron are those which will modify
their weights in a more important way. It is alsecessary to define a decreasing function which
allows calculating the learning rate of the nemetivork. The self organizing map implemented in the
reuse stage is a SOM (Self-Organizing Maps) anduthetion that allows the weights to be updated is

defined as follows:
W (t+2) = w, (t) +79(Kk, h,t)(x; (1) = w, (1)) 9)
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Where:
W, : Weight representing the link between initial re¢ur and final neuron k

t: lteration

) Learning rate

h: Winning neuron
k : Neuron of output layer
i - Neuron of input layer
Due to the restrictions presented within this peobl all parameters must be configured
automatically since the final clients are suppdsdaive no knowledge about the system operation.
The neighbourhood function g (k, h, t) chosen far problem will depend on the number of

iterations to establish the neighbourhood radi@3. (1

(10)

_|k_h|j\/(nk1_nh1)2 +(n, —Ny,)° _/1|k—h|t
N2 Max(c;} Y

i,]

g(k,h,t) = Exp (

Where:

- k: index of winning neuron

- h: index of current neuron.

- N: Number of shops

- B: constant with value between 5 y 50

- A: constant with default value 1

- t: current iteration. Value between 0 1N

- fj: distance between shopsiy |

- n;: Coordinate j in the neuron i

In (10) we can see that the first multiplier dese=aas the neighbourhood decreases, while the
second multiplier increases as the distance betwearon decreases. Both terms always take values
between 0 and 1. The third term takes values betWeandi|k-h|, wheré\=1, and the greater value
for k-h is N/2.

18



The learning rate must be configured so that ireleses when the number of iterations increases.
This fact allows a better convergence in the ihjilzases and minor modifications in the final pkase

resulting in a better adjustment. The function emo®r the learning rate is as follows:

e (11)
n(v) = p[ %—N}

Where:

N: number of shops

- B: constant with value between 5 y 50

- t: current iteration with value between 0 gt

To allow resolving optimization problems accorditagthe temporal restrictions imposed by the
clients and the temporal restrictions imposed ke ghops, it is necessary to modify the previously
explained SOM network. The restrictions that mestonsidered are:

- Service time: Time employed for a client in a shbipis time is extracted from the memory plans

(seconds)
- Arrival time: The initial time for the arrival (sends)
Limit hours: The time limit for the arrival (secos)d

- Opening hours: Even if clients arrive before tlset, they will not be served until the opening

hour (seconds)

- Closing time: After this time, the users will nat berved (seconds)

In order to add these new restrictions, it is ne@ssto include new neurons in the input layer.nEac
of these new neurons represents one of the pansmatntioned. The information available to the
input layer will be:

- Coordinates

- Opening hours

- Closing time

- Service time
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The output layer is organized following the schemhéhe TSP problem: contains N neurons, one
for each of the shops to visit.

The modification of the values corresponding to wesghts of the links between neurons will be
made in the same manner as with the previouslyasgd network, defining a new neighbourhood
function.

Moreover, a new distance function will be definddwill be called temporal distance and it
replaces the previously used Euclidean distandbemeighbourhood function. In order to establish
the arrival time at the shops, it is necessanake into account the space per time unit thatentli
employs in going from one shop to another. Forgdee of simplicity, let us assume that the length

unit is equivalent to a temporal unit. The new tiorcdefined is:

dt; =dt(x,x,) = Max{f, +t,,b,} (12)

1777 177

Where:

- 1 Accumulated time to arrive to shops i plus theise time
- b: Opening hours

- fj: Distance between neurons i and |

- n;: Coordinate j of the neuron i

Therefore the neighbourhood function will be:

(13)

k—-h A k—h|t
g(k,h,t) = Exp (—' 'j __lk=h]
N/2 )Maxqd;} AN

By

; * 14
df,, = {\/(nkl ) nhl)z +(n, — nhz)2 s ¢ —dt, <d (14

0 €0c

Whered; =d"(x,X;) = f; +s; with § being the service time for the shop j, andbeing the

closing time of the neuron k;:fits value is calculated using the Floyd algoritfag].
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The use of the new distangékh allows the neurons to be swapped with their neighbdf the
temporal restrictions have not been overcome; tiesless, this method does not guarantee that the
system can achieve a valid solution.

The learning phase is completed when every poisitahainning neuron. This factor is reviewed at
the end of each iteration. If this condition is ramhieved, the learning phase is reinitiated. & th
system can'’t provide a valid solution at the endhef learning phase, the system provides a solution
that minimizes the delays.

As the intermediate points of a plan are achieitethn be necessary to initiate a new replanning in
case some of the objectives cannot be achievedeflan, the reuse phase is applied by simply using
the last visited shop as the initial point.

4.3 Revision/Retain

Once the tour has been finished, clients indicdkbesr degree of satisfaction. If the plan was
satisfactory, the route carried out by the clieiit be stored in the casesemory and will be used for
future planning.

In order to illustrate the proposed mechanism, megaing to present an example in which a user
requests a new plan proposal and indicates perpogfairences. As can be seen in Figure 7 and Figure
8, the user indicates preferences via a personadaleThe preferences chosen by the user can be see
in Figure 8b. In this case the user expects tolwabtnovie at 22:00, drink a coffee between 19:30 an
20:00, eat at a restaurant approximately betweedD24nd 21:45, buy some trousers and a shirt priced
between 0 and 50€. This data is pre-processedansfarmed into preference vectors pz{ pps}:
p:={0, undefined, 21:45, undefined, cinema}
p>={0, undefined, 19:30, 20:00, restaurant}
p:={0, undefined, 21:00, 21:45, restaurant}
ps={0, 50, undefined, undefined, clothes}
ps={0, undefined, undefined, undefined, clothes}

Once the preferences have been obtained, the systesults the user profile, represented as a

vector c={male, 20.000-25.000, 37006, 0, 81}. Wtfs information the most appropriate shops and
21



service times are selected as indicated in SedtibnThe result obtained after executing the redtie
to={145, 247, undefined, undefined, 0}
t,={269, 266, 16:30, 21:00, 0:18}
t,={377, 229, 16:30, 21:00, 0:31}
t;={320, 133, 19:30, 20:00, 0:26}
t,={438, 119, 16:30, 21:00, 0:27}
ts={438, 199, 16:30, 21:00, 0:19}
ts={438, 288, 21:00, 21:45, 0:56}
t;={402, 77, 21:45, 22:00, 2:19}
t={461, 64, max, undefined, 0}
where § represents the starting point andhie final point. This final point is chosen as gi®p
with a higher value because of the opening timewitidoe automatically scheduled as the last point
to visit.
Once the shops have been selected, as shown ireFig) and the time restrictions have been
obtained, the reuse stage is executed in ordethtedsile the tasks. The result obtained in thiseas
a plan containing times and locations. This plamtoarepresented as a sequence of tasks, as shown i

Table 6. The plan is represented on a 2D map artdsé¢he user device as shown in Figure 8a.

Table 6. Route proposed to the user

Shop Coordinate Arrival Departure | Opening | Closing Service | Distance
Time Time Time Time Time
Origin (145, 247)| 18:37 18:37 0:00 115,35
Mango (269, 266)| 18:43 19:01 16:30 21:00 0:18 28,02
H&M (377,229) | 19:03 19:34 16:30 21:00 0:31 15,62
Cafe (320, 133)] 19:35 20:01 16:30 22:30 0:26 102,02
Zara (438, 119)] 20:07 20:34 16:30 21:00 0:27 16,97
S&P (438, 199)| 20:35 20:54 16:30 21:00 0:19 16,97
McDonalds| (438, 288) | 20:55 21:51 16:30 23:00 0:56 27,31
Cinema (402,77) | 21:53 24:12 21:30 03:00 2:19 41,8
Destination| (461, 64) | 24:15 24:15

As can be seen in Table 6, the arrival times aleutated depending on the restrictions imposed by

the user.
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5.Results and Conclusions

The system presented in this paper was testecei dhmes shopping mall, located in the city of
Salamanca (Spain), during the last months of 20@6 the first months of 2007. An intelligent
environment based on the use of Wi-Fi, Bluetootth BFID and handheld devices was implemented
in this mall. The intelligent environment improvése services offered in the shopping mall by
providing personalized services through handheldicds. The clients can receive personalized
promotions, recommendations about products or sanggyuiding suggestions. They can also receive
news or advises of their particular interest, dorimation about other clients with similar preferes
(with whom they can communicate), as well as masge af indoor location services. The Tormes
shopping mall has 84 different businesses inclughmps, restaurants, cafes, cinemas, hair salahs an
a day nursery. The core of the intelligent envirentris a Guiding agent [8] which integrates a nleura
case-based planning mechanism [12]. The Guidingtagtends to clients requesting suggestions. The
clients then use their personal agents installetheimn handheld devices (PDA, mobile phone, etr.) t
interact with the intelligent environment. The Goglagent proposes guidance suggestions depending
on client preferences and the shops” capabilifiier taking the user's interests into accountcgda
to visit are selected, routes are tracked to irelimbse locations, and an easily re-plannable rigute
proposed in the event that the initial plans atermpted. This is done while bearing in mind tinest
available, and the schedule for shopping and leisativities. Once the optimum plan has been
generated, the Guiding agent sends it to the cligant. The client agent displays the route prapose
to the client on a map (using Roordinates) and monitors the execution plan. dlleat can easily
consult the route displayed on the mobile devite @lient must indicate the beginning and the dnd o
each step of the plan. Figure 7 presents a screep$tihe user agent at the moment of indicating
preferences for a recommendation. In Figure 7a fitoissible to observe the shop types that thetclien
can select. Moreover, for every shop type, thentlean select the product type. Figure 7b shows an
example of a route proposed to a client as a resspfor a suggestion request. The map displayed to
the client contains information about the proposedte, shop types and location, recommended

products and assigned times for each of the staEgés plan.
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Guide Assistant  12:09 am

Food
Shoes
Cinema

@ Sport

@ Electrical Appliance
Computer
Music

» Present

select

Figure 7. Screenshot representing how a client indicatepraferences (a) and the plan suggested to

the client (b)

The multi-agent system prototype was tuned and tegdaduring this period and the initial results
have been very successful from a technical anatogepoint of view. During this period of time ¢h
values for the parameters of the learning phaskeoheural networks were configured, as indicage th
equations (8) (10) corresponding to the CBP guidiggnt. Moreover, the RFID readers and the Wi-Fi
networks were reallocated and reconfigured. Thestrtoation of the distributed prototype was
relatively easy given that previously developed GBI libraries [17] were used, and that the Mall
has a Wi-Fi network and provided the businesses Bituetooth and RFID technology [5]. A
shopping mall scenario provides an adequate framevow the analysis and design of distributed
agent-based systems which incorporate CBP mechani@me formalism defined in [9] facilitates the
straight mapping between the agent definition [BH @ahe CBR construction [1]. The system
performance was studied by monitoring the evolutidrthe impact on the environment, focusing
primarily on the planning mechanism. To evaluag planning mechanism, the success of the plans

proposed and the number of replannings were studied
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In order to recommend guidances efficiently, thePCBechanism needs to have certain client
information available. That is why the CBP systermages client profiles. Client profiles are created
depending on the client’s personal data, purchabéshand personal preferences indicated on the
forms presented at the time of registration. Thetesy controls the connected clients and provides
mechanisms for advising clients. The advice serdae also send news as well as personalized
bargains or promotions to the client, dependinghenclient profile. Moreover, if clients are neach
other, the Bluetooth protocol facilitates direceuglentification, otherwise it has to be done ggime
Bluetooth, WI-FI or RFID networks of the Shoppingr@re. Finally, in Figure 8a we can see the
guidance given to a user in which a particular ptasuggested according to specific characteristics

and preferences, while Figure 8b illustrates tseltebtained from the suggested plan.

E Tormes Guide ssistant 45,03 am preferences

“aa
Recommendations Cinema live free or die hard 21:

' i 45-22:00
- . | Coffe 19:30-20:00
Trousers 0-50€

Shirt

Restaurant 21:00-21:15|

Mango 18:43

4 JEEL 19:03

Coffe 19:35

. [2ara 20:07

Modify

Figure 8. Screenshot representing the steps for a plan ¢edhanresults obtained for the plan (b)

The system was tested between August 2006 andrSlegte2007 and obtained promising results.
The e-commerce techniques facilitated user motimasince users can easily find their products of
interest, spend their leisure time more effectivalyd contact other users with whom to share hgbbie
or opinions. The degree of user satisfaction hgsroned, as observed in the surveys. The first
autonomous prototype was implemented with a tesbfs80 users who were selected among users
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with specific models of terminals supporting thelagation (they used their own Wi-Fi, Bluetooth
devices). Different versions were implemented ideorto get compatibility with the most number of
terminals possible. The results obtained show tthatmajority of users, nearly 67%, were people
between 16 and 30 years old, while those older #tawere less than 3%. However there were no
significant differences with respect to the gendkwusers. The interaction between the number of
clients and the impact index can be seen in Fi§ufidhe y axis represents the number of clientslewhi
the x axis represents the month and year. Eacks femgmented in three groups representing the age

of the users: 16-30, 30-45 and more than 45 yddrs o

Number of Users

2000
1600 2007
1600
1400
1200
1000
800

045
m3il-4s
m16-30

Users

600
400
200

0

o RPN 3
B I N L P B

Date

Figure 9. Evolution of the number of users registered insgysem. Users are classified according to

age.

As the number of clients registered in the systeoneiased, the plans retrieved during the retrieval
stage and their influence over the suggested plapsoved notably, as well as the number of
replannings required per plan and the degree ehtlgatisfaction. In Figure 10 it is possible to
observe that while the quality of the proposed plamcreases, the degree of client satisfaction
increases as well. With the experience acquiredntimber of plans successfully completed increases,
while the number of failed plans and the numbemplahs needing replanning both decrease. The
quality of the plan can be calculated by an equafi®) where s is the number of shops to visitfand
is defined in (1). The satisfaction is represer@g@ percentage in relation to the total numbgtasfs
that have been successfully accomplished and thaselo not. The percentage of plans needing to be

replanned, and those that were successfully coetgpbete both calculated in a similar way.
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Figure 10. Planning system evolution. The efficiency of theteyn and the learning rate are both
evaluated by taking into account the quality olsdifior each plan. Related to this parameter it is
possible to observe the increase in the degrediasft ssatisfaction and the number of successfully

completed plans, and the decrease of the neeglahreng.

Finally, it would be interesting to study the irgtetion that exists between the total number of shop
suggested in a plan and the number of shops vikitetle client. This study was carried out for thos

plans that were successfully completed. The resbli@ined can be observed in Figure 11.
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Figure 11. Percentage of the number of shops visited in mato the number of shops initially
proposed in the plan. The graph represents theaoiten between this percentage and the quality of

the proposed plan.
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As the system obtains more information about psefiles, products and habits, the knowledge
increases and the CBR agent provides more optilaaspThe users also need time to get used to the
system. The proposed guiding system has been iregrimvbe able to provide adequate guidance in a
dynamic way and in execution time. In this sensdsita unique system useful for dynamic
environments and flexible enough to be used inro#m@ironments such as health care residences,
educational environments or tourist related envirents. One of the most demanding services is the
identification of someone with a given profile, adpthe lines of web services such as Match.com or
similar sites. In this sense, the system performavas correct from a logical point of view, althbug
there were a few technical problems during théahimonths of the experiments due, in particular, t
the Bluetooth network. This service is used byaaerage of 46% of the users. The shop owners are
the most reticent about using the guiding systenséveral reasons: (i) they do not trust the péstia
of the guiding systems, since they cannot contrbktier it is biased or not, (ii) updating the
information about products and offers of the shgpnés requires specialised human resources and
time, since they are not currently integrated wiiibir software packages, (iii) they believe that th
CBR agent may favour big shop stores with manyrsféand (iv) some of them argue that the CBP
may confuse some users. Nevertheless most shopgerarizlieve that the proposed system has more
advantages than disadvantages and that the systeimelped their businesses attract more customers
and, in general, to sell more. They tend to ardw the CBP should incorporate a method that

guarantees impartiality. This is our next challenge
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