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Abstract The rapid evolution within the context of e-learning is @byslinked to
international efforts on the standardization of Learnirgeot (LO), which provides
ubiquitous access to multiple and distributed educatioesdurces in many repos-
itories. This article presents a system that enables thaveeg and classification
of LO and provides individualized help with selecting ldaghmaterials to make
the most suitable choice among many alternatives. For thssification, it is used
a special multi-label data mining designed for the LO ragkimsks. According to
each position, the system is responsible for presentingebdts to the end user.
The learning process is supervised, using two major tasksipervised learning
from multi-label data: multi-label classification and l&benking.

1 Introduction

The concept of LO has evolved into a central component withéncurrent context
of e-learning. Chiappe et al. recently described [3] a lis@robject (LO) as a digi-
tal, self-contained and reusable entity with a clearlyringional content, containing
at least three internal and editable components: conesntihg activities, and el-
ements of context. Additionally, LO should have an extemfirmation structure,
the metadata, which can facilitate its identification, atgr and retrieval. Given this
definition, it is possible to arrive at a certain consensganging LOs: they must be
a minimal content unit (self-contained) that intends tekesomething (instructional
purpose) and can be reused (reusability) on differentguiai$ without any compat-
ibility problems. To achieve the LO classification, eacheabmust be tagged with
descriptive metadata or information about that resourceder to be easily located
and later retrieved from repositories. The problem is thate are no easy or auto-
mated ways to the tagging these objects. LOs will be taggedrding to personal
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criteria that have been considered most appropriate byditer @r teacher. By the
way, repositories have a lack of basic characteristicstitea¢xpected of any general
search engine, such as classification tasks, sorting sethit use of different filter-
ing techniques (such as the collaborative technique), utmnzated management of
repositories and the extraction of statistics that senienfrove the global query
process.

The focus of this paper is on multi-label classification noethfor searching LOs
because every LO must be tagged with metadata, which dégeripformation that
allows the easy search of LO. LOs are frequently annotat#id more than a sin-
gle label, we would like to be able to retrieve LOs based ondfrthe associated
tag, therefore the single-label classification cannot rhitde multiplicity. This pa-
per describes an approach that uses multi-label clasgificatethods for searching
LOs tagged by Learning Object Metadata (LOM) [7], specificdie model offers
a methodology that illustrates the task of multi-label magpf LOs into types
queries through an emergent multi-label space, and thabganove the first choice
of learners or teachers. The system provides individudliedp in selecting learn-
ing materials establish a ranking system for the LOs.

This paper is structured as follows: section 2 explains tlainnsoncepts and
characteristics that establish LOs as the fundamentahMatisia the current context
of web-based e-learning. Section 3 provides some backdroiarmation on the
problem of multi-label classification, the details of thdadt used in this paper
and experimental results comparing the two multi-labessification algorithms.
We conclude with section 4, which explains some of the mdevamt aspects and
future work.

2 The actual context of the e-learning

Existing standards and specifications LOs focus on fatiljathe search, evalua-
tion, acquisition, and reuse of LOs so that they can be steré@dxchanged across
different learning systems. The most notable standards fasd O with metadata
are: DublinCore [6] and, most importantly, the IEEE-LOM .[Bince 2002, the
learning object metadata (LOM) has been the standard faifgpey the syntaxes
and semantics of LOM. It uses a hierarchical structure thabmmonly coded in
XML, and includes element names, definitions, data typesn@amies, vocabular-
ies, and field lengths. LOM is focused on the minimal set ailattes needed to
allow these LOs to be managed. LOs are placed inside repesitin an attempt
to facilitate its reusability so that they can be more eastityed and retrieved. The
LOR are highly heterogeneous, each one with a differenbg®isystem, query
methods, etc. But the heterogeneity is not in and of itselfiodlem, because there
are currently different systems that are interoperableTlg basic functioning of a
interoperability interface is trivial; it is based on welmdees through which a client
queries a LOR. This simple concept gave way to the birth of typss of applica-
tions dedicated to a federated search for LOs in repos#torigis software is used to
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perform simultaneous queries in different LOR, allowingedtér reusability of the
resources. As noted in [1]. the searching of LOs is a chailtenigsk of e-Learning,
there are many approaches and techniques developed willgaraing initiatives
that facilitate the search and delivery of appropriate ldDgkample: concept-based
search, context-sensitive delivery and personalizatimology-based course as-
sembly and learning content development, adaptive legraivd adaptive media,
etc. Due to the continual research in search systems, thty abicreate standard-
ized and interoperability processes that can be appliescto/ering LO has made it
possible to formalize search and retrieval processes fonldifferent repositories.

3 Multi-label classification

In this application it is intended to demonstrate that rdlaltiel classification can
be applied to the organization of LO to illustrate the ideausing the MAS in
finding a LO between learning materials of different hetersgpus LOR. According
to Tsoumakas et al. [16] the learning from multi-label da&s httracted recently
significant attention, motivated by an increasing numben@f applications, to
name a few typical like: social network [10] [23], text cadeigation [19] [9] [24],
semantic annotation of images [26][2], music categorizgitito emotions [11] [22]
and bioinformatic [5][13][25].

In [8] it is indicated, traditionalsingle-labelclassification is concerned with
learning from a set of examples that are associated with gleslabelA from a
set of disjoint labeld,, |L| < 1. If |L| = 2, then the learning task is calldihary
classification(or filtering in the case of textual and web data), whilélif > 2, then
it is calledmulti-class classificationn multi-label classification, the examples are
associated with a set of labefsC L.

There exist two major tasks in supervised learning from rtattel data:multi-
label classification(MLC) and label ranking(LR). We would like to implement
methods that are able to mine both an ordering and a bipartitf the set of la-
bels from multi-label data. Such a task has been recentlydtaulti-label ranking
(MLR) [1] and poses a very interesting and useful generédinaof MLC and LR.

Multi-label classification methods can be categorized into different groups:
i) problem transformation methogdsnd ii) algorithm adaptation method44]. The
first group of methods are algorithm independent. They feansthe multi-label
classification task into one or more single-label clasdifica regression or label
ranking tasks. The second group of methods extend spedificitey algorithms in
order to handle multi-label data directly.
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3.1 Multi-label classification algorithms

We taking account, the resulting view in [18], to comparessification algorithms:
binary relevance (BR), label powerset (LP), random k-lséisl (RAKEL) [15] and
multi-label k-nearest neighbor (MLKNN) [26] [12] [15].

We used a machine learning method for performing an empiedauation of
both algorithms RAKEL and MLKNN based on one multi-labeledsets of LOs. We
also experimented with a machine learning, in building atirtabel model using a
training data set of LOs and then applying it to a new (uniedbetiata set, in order
to obtain predictions and for new instances classification.

Multilabel classifiers such as RAKEL could be used for th@mated classifica-
tion of LO collections in multiple types queries (class&$g have used search for
locating LOs by keyword based upon the metadata’ contentsh §uerying capa-
bility would be useful for LO selection in various LOR in thaplementation of LO
retrieval systems.

The RAKEL algorithm was selected, as a recent method thdidesshown to be
more effective than the first two [18]. The RAKEL method cousts an ensemble
of LP classifiers. This way RAKEL manages to take label cati@hs into account,
while avoiding LP’s problems. A ranking of the labels is puodd by averaging the
zero one predictions of each model per considered labeéshiotding is then used
to produce a bipartition as well.

MLKNN was selected, as a recent high-performance reprasentof problem
adaptation methods that is based on k Nearest Neighbors)(kitillearning algo-
rithm.

3.2 Experimental work

The LO dataset was taken after making 60 queries to diffesgsitories because
according to [20] the access LOs can take advantage of gugpien metadata for
selecting the objects that are most suited to the needsroiesor teachers. In ad-
dition, many LOs include textual material that can be indexaad such indexes can
also be used to filter the objects by matching them againstprsgided keywords.

We present the experimental results for a LO dataset can268 LO exam-
ples, annotated with one or more out of 38 labels correspgntdi types queries
identified by teachers and pupils as necessary to suppartiélaening discovery
activities, such as Programming languages, Algorithmizooson, etc. Each LO is
described with 1442 features extracted from the LOM. Tha dat format (number
of labels, number of features, order of attributes, etc)troasform to the format of
the training data set based on which the model we was built.

We have used the Rakel classifier from the Java Library fotiMualbel Learning
(MULAN) [17], for obtaining the predictions of a trained meldor a data set with
unlabeled instances. To the experiments we followed trective that is available
on-line in open-source MULAN system,which consists of éhparts:
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1. We load the multi-label data set that will be used for fragnthe model. The
training data were provided for the LO, in two text files rergdi by Mulan for
the specification of a multi-label data set: an XML file spgicifj the names of
the labels (LO.xml), and an ARFF file specifying the actudahdaO.arff).

2. We create an instance of the learning algorithm that we teetnain, in order to
build a model and obtain predictions. We will create an instaof the RAKEL
algorithm.

RAKEL is actually a meta algorithm and can accept any maltel learner as a
parameter, but is typically used in conjunction with the ldpathm. It accepts a
single-label classifier as a parameter. We will use the Agdrithm from Weka
for this purpose (J48).

RAKEL has three parameters that need to be selected priaaitortg the algo-
rithm: a) the subset size, b) the number of models and c) tiestibld for the
final output. We used an internal 10-fold cross-validationttwe training set, in
order to automatically select these parameters. The ssilasatvas varied from 2
to 5, the number of models from 1 to 100 and the threshold frdmd0.9 with
a 0.1 step 10 different 10-fold cross-validation experitaewere run for evalu-
ation. The results that follow are averages over these 108 ofithe different
algorithms. The number of neighbors in MLKNN was set to 10.

3. We train the classifier using the LO dataset that we loadetifierent LOR.
Two different 10-fold cross-validation experiments weua for evaluation. The
results that follow are averages over these 100 runs of ttieddgorithms.

For the empirical evaluation of both algorithms we use tlesgYalidate method
of the Evaluator class of Mulan. This returns a MultipleExion object, which we
was printed to file to see the results in terms of all applieasaluation measures
available in Mulan. To obtain predictions we loaded the belad data instances.
The learner returns an instance of MultiLabelOutput clasa gesult from predic-
tion. The results of the learner output contains bipanitblabels, label confidences
and rankings as predicted for given instance.

3.2.1 Result

According to [22] the evaluation of methods that learn fromitidabel data requires
different measures than those used in the case of singtédata. There are various
measures that have been proposed for the evaluation ofttibgres and rankings
with respect to the multi-label data.

Here, we are interested in evaluating the quality of biiarts and rankings. We
then perform experiments using a variety of measures to acgrpoth algorithms.
Results are displayed in Table 1 shows the predictive pedace of the both com-
peting multilabel classification algorithms using a varief measures. In the case
of RAKEL all metrics significantly outperform the MLKNN algithm in almost all
measures, especially when taking into account the measbsesaccuracy, which
is equal to the zero-one loss for the single-label classificdask of predicting the
exact label subset.
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Table 1 Performance results

Class RAKEL MLKNN

Hamming Loss 0,078 0,0864
Subset Accuracy 0,1862 0,0948
Subset Recall 0,2195 0,1567

Example-Based Accuracy 0,2131 0,1538
Micro-averaged Precision 0,8677 0,7550
Micro-averaged Recall 0,2190 0,0717
Micro-averaged F-Measure 0,3397 0,2630

One-Error 0,1094 0,0888
Average Precision 0,3550 0,5581
Is-Error 0,7785 0,6962
Error Set Size 7,5411 4,3164
Coverage 22,0614 10,4075
Ranking Loss 0,4187 0,1766

Micro-averaged AUC 0,6127 0,8603

In relation to the test time, we notice that RAKEL is a fastagithm, the time-
consuming algorithm during testing is little neverthelbHkNN is the most time-
consuming algorithm during the experiments.

Experimental results indicate that not only is Rakel mofigieht in training and
testing than MLKNN algorithm, but that it also improves pictite accuracy.

The results demonstrate that Rakel algorithm can be usedltterlihe classifi-
cation of LOs in types queries based upon the metadata’ ctteig.1 shows how
Rakel separate the LOs according to their keywords for iapehe LO in types
queries. In addition Fig.1 shows the number of examples tatew with each la-
bel. We notice that based on the ease of predictions we c&ntiarlabels in the
following descending order: L2, L3, L5, L6, L7,L8, L9, L11,,.L38.
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Using an instance of the RAKEL algorithm it has been posdiblaake both an
ordering and a bipartition of the set of labels from multiéhdata so the MLR task.
Fig.2 shows an example of the ranking for Grammar LO.
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Fig. 2 The ranking for Grammar LO

4 Conclusions

The search and location services for educational contadtspecifically LOs, pre-
sented in this paper constitute the core of the developmedtstributed, open
computer-based educational systems. For this reason dbaroh in this area has
been so active in recent years. We have tried to utilize ai#aldel classification
algorithm in order to build a model to classifying and cagalimg the LOs in types
queries.

The sorting system proposed is also very convenient, givanthe LOM stan-
dard does not define a minimal set of fields that a LO must hédne;makes it
difficult to evaluate if a LO has a sufficient quality. Usingtfeedback provided by
the users, from the daily use of the application, the muédtssifier goes through a
learning process, which allows it to continually improveriésults.

The RAKEL algorithm used for the classifier was very effeetand was pro-
posed for LO categorization. It algorithm used for the dfastion was very effec-
tive and was too proposed for LOs ranking. Multi-label cifiss such as RAKEL
could be used for the automated annotation of large LOR didies with multiple
LO. This in turn would support the implementation of LO infuation retrieval sys-
tems that query LO collections by tags. Such a querying dhfyalvould be useful
for LO selection in various applications. These LOs will beqessed according to
certain classification criteria that have been persordlae are considered most
appropriate for the user.
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Therefore this model offers a methodology that illustratestask of multi-label
mapping of LOs into types queries through an emergent rtaligd space, and that
can learning objects ranking tasks to selecting learningrnads establishing a rank-
ing system for the LOs.

Future work we will researcher with high data sets with ottiiéerent feature
sets for LO representation taking into account the glotaistics of the LO.
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