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Abstract. This paper presents an innovative approach to detect and classify SQL injection at-
tacks. The existing approaches are centralized while this proposal is based on a distributed hier-
archical architecture to provide a robust and dynamic strategy. The strategy for the classification 
and detection of SQL injection attacks uses a combination based on detection by anomalies and 
misuses. The detection by anomaly uses a case-based reasoning mechanism incorporating a mix-
ture of neural networks. The approach has been tested and the results are presented in this paper. 
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1   Introduction 

A potential security problem on the database is a SQL injection attack. This attack se-
riously affects the database and it takes place when an original query is modified and 
is executed on the database by a hacker. The SQL injection attack has been addressed 
by the majority of the proposal from a centralized perspective [1] [2]. The main draw-
back of these approaches is that they solve the SQL injection attacks partially. Other 
solutions more sophisticated apply intrusion detection techniques [3] [4], but they 
have as drawback their large rate of cases poorly classified. 

The proposal presented in this work tackles the SQL injection attack problem 
through a distributed hierarchical multi-agent architecture. Within the architecture are 
implemented strategies based on misuse and anomaly detection [5]. The key compo-
nent of the architecture is a type of BDI (Belief, Desire and Intention) deliberative 
agent [6] which incorporates a based-case reasoning (CBR) mechanism [7]. The idea 
of a CBR mechanism is to exploit the experience gained from similar problems in the 
past and to adapt then successful solution to the current problem. This CBR-BDI type 
of agent [8] has been specially adapted to resolve the SQL injection attack problem. 
This agents use the CBR concept to gain autonomy and improve their problem-solving 
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capabilities. In addition, it integrates a novel strategy of classification that lies in a 
mixture of neural networks which allows carrying out short term attack predictions. 
This work presents an entirely new approach in order to face the problem of SQL in-
jection attack and describing an architecture that is unique in its conception.  

The rest of the paper is structured as follows: section 2 presents the problem that 
has prompted most of this research work. Section 3 focuses on the details of the mul-
tiagent architecture, section 4 explains in detail the classification model integrated 
within the classifier agent. Finally, section 5 describes how the classifier agent has 
been tested inside a multi-agent system and presents the results obtained. 

2   SQL Injection Attacks 

A SQL injection attack takes place when a hacker changes the semantic or syntactic 
logic of a SQL text string by inserting SQL keywords or special symbols within the 
original SQL command that will be executed at the database layer of an application 
[1] [9]. The results of this attack can produce unauthorized handling of data, retrieval 
of confidential information, and in the worst possible case, taking over control of ap-
plication server. The main problem for the detecting of SQL injection attack is the 
large number of variants. The detection of some SQL injection results trivial whereas 
that the detection of other result extremely complex due to large number of possible 
strategies. 

Nowadays, this type of attack has been handled from distinct perspectives. The 
string analysis [10] has been the support of many others approaches such as [1] and 
[11], which carried out an analysis more complete applying a treatment dynamic and 
hybrid over the SQL string. In other cases, artificial intelligence techniques have been 
applied to face the SQL injection attack, such as [12] with WAVES (Web Application 
Vulnerability and Error Scanner). This proposal uses a black-box technique which in-
cludes a machine learning approach. Valeur [3] presented an IDS approach which 
uses a machine learning technique based on a dataset of legal transactions. These are 
used during the training phase prior to monitoring and classifying malicious accesses. 
Rietta [4] proposed an IDS at the application layer using an anomaly detection model. 
Finally, Skaruz [13] proposed the use of a recurrent neural network (RNN). The de-
tection problem becomes a time serial prediction problem. Usually, many approaches 
present a large number of false positive and false negative. The proposals based on in-
trusion detection depend on database, which requires a continue updating in order to 
detect new attacks.  

Our approach takes advantage of the multi-agent system to reanalyze the problem 
in a distributed mode. Moreover, intrusion detection technique based on misuse and 
anomaly has been incorporated at strategic level into the architecture. The detection 
by anomaly is built by means of a case-based reasoning (CBR) mechanism [7], whose 
characteristics do it especially suitable to tackle classification problems and this is re-
inforced with the predictive capacity of a mixture of neural network [14]. The capture 
of SQL queries is carried out through of distributed agents and the detection can be 
executed in a distributed mode. Moreover, the architecture presents a high scalability, 
flexibility and learning capacity that allows it a greater adaptation for distributed envi-
ronments and new strategic of attacks. 
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3   Detection SQL Injection Based on Multi-agent Architecture 

The agents are characterized through their capacities such as autonomy, reactivity, pro-
activity, social abilities, reasoning, learning and mobility [6]. One of the main features 
of agents is their ability to carry out cooperative and collaborative work, when they are 
grouped into multi-agent systems to solve problems in a distributed way [15], [16] [17] 
These features make to the agents suitable to face the SQL injection attack problem. A 
distributed hierarchical multi-agent presents a great capacity for the distribution of task 
and responsibilities, error recovering, adaptation to new changes and high level of 
learning. These factors are keys to achieve a robust and efficient solution. One main 
innovation of the architecture is the use of a CBR-BDI agent [8], which presents a 
great capacity of learning and adaptation. The agents BDI have a deliberative structure 
based on the BDI model [6]. Moreover, a BDI agent integrates a case-based reasoning 
mechanism [7] that allow it solve problems through the use de past experiences. As the 
core of the strategy for the classification of SQL queries is based on an anomaly detec-
tion technique, it seems appropriate to use a CBR mechanism [7] that leverage past ex-
perience to detect anomaly. This CBR mechanism additionally incorporates a mixture 
of neural networks [14] in its reuse phase. Using a mixture of neural networks im-
proves the performance provided by other classification techniques such as Back-
Propagation Neural Networks, Bayesian Forecasting Method, Exponential Regression, 
Polynomial Regression, Linear Regression, but also improves performance provided 
by the neural networks working individually. The number of cases where the classifier 
mechanism can not provide a decision is small and in few cases would be needed the 
intervention of a human expert.  

An additional advantage provided by the architecture is the ability for executing 
agents on mobile devices. It is common to find SQL queries that can be originated 
from different mobile devices including assistant personals (PDA), mobile phones, 
notebook computers and workstations. Specialized agents (misuse and anomaly) can 
be organized in a distributed way to take advantage of available resources and im-
prove the performance of the classification process, regardless of the nature of the 
physical devices. Finally, another advantage to use this type of agents is the ability to 
inform to security staff about events that are happening regardless of their physical 
location, sending alerts on mobile devices. All these advantages are achieved through 
an organizational design based on a hierarchical multi-agent architecture. These 
agents are distributed so when a classification starts, each type of agent knows its 
concrete tasks; the data required to carry out its job and where to send its results. The 
interaction and communication between the agents is crucial to achieve the goal of 
classification of the new SQL query: 

Next, is described each type of agent within of the architecture: 

• Sensor agents: Located in each of the devices accessing the database. They have 
3 specific functions: a) The capture of datagrams launched by the devices. b) Or-
der TCP fragments to extract the request’s SQL string. c) Syntactic analysis of 
the request’s SQL string. The duties of the agent Sensor end when the results (the 
SQL string transformed by the analysis, the result of the analysis of the SQL 
string and the user data) are sent to the next agent at the hierarchy of the classifi-
cation process. 
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• FingerPrint agents: The numbers of agents FingerPrint depend on the workload at 
a given time. An agent FingerPrint receives the information of a Sensor agent and 
executes a pattern matching known attacks stored at a previously built database. 
The FingerPrint agent finishes its task when it sends its results to the Anomaly 
agent. The results of the FingerPrint agent consist of the SQL string transformed 
by the analysis, the result of the analysis of the SQL string, the user data and the 
results achieved by pattern matching.  

• Pattern Agent: It is the responsible to save the new SQL string patterns in the da-
tabase and search for patterns when the FingerPrint agent requests it.  

• Anomaly agents:  These agents are based on the CBR-BDI model. They are the 
key component within the classification process. Their strategy is based on a 
case-based reasoning mechanism that incorporates a mixture of neural networks. 
These agents retrieval those similar past cases to the new case of classification, 
training the neural networks with the recovered cases and generating the final 
classification. The numbers of Anomaly agents depend on the workload at a 
given time. The result of the classification is sent to the Manager agent for the 
evaluation.  

• Loguser agent: This agent records the actions of the user and searching for the 
user profile (the historical profile and the user statistics) when it is requested by 
the Anomaly agent.  

• Manager agent: It is the agent responsible for decision-making, evaluation and 
coordination of the overall operation of architecture. It evaluates the final deci-
sions for classifications, manages alerts of attacks and coordinates the actions 
necessary when an attack is detected. It selects an Anomaly agent by means of a 
voting method. 

 

Fig. 1. Description of the hierarchical multi-agent architecture 
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• Interface agent: This agent allows the interaction of the user of the security sys-
tem with the architecture. The interface agent communicates the details of an at-
tack to the security personnel when an attack is detected. It has the ability to work 
on mobile devices. This capacity allows a ubiquitous communication to attend 
the alerts immediately.   

• DB agent: It is in charge of executing the query in the database when the classifi-
cation of the SQL query is legal, that is, the SQL query is not malicious. 

• Response agent: This agent provides an answer to the user once obtained a solu-
tion of the classification. If the query has been classified as legal, the result of the 
query is sent to the user interface. Otherwise, if the query has been classified as 
illegal, it is sent to the user interface a warning message. 

In figure 1 is presented the hierarchical multi-agent architecture showing different 
types of agents in charge of the classification of SQL queries. 

4   Classifier Model of SQL Injection Attacks 

The Anomaly agent type has been specially adapted to resolve the SQL injection at-
tack problem. This agent is based on CBR-BDI model [8], which incorporates a case-
based reasoning system that allows the detection and blocking of SQL injection at-
tacks reusing previous experiences. This mechanism uses a prediction model based on 
neural networks, configured for short-term predictions of intrusions. To carry out this 
short-term prediction, the CBR mechanism uses a memory of cases which identifies 
past experiences with the corresponding indicators that characterize each of the at-
tacks. A case is defined as a previous experience and is composed of three elements: a 
description of the problem; a solution; and the final state. To introduce a CBR motor 
into a BDI agent, we represent CBR system cases using BDI and implement a CBR 
cycle. This CBR cycle consists of four steps: retrieve, reuse, revise and retain. The 
elements of the SQL query classification problem are described as follows: 

• Problem Description: It describes the initial information available for generating 
a classification. As can see in Table 1, the problem description consists of a case 
identification, user session and SQL query elements.  

• Solution: Describes the action carried out to solve the problem description.  As 
shown in Table 1, contains the case identification and the applied solution. 

• Final State: Describes the achieved state after that the solution has been applied.  
It takes three possible values: attack, not attack o suspect. The Manager agent al-
lows an expert to evaluate the classification. 

The integration CBR-BDI [8] allows a BDI agent to use case-based reasoning to re-
solve the problem of classifying of a SQL query and blocking SQL injection attack. 
Regarding each state of a CBR system equivalent to a belief, the intention will be the 
plan that contains an ordered set of actions that the CBR-BDI agent should make to 
achieve the goals and each desire corresponds to one or more of the achieved final 
states in the past. The result of classifying a SQL query as attack, not attack or suspect 
is the desire that the agent seeks to achieve.  
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Table 1. Problem definition and solution for a case of SQL query classification 

Problem Description  fields Solution fields 
IdCase 
Sesion 

User 
IP_Adress 

Query_SQL 
Affected_table 
Affected_field 
Command_type 
Word_GroupBy 
Word_Having 
Word_OrderBy 
Numer_And 
Numer_Or 
Number_literals 
Length_SQL_String 
Cost_Time_CPU 
Start_Time_Execution 
End_Time_Execution 
Query_Category 

Integer  
Session 
String 
String 
Query_SQL 
Integer 
Integer 
Integer 
Boolean 
Boolean 
Boolean 
Integer 
Integer 
Integer 
Integer 
Float 
Time 
Time 
Integer 

Idcase 
Classification_Query 

Integer 
Integer 

The proposed mechanism is responsible for classifying SQL database requests 
made by users. When a user makes a new request, it is checked for matching well-
known patterns of attack by a FingerPrint agent (misuse detection). These patterns are 
stored at a database that handles a significant number of signature not allowed on user 
level such as symbol combination, binary and hexadecimal encoding and reserved 
statement of language (union, execute, drop, revoke, concat, 
length, asc, chr among others). If the FingerPrint agent detects some 
known signature, it is automatically identified as an attack. In order to identify the rest 
of the SQL attacks, the Anomaly agent uses a CBR mechanism, which must have a 
memory of cases dating back at least 4 weeks, with the structure described in Table 1. 
The problem description of a case is obtained by means of a string analysis technique 
on the SQL query. This process can be understood easily through the following ex-
ample: It is captured a SQL query with the following syntax: Select field1, 
field2, field3 from table1 where field1 = input1 and 
field2=input2. If we assume that the fields input1 and input2 are used to 
bypass the authentication mechanism with the following input data: Input1=‘ or 
9876= 9876 -- and Input2= (blank). The result of these input data would 
alter the SQL string as follows: Select field1, field2, field3 from 
table1 where   field1 =” or 9876 = 9876 –- ‘and field2=’’ 

A syntactical analysis of the SQL string would generate the result presented in the Ta-
ble 2 with the following fields: Affected_table(c1), Affected_field(c2), Command_type(c3), 
Word_GroupBy(c4), Word_Having(c5), Word_OrderBy(c6), Numer_And(c7), Numer_Or(c8), 

Number_literals(c9), Length_SQL_String(c10), Cost_Time_CPU(c11). The fields Com-
mand_type and Query_Category have been encoding with the following nomenclature 
Command_Type: 0=select, 1=insert, 2=update, 3=delete; Query_Category: -1= suspect, 
0=illegal, 1=legal. 
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Table 2. SQL String transformed through a syntactical analysis technique 

c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 
1 3 0 0 0 0 1 1 2 81 0,3 0 

The first phase of the CBR cycle consists of a retrieval past experience from the 
memory of cases, specifically those with a similar problem description to the current 
case. In order to carry out this process, a cosine similarity-based algorithm is applied, 
allowing the retrieval of those cases which are at least 90% similar to the current case. 
The cases recovered are used to train the mixture of neural networks implemented in 
the reuse phase; the neural network with the sigmoidal function is trained with the re-
trieved cases that were an attack or not, whereas the neural network with hyperbolic 
function is trained with all the recovered cases (including the suspects). A preliminary 
analysis of correlations is required to determine the number of neurons of the input 
layer of the neuronal networks. Additionally, it is necessary to normalize the data 
(i.e., all data must be values in the interval [0,1]). The data used to train the mixture of 
networks must not be correlated. With the cases stored after deleting correlated cases, 
the inputs for training the mixture of networks are normalized. It is considered to be 
two neural networks. The result obtained using a mixture of the outputs of the net-
works provides a balanced response and avoids individual tendencies (always taking 
into account the weights that determine which of the two networks is more optimal). 
Figure 2 explains the four steps of CBR cycle, which incorporates a mixture of neural 
networks through an algorithm. This strategy of classification is carried out within the 
Anomaly CBR-BDI agent. This Anomaly CBR-BDI agent is located on a strategic 
level into the architecture. 

 

Fig. 2. CBR Cycle Algorithm for classifying SQL query 

Additionally, we mean to detect attacks, so if one only network with a sigmoidal 
activation function was used, then the result provided by the network would tend to be 
attack or not attack, and no suspects would be detected. On the other hand, if only one 
network with a hyperbolic tangent activation was used, then a potential problem could 
exist in which the majority of the results would be identified as suspect although they 
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were clearly attack or not attack. The mixture provides a more efficient configuration 
of the networks, since the global result is determined by merging two filters. This 
way, if the two networks classify the user request as an attack, so too will the mixture; 
and if both agree that it is not an attack, the mixture will as well be. If there is not 
concurrence, the system uses the result of the network with the least error in the train-
ing process or classifies the user request as suspect. In the reuse phase the two  
networks are trained by a back-propagation algorithm for the same set of training pat-
terns (in particular, these neural networks are named Multilayer Perceptron), using a 
sigmoidal activation function (which will take values in [0,1], where 0 = Illegal and 1 
= legal) for a Multilayer Perceptron and a hyperbolic tangent activation function for 
the other Multilayer Perceptron (which take values in [-1,1], where -1 = Suspect, 0 = 
illegal and 1 = legal). The response of both networks is combined, obtaining the mix-
ture of networks y2; where the superscript indicates the number of mixed networks 

r

r

r

r

r
ye

e
y ∑

∑ =

−−

=

−−
=

2

1

1

2

1

1

2 1  

(1)

∑
=

−
=

P

i PetT
PetTPForecast

P
Error

1 arg

arg1

 
(2)

The number of neurons in the output layer for both Multilayer Perceptrons is 1, and 
is responsible for deciding whether or not there is an attack. The error of the training 
phase for each of the neural networks, can be quantified with formula (2), where P is 
the total number of training patterns. 

5   Results and Conclusions 

SQL injection attacks on databases suppose a serious threat against information sys-
tems. This paper has presented a distributed hierarchical multi-agent architecture  
incorporating a novel type of agent based on the CBR-BDI model [8] specially de-
signed for detecting and blocking SQL injection attacks. This CBR-BDI agent han-
dles a great adaptation and learning capacities using a CBR mechanism. In addition, it 
incorporates the prediction capabilities that characterize neural networks. As a result, 
an innovative and robust solution has been presented allowing a significant reduction 
of the error rate during the classification to attacks and a different way to tackle SQL 
injection attacks using a distributed and hierarchical approach. To check the validity 
of the proposed model many tests were done. These tests were executed on a memory 
of cases, specifically developed to generate malicious queries. In Table 3 it is possible 
to observe techniques for predicting attacks at the database layer and the errors asso-
ciated with misclassifications. All the techniques presented in Table 3 have been ap-
plied under similar conditions to the same set of cases, taking into account the same 
problem common to all the methods. Note that the technique proposed in this paper 
provides the best results, with an error in only 0.5% of the cases. 

As shown in Table 3, the Bayesian is the most accurate statistical method since it is 
based on the likelihood of the events observed. But it needs determining the initial  
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Table 3. Results obtained after testing different classification techniques 

Forecasting Techniques Successful (%) Approximated Time (secs) 
Anomaly Agent (CBR-BDI)  99.5 2 
Back-Propagation Neural Networks 99.2 2 
Bayesian Forecasting Method 98.2 11 
Exponential Regression 97.8 9 
Polynomial Regression 97.7 8 
Linear Regression 97.6 5 

parameters of the algorithm. Considering the errors obtained with the different meth-
ods, the Anomaly Agent and Bayesian methods provide the better results. Because of 
the non linear behaviour of the hackers, linear regression offers the worst results, fol-
lowed by the polynomial and exponential regression. This can be explained by look-
ing at hacker behaviour: as the hackers break security measures, the time for their  
attacks to obtain information decreases exponentially. The empirical results show that 
the best methods are those that involve the use of neural networks and, if it is consid-
ered a mixture of two neural networks, the predictions capabilities are remarkably im-
proved. These methods are more accurate than statistical methods for detecting  
attacks to databases as the behaviour of the hacker is not linear, dynamic and chaotic. 
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