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Preface

This volume of Advances in Intelligent and Soft Computing contains accepted 
papers presented at SOCO 2011 held in the beautiful and historic city of Salamanca, 
Spain, April 2011. 

SOCO 2011 has received more than 100 technical submissions. After a through 
peer-review process, the International Program Committee selected 64 papers 
which are published in these conference proceedings. In this relevant edition a 
special emphasis was put on the organization of special sessions. Four special 
sessions were organized related to relevant topics as: Optimization and Control in 
Industry, Speech Processing and Soft Computing, Systems, Man & Cybernetics 
and Soft Computing for Medical Applications. 

The selection of papers was extremely rigorous in order to maintain the high 
quality of the conference and we would like to thank the members of the Program 
Committee for their hard work in the reviewing process. This is a crucial process 
to the creation of a conference high standard and the SOCO conference would not 
exist without their help. 

SOCO 2011 enjoyed outstanding keynote speeches by distinguished guest 
speakers: Dr. Amy Neustein - Linguistic Technology Systems (USA) and Prof. 
Ajith Abraham - Machine Intelligence Research Labs (MIR Labs), Europe. 

For this special edition, as a follow-up of the conference, we anticipate further 
publication of selected papers in special issues of prestigious international journal 
as Neurocomputing (ELSEVIER), Expert Systems-The Journal of Knowledge 
Engineering (WILLEY-BLACKWELL) and International Journal of Speech 
Technology (SPRINGER). 

Particular thanks go as well to the Workshop main Sponsors, IEEE Sección 
España, IEEE.- Systems, Man and Cybernetics-Spanish Chapter, The International 
Federation for Computational Logic and MIR labs. 

We would like to thank all the special session organizers, contributing authors, as 
well as the members of the Program Committee and the Local Organizing Committee 
for their hard and highly valuable work. Their work has helped to contribute to the 
success of the SOCO 2011 event.  

April 2011                   The editors 
Emilio Corchado 

Václav Snášel 
Javier Sedano 

Aboul Ella Hassanien 
José Luis Calvo 
Dominik l zak 
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Ajith Abraham

Learning Patterns from Data by an Evolutionary-Fuzzy
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
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Alpha Perńıa-Espinoza

An Interactive Genetic Algorithm for the Unequal Area
Facility Layout Problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Laura Garcia Hernandez, Lorenzo Salas Morera,
Antonio Arauzo Azofra

Combining Evolutionary Generalized Radial Basis Function
and Logistic Regression Methods for Classification . . . . . . . . . . . 263
Adiel Castaño Méndez, Francisco Fernández-Navarro,
Pedro Antonio Gutiérrez, Manuel Baena-Garćıa,
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Otakar Molnár

Optimal Hyperbox Shrinking in Dendritic Computing
Applied to Alzheimer’s Disease Detection in MRI . . . . . . . . . . . 543
Darya Chyzhyk, Manuel Graña

A Climatologycal Analysis by Means of Soft Computing
Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 551
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Diego Andina

Machine Parameters Optimisation Using Soft Computing
Techniques for a Dental Milling Process . . . . . . . . . . . . . . . . . . . . . 599
Vicente Vera, Javier Sedano, Emilio Corchado, Raquel Redondo,
Beatriz Hernando, Mónica Camara, Álvaro Enrique Garcia
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Image Processing to Detect and Classify 
Situations and States of Elderly People 

Ramón Reig-Bolaño, Pere Marti-Puig, Javier Bajo, Sara Rodríguez, 
Juan F. De Paz, and Manuel P. Rubio* 

Abstract. Monitoring and tracking of elderly people using vision algorithms is an 
strategy gaining relevance to detect anomalous and potentially dangerous situa-
tions and react immediately. In general vision algorithms for monitoring and 
tracking are very costly and take a lot of time to respond, which is highly incon-
venient since many applications can require action to be taken in real time. A 
multi-agent system (MAS) can establish a social model to automate the tasks car-
ried out by the human experts during the process of analyzing images obtained by 
cameras. This study presents a detector agent  integrated in a MAS that can proc-
ess stereoscopic images to detect and classify situations and states of elderly peo-
ple in geriatric residences by combining a series of novel techniques.  We will talk 
in details about the combination of techniques used to perform the detection proc-
ess, subdivided into human detection, human tracking ,and human behavior under-
standing, and where there is a case-based reasoning (CBR) model that allows the 
system to add reasoning capabilities.  

Keywords: Multi-Agent Systems, stereo processing, human detection, Case 
Based Reasoning. 

1   Introduction 

One of the greatest challenges for Europe and the scientific community is to find 
more effective means of providing care for the growing number of people that 
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make up the disabled and elderly sector. Artificial intelligent systems have been 
recently examined as potential medical care supervisory systems. Among those 
systems are, multi-agent systems (MAS) [2] for elderly and dependent persons, 
providing continual support in the daily lives of these individuals; other examined  
systems are artificial vision systems, where we find medical image analysis and 
high level computer vision [1]. The study of artificial vision, specifically stereo-
scopic vision, has been the object of considerable attention within the scientific 
community over the last few years. However, it is still an open trend and the use 
of multi-agent systems within artificial vision. MAS has a widespread application 
to different domains, including in decision support systems [12], pattern classifica-
tion [13], healthcare [14]. 

For many years, the scientific community has demonstrated an increasing inter-
est in the study of artificial vision. Image processing applications are varied and 
include such aspects as remote monitoring [18], biomedical image analysis [17], 
character recognition [16], virtual reality applications, and enhanced reality in col-
laborative systems, tracking [15], among others. Although image analysis and 
people detection is a well explored topic, the use of multi-agent technology in this 
area has become the focal point of important interest [9]. Soft computing system 
to facilitates real time decision making in a robust manner and low solution cost  
[19]  [20]  [21]. 

This paper presents the detector agent that is capable of processing stereoscopic 
images and detecting people with a stereo camera, automatically identifying as 
states of interest if the person is standing or lying on the bed. The detector agent is 
based on robust and low complexity algorithms, with the additional advantage that 
they can be executed in real time with a low-cost hardware. The agent’s internal 
structure is composed of different techniques of soft computing integrated with  a 
mixture of an Artificial Neural Network (ANN) and a Support Vector Machine 
(SVM), used as a classification mechanism. By using this mixture, it is possible to 
exploit the advantages of both strategies in order to classify the status in a more 
reliable way. The mixture is carried out throughout lineal combinations with dif-
ferent parameters that minimizes the global error. This agent is integrated in a 
multi-agent system. The system has been tested in a small indoor environment 
characterized by very different lighting conditions in which it has to track people 
who can stay with a very low activity levels for a long time. In addition, there are 
many situations in which the figure to be monitored suffers a partial occlusion.  

This paper is structured as follows: Section 2 describes in details the approach 
proposed for human detection; Section 3 describes the results and conclusions. 

2   Detector Agent 

Typical human detection strategies are based on one of the following techniques 
or a combination of them: background subtraction, temporal differencing and op-
tical flow analysis. The background subtraction technique attempts to detect mov-
ing regions in an image by differencing between the current image and a reference 
background image in a pixel-by-pixel fashion [8]. Another possible approach to 
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the human detection is the calculation of temporal differencing, using two or three 
consecutive frames from the video stream, and obtaining the absolute difference 
between them [4]. Optical flow [3] is the last common approach to human detec-
tion; it calculates an approximation to a vector map of the estimated movement of 
the pixels obtained from two consecutive frames. 

This study focuses on the detection phase of multi-agent system, and more spe-
cifically in the detector agent, responsible for carrying out this functionality to al-
low Human Detection, Human Tracking and Human behavior understanding.  

The detector Agent is a CBR [23] agent composed of a reasoning cycle that 
consists of four sequential phases: retrieve, reuse, revise and retain. The CBR sys-
tem is completely integrated into the agents’ architecture. The structure of the 
CBR system has been designed around the case concept. In order to initially con-
struct the model case base starting from the available histogram data, the CBR 
stores the histograms obtained with the human detection and tracking techniques. 
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Fig. 1 Phases of the CBR 

The figure 1 shows the tracking process followed by the detector agent. First 
the system receives the image and preprocesses the image. That is, once the prior 
preprocessing for the dimensionality reduction and the extraction of relevant in-
formation are done, we proceed to perform the classification. To perform the clas-
sification process we break up the information obtained from the horizontal and 
vertical histograms, this process is detailed in the section 2.1. 

During the retrieval stage, we select the most similar cases to the present case, 
taking into account the  illumination’s class. This phase can be thought of as a data 
selection step that aims to retrieve the list of cases that might be most informative 
given a new sample to classify. 

The adaptation of previous cases in order to solve a new problem is accom-
plished in the reuse stage. A mixture of experts, explained in the following subsec-
tions is used in this stage. The section 2.2 describes the mixture of the soft 
computing techniques indicated in 2.3 and 2.4. This process minimizes the final 
error of the mixture according to the weighted of the section 2.4 and the classifica-
tion model in 2.5. 
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In the revision stage, the expert is provided with useful data about the decision 
made by the system. Every time a new problem is solved, the internal structure of 
the CBR system is updated (retain stage). 

2.1   Preprocess, Extraction of Relevant Information 

The implementation of the human detection is based on temporal differencing. In 
order to better capture the movement, the information can be extracted from three 
consecutive frames instead of only two. Then, It

R(x,y) being the gray level right 
image intensity of the stereo pair at frame t, we define the right image’s differ-
ences Dt

R(x,y) as: 

( ) ( ) ( )yxyxkyx R
t

R
t

R
t ,,, 2−−⋅= IID

 
(1) 

where the constant parameter k takes the value 2/3. 
An analogous definition is used for the left image’s differences Dt

L(x,y). 
The objective for the human tracking part is to automatically find the box that 

encloses the person under monitoring. In order to accomplish this objective, the 
two frames of absolute differences of the stereo pair images are projected on the 
vertical and horizontal axes; sometimes these are called lateral histograms [5], and 
are calculated by summing the gray levels of the pixels in each of the columns and 
rows of the image differences respectively.  

In eq. (2) we define the horizontal and vertical histograms of right stereo image 
differences. 
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The same definition is used for the horizontal and vertical histograms of left stereo 

differences ( )xL
th  and ( )yL

tv . 

2.2   Mixture of Classifiers, General Process 

Finally, for the human behaviour understanding part, in this first approach, the 
human detection agent will classify two positions, standing/walking and lying. For 
the classification process we used the lateral histograms of the image differences 
as data classifier against a trained classifier.  

To perform the final calculation, several classifiers were applied and then a 
mixture of their outputs was made to provide the final estimation. The final output 
is based on the minimization of the final error of classification. The starting point 
for creating the experts mixture is based on the calculation of the output based on 
the weighted mean of classifiers as shown in Equation (3). 
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Where xi represent values obtained by the classifiers and wi  the weight values. To 
set the weights value, we define the set of variables that affect the final estimation. 
In this case we have taken into account several factors pi to calculate the final 
weights. The goal is to find the set of values of wi that minimize the final error 
value in the estimation given the values of p and x. To calculate this value is part 
of the definition of mean square error to measure the level of error leaving us with 
the expression to minimize expression (4) subject to the indicated restrictions. 

0...1

))..((),...,(

1

2
111

=−−−

−++=

n

i
ii

i
nn

i
n

ww

st

yxpwpwwwf

 
(4) 

The wi are calculated according to the parameters described in 2.4. The section 2.5 
details the mixture for this case study and the parameters showed in  2.4. 

2.3   Classifiers 

The Support Vector Machine (SVM) [22] is a supervised learning technique ap-
plied to the classification and regression of elements. SVM can be applied in a va-
riety of fields such as chemistry, ambient intelligence, modeling and simulation, 
and data or text mining. The algorithm represents an extension of the linear mod-
els [11]. Due to the fact that the dimensionality of the new space can be very high, 
it is not feasible to calculate hyperplanes that allow the production of linear sepa-
rability. For this, a series of non-linear functions called kernels is used. 

The following equation is used to perform the classification (5) [7]. 
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Where iλ is a Lagrange multiplier, iy output value for the patter  b constant and 

)(xΦ a kernel function, The calculation of these values is described in [38]. 

From the hyperplane calculated by SVM we proceed to calculate the distance 
of each of the points to the hyperplane. These distances will be calculated to esti-
mate the error in the calculation of the distance and to make the mixture of meth-
ods. The distance is calculated according to equation (6) 
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MLP is the most widely applied and researched artificial neural network (ANN) 
model. MLP networks implement mappings from input space to output space and 
are normally applied to supervised learning tasks [6]. Sigmoid function was se-
lected as the MLP activation function, with a range of values in the interval [0, 1]. 
It is used to classify the different states of the people detected in the room 
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2.4   Relevant Factors 

The detected relevant factors were based on the error during the estimation of the 
average value for each of the types, on the variance of the data and on the hit rate. 
 To calculate the average error we assume that N>> n because the total number of 
images to estimate, though unknown, is much greater than the set of images used 
during the training. The value of the factor is set according to the ratio of the sam-
ple mean and the error. 

expe
i /= ,  n

S
ke c±=

 
(7) 

Where k is defined from the stated confidence level, Sc     is the quasi-variance and 
n is the number of elements in the sample.  

We define a factor for each of the i classifiers and for each classifier we define 
a different factor for each different class defined.  

Another factor is based on the value obtained as an output for the classifier, tak-
ing into account the distance with respect to the average theoretical value of the 
class, the variance and the value provided by the classifier. Figure 2 shows graphi-
cally the distribution of values obtained from a classifier for the class 1 and 2 (up 

and down) representing for both the normal distribution of the mean 1μ  and 2μ  

,the values x1 and x2 correspond to the estimated value of the classifier for a par-
ticular pattern 

 

Fig. 2 Distribution of the values of a classifier for each class 

The value of the factor for class 1 and class 2 as appropriate the value obtained 
with the case  x1 or  x2 is defined by the expression (29). This factor changes for 
each classifier and for each case. 
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Where k is a constant,  x1 is the value obtained by the classifier, 1μ  is the average 

for the values obtained by the classifier for class 1, 1σ  the variance. We similarly 

define the variables for the second case.  
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The last factor taken into account that is related to the hit rate for each method, 
the hit rate is defined by the number of correctly classified. The value of the factor 
is constant for all cases given a particular classifier. To calculate these values the 
following operation is performed: 

).../( 1 n
jj

i
j

i
j pppp ++=

 
(9) 

Where i corresponds to the classifier i. 

2.5   Classification Model 

The classification model applied to the case study part of the proposed mixture in 
Section 3.3. In the mixture, the classification models are applied based on the 
SMO and the MLP weighted by the factors described in section Relevant factors, 
eventually leaving the model as follows: 
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(10) 

Where wi  are calculated according to (7), the value 1p  is calculated according to 

(8), ip2  is calculated from (9), 3p  contains the hit rate, all these parameters are 

defined so as to meet (10), the values of x1  and x2  correspond to the estimation 
calculated by SVM and the MLP. 

3   Results and Conclusions 

A broader experimentation was done to test processing and detection of different 
people under different lighting conditions and different distances from the stereo 
vision system. We employed 640x480 sized images and sub-pixel interpolation to 
enhance the precision in the stereo calculation. The environment in which the sys-
tem was developed is a hospital room. The rooms were small in size, containing 
one or two beds. The environment may had have very different lighting conditions 
that could change rapidly. There is the possibility of natural light through a win-
dow and there are several possibilities for artificial lighting, with lamps located ei-
ther on the ceiling or wall lamps. 

To perform the analysis a dataset composed of 682 images of video sequences, 
recorded under different configurations of light and people in a residence room 
was studied. The case study consisted of a series of images to monitor a person in 
a room with different light conditions: 248 images with natural light in the room 
(37%), 186 images with fluorescence light in the room (27%) and 245 images with 
incandescent light on the back wall of image (36%). Moreover, the case study 
took into account different possible positions for the people in the room: lying or 
standing in different zones of the room. The 682 images were tagged as follows: a 
successful classification of 680 images (standing or lying) and a wrong classifica-
tion of 2 images, to introduce a certain distortion in the system with the aim of  
verifying the performance of the algorithms.  
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To perform the classification process we start with the information obtained 
from the horizontal and vertical histograms of the previous classification and pro-
ceed to evaluate the efficiency of the proposed classification technique. To evalu-
ate the significance of the possible classification techniques used during the reuse 
phase, we performed a comparison between different classifiers  
following Dietterich's model. 5x2- Cross-Validation [10].  

 

Fig. 3 Number of hits in the classification process  

Figure 3 shows the different classifiers used during the classification process. 
The lines represent the number of hits obtained in the 5x2 cross validation for each 
classifiers. The proposed CBR system presents the highest hit rate against the oth-
er methods, the maximum value of the test is 682/2 according the cross validation. 
The CBR incorporates the classification model exposed in section 2.The deviation 
in the number of hits is also low so we can determine that the hit rate is more con-
stant than the rest of classifiers. 

In the test sequences we have worked with images with a single person in 
scene, as the main use of the system is monitoring people when they are alone in a 
room. However, the system could be adapted to detect more than a person in a 
scene, with the decomposition of the image into sub-images according to the ac-
tivity detected in different regions. 

The classification of the images varies depending on the illumination. In the 
case of images of low contrast it becomes more difficult to make a proper detec-
tion and classification. The illumination issues are, by far, one of the trickiest 
questions relating to real-time real-world systems. The approach was designed to 
be independent of the illumination, however we have stated the worst results with 
wall lamps illumination, probably due to higher noise introduced by the large am-
plification gain due to the low illumination; and the best results correspond to 
scenes with fluorescent illumination or with natural tamed daylight. 
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