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Abstract

The study of magnetism at the nanoscale has important applications in everyday
life. As an example, the vast majority of all data is currently stored in magnetic hard
drives, while magnetic sensors are ubiquitous in automotive applications and in the
internet of things (IoT) technology. The interaction between the spins of conducting
electrons and those of the localized magnetic moments of a ferromagnet is at the
base of a new field of studies called Spintronics, whose technological perspectives
are to overcome the existing semiconductor technology in terms of power saving,
endurance and reliability.

Domain wall propagation is the mechanism through which a magnetic system
changes its state when its equilibrium is perturbed via an external action and its
dynamics is well described using the micromagnetic formalism. Micromagnetic nu-
merical simulations are a proficient tool that links experimental observations and
theoretical predictions, leading the way in the theoretical understanding of magne-
tization dynamics and domain wall motion.

In chapter 1 we lay down the fundamental physical concepts of the micromag-
netic description of magnetism and present the principal analytical tools used through-
out the the rest of the work. Chapter 2 is dedicated to the description of the nu-
merical solver used in this work: a custom micromagnetic code based on C++ and
CUDA programming languages, developed within the group. Subsequently, we fo-
cus on two different problems, making use of the descriptive and predictive power
of micromagnetic simulations respectively.

In chapter 3, we investigate the effect of disorder on field driven domain wall
dynamics in CoFeB thin films. Such structures are the building blocks of MRAM
memories and the understanding of field driven domain wall dynamics is a key
step towards the optimization of device functionality. Exploiting the ability of mi-
cromagnetic simulations to reproduce certain disorder features realistically, we get
insight into magnetization dynamics taking place at a scale below instruments reso-
lution, uncovering important connections between domain wall dynamics and ma-
terial disorder features. Disorder triggers internal domain wall dynamics that gen-
erates a faster energy dissipation and a faster domain wall propagation in the high-
field regime.

In chapter 4, we propose a new spintronic device based on the emission of spin
waves by means of the controlled rotation of a domain wall in a ferromagnetic wire.
The transmission of information via the periodic oscillatory perturbation of mag-
netization, called spin wave, offers new perspectives in the design of low power
sensors and emitters. We design a system with realistic material characteristics and
investigate how the self oscillatory state of a domain wall, induced by the injection
of a charge current, can emit a spin wave signal at frequency of tens of GHz that
directly depends on the injected current intensity.
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Introduction

Mankind has been studying magnetism and exploiting its properties for thousands
of years, since the lodestones studied by ancient Greeks and the magnetic compasses
first used by Chinese sailors. However, the microscopic understanding of mag-
netism has known a major breakthrough only starting from the late 19th century
and throughout the 20th century, following the revolutions of general relativity and
quantum mechanics. The quantum mechanical notions of electron’s spin and spin
dynamics allow us to describe the physics at the atomic scale and explain the origin
of magnetism [1]. The magnetization dynamics of a ferromagnetic sample, which
consists of a large assembly of atoms, is better described by the micromagnetic the-
ory [2] that examines magnetic materials at a scale small enough to describe local
variations of magnetization, while allowing us to use a continuous approximation
of magnetization rather than the discrete atomic lattice.

The understanding of magnetism has led to a number of applications that form
part of our daily life, well beyond fridge magnets. Magnetic tapes stored informa-
tion in video and audio cassettes and disks until not so long ago, the vast majority
of all data is currently stored in magnetic hard drives, encoded in the magnetization
orientation of small regions of magnetic disks. On the other hand, a lot of research is
also dedicated to permanent magnets, which are ubiquitous in electrical motors and
generators.

The fact that electrons have a spin has additional consequences beyond the gen-
eration of an atomic magnetic moment. In a conducting ferromagnet, the localized
spins interact with the conduction electrons’ spins via the exchange interaction. This
effect can lead to the large modification of the resistance of a magnetic spin-valve
by changing the magnetization, on one hand, and to the variation of the magne-
tization orientation by means of a flowing current on the other. Such interaction
is at the base of a new field of studies called Spintronics [3], a multidisciplinary
research area, where scientists coming from physics, chemistry, materials science,
device fabrication and electronics engineering collaborate closely. The technological
perspectives of spintronics are to impact on nowadays electronics technology, based
on semiconductors devices such as metal-oxide-semiconductor field-effect transistor
(MOSFET), with promising applications in new magnetic random-access-memories
(MRAM), sensors, emitters and energy harvesting. The most relevant advantage is
the natural ability of magnetic systems to preserve their state, which guarantees that
no energy is needed to preserve and maintain the state of a device, with subsequent
dramatic reduction of energy consumption.
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Domain walls are the interfaces separating two regions (domains) uniformly
magnetized along different directions, where the magnetic moments gradually ro-
tate from the orientation of one domain to the next. Domain walls are ubiquitous in
magnetism; in fact, their propagation governs magnetization dynamics at the scale
relevant for existing technological applications such as MRAM cells [4] and sen-
sors [5] and proposed devices such as racetrack memories [6], shift registers [7] and
logic devices [8]. Domain wall motion is, in most cases, the mechanism through
which a magnetic system changes its state when its equilibrium is perturbed via an
external action. For this reason, domain wall dynamics is deeply linked to the char-
acteristics of the magnetic system, making the study of wall dynamics a common
strategy to investigate some of their properties, such as the density of defects [9]
and the strength of certain interactions such as Dzyaloshinskii-Moriya interaction
(DMI) [10]. Moreover, domain wall dynamics in thin films in the low-field regime
belongs to a large class of different physical processes that can be described as the
motion of an elastic interface in a weakly disordered medium, and its study can be
used to deepen the understanding of critical phenomena of different nature [11, 12]

As previously mentioned, magnetization dynamics is well described using the
micromagnetic formalism. Micromagnetic numerical simulations are a proficient
tool that links experimental observations and theoretical predictions [13], and have
led the way in the theoretical understanding of magnetization dynamics and do-
main wall motion. Recent years’ developments in parallel computing, which ex-
ploits graphical processing units (GPU) for calculations, allows us to perform simu-
lations with unprecedented computational performances [14], giving access to more
intensive systematic simulations of much larger systems.

The objective of the present work is to use advanced micromagnetic simulations
to investigate domain wall dynamics in different systems relevant for applications.
In chapter 1 we lay down the fundamental physical concepts of the micromagnetic
description of magnetism, presenting the principal analytical tools used throughout
the the rest of the work. Chapter 2 is dedicated to the description of the numerical
solver used in this work. Simulations are performed using a custom micromag-
netic code based on C++ and CUDA programming languages, developed within the
group throughout the years according to the needs of research. Subsequently, we fo-
cus on two different problems, making use of the descriptive and predictive power
of micromagnetic simulations, respectively.

The first challenge, studied in chapter 3, is to investigate the effect of disorder on
field driven domain wall dynamics in CoFeB thin films. Ta/CoFeB/MgO is a com-
mon multilayer system, whose properties are widely studied and present in several
different experimental devices. Moreover, such structures are the building blocks of
MRAM memories and the understanding of field driven domain wall dynamics is
a key step towards the optimization of device operation times and functionality. In
this sense, an important aspect to consider in domain wall dynamics is the influence
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of the material inhomogeneities and defects in the system, which generate local po-
tential wells that can trap the domain wall, causing the malfunctioning of a device.
The generation of a certain amount of defects and material disorder is unavoidable
during device fabrication and the complex nature of domain wall propagation in a
disordered system cannot be fully described with analytical models. Even though a
phenomenological theory that treats the domain wall as an elastic interface moving
in a weakly disordered medium exists, which is able to describe domain wall prop-
agation in the low field regime, the effect of disorder on domain wall dynamics at
higher fields has not been investigated thoroughly. Exploiting the ability of micro-
magnetic simulations to reproduce certain disorder features realistically, we are able
to get insight into magnetization dynamics taking place at a scale below instruments
resolution, uncovering important connections between domain wall dynamics and
material disorder features. Disorder triggers internal domain wall dynamics that
generates a faster energy dissipation and a faster domain wall propagation in the
high-field regime. Importantly, the increment in velocity depends more on disorder
features than on the applied field.

The second research aspect, covered in chapter 4 of this work, is the proposal
of a new spintronic device based on the emission of spin waves by means of the
controlled rotation of a domain wall in a ferromagnetic wire. The transmission of
information via the periodic oscillatory perturbation of magnetization, called spin
wave, offers new perspectives in the design of low power sensors and emitters. We
design a system with realistic material characteristics of CoFeB and investigate how
the self oscillatory state of a domain wall, induced by the injection of a charge cur-
rent, can emit a spin wave signal at frequency of tens of GHz that directly depends
on the injected current intensity. We perform systematic simulations to investigate
the dependence of the emitted signal frequency from the applied current. Moreover,
we show how the application of an external field influences such emission by chang-
ing the spin waves propagation conditions. We present the requirements for spin
wave emission to take place and we describe the conditions through which domain
wall pinned rotation is achieved and the mechanism through which spin waves are
excited.
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Chapter 1

Theoretical background

This first chapter serves as an introduction to the theory of micromagnetics, the for-
malism used in this thesis. It is inspired by several textbooks [13, 15, 1, 16, 17] and it
intends to present a brief introduction to the field, while providing the reader with a
toolbox of the necessary concepts and expressions common to the more specialized
chapters.

1.1 From single spin dynamics to micromagnetics

The first step to be taken is the description of the fundamental object of magnetism:
the magnetic moment. Its classical definition is intimately linked with angular mo-
mentum, providing the basic understanding of the precessional dynamics of mag-
netic moments. The inclusion of a phenomenological damping, which allows en-
ergy dissipation, provides a full description of the observed dynamics, establishing
the basic equation that describes magnetization dynamics. Finally, the study of ex-
tended mesoscale objects requires the study of the dynamics of a large number of
magnetic moments. The passage from a discrete lattice of magnetic moments to a
continuous vector field representation of magnetization, provides an effective tool
to study magnetization dynamics at the scale we are interested in.

1.1.1 Angular momentum and magnetic moment

Let’s consider the ideal situation, presented in fig. 1.1, in which a steady current I is
flowing along a planar loop immersed in a uniform magnetic field B. Each segment
d` of the loop will experience a Lorentz force dF = Id` × B. Due to symmetry, no
net force will act on the loop: F = I

∮
d`×B = 0. However, the torque on the system

will be non-zero if the magnetic field is not perpendicular to the loop plane.

τ =

∮
r× dF = I

∮
r× (d`×B)

=
I

2

(∮
r× d`

)
×B +

I

2���
���

���
�:0∮

d (r × (r×B))

= IAn̂×B.
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A
n̂ Id~̀

d~F
~B

FIGURE 1.1: Schematic representation of the Lorentz’s force act-
ing on a loop of electric current in presence of a magnetic field.

Here, A is the surface enclosed by the loop and n̂ is the vector normal to the
surface. The vector quantity µ = IAn̂ is called the magnetic moment and has units of
A m2. A current loop is due to the motion of one or more electrical charges. Since
the charge carriers have mass, the magnetic moment µ is always associated to its
angular momentum. The ratio between the magnitudes of angular momentum L

and magnetic moment of a given system is called gyromagnetic ratio and denoted
with γ:

µ = γL.

Let’s consider a very specific system: a classical model of the hydrogen atom,
where an electron e is orbiting around the nucleus’ proton. This orbiting electron
generates the simplest current I = qe

T , where T = 2πr/v is the electron’s orbital
period. The magnetic moment associated to its motion has a magnitude IA = qevr

2 .
This charged particle also has a mass, and its angular momentum is given by Le =

r × p = mervn̂. The electron’s orbital magnetic moment, as defined above, is then
anti-parallel to the electron orbital angular momentum, since the electron charge is
negative. The constant of proportionality between these two quantities is γ = qe

2me

In the ground state, the orbital angular momentum of the orbiting electron is
Le = h̄n̂, so that the associated magnetic moment intensity is

µB = |γ|L =
qeh̄

2me
.

µB represents a convenient unit to define the size of magnetic moments at the mi-
croscopic level. It is called the Bohr magneton and has a value of 9.274× 10−24 A m2.
So far we used classical mechanics to describe the electron’s orbital motion and the
associated orbital angular momentum L and magnetic moment µ. However, the
electron possesses an intrinsic angular momentum, the spin, which cannot be de-
scribed classically. The intrinsic magnetic moment associated with the electron spin
plays a crucial role in magnetism, since without taking it into consideration there
would be no net magnetization (see for example [1] pag. 8). To isolate the intrinsic
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angular momentum of the electron, we consider a free electron, not orbiting around
an atom’s nucleus. Its spin takes a value of s = ± h̄

2 when measured along a given
direction and the associated magnetic moment has a value of gµB . The factor g,
simply called g-factor, describes the proportionality between the observed magnetic
moment and the angular momentum quantum number times the Bohr magneton,
it takes a value of 2.00231 for the free electron. The gyromagnetic ratio of the free
electron, relating its intrinsic angular momentum or spin and its magnetic moment
is

γe =
gee

2me
= −geµB

h̄

whose value is |γe| = 1.76× 1011 rad T−1s−1.

1.1.2 Precession of magnetic moment

The torque τ on a physical system describes the rate of change of the total angular
momentum: τ = dL

dt . On the other hand, we saw that an electric charge current loop
gives rise to a magnetic moment µ and that the torque exerted on the loop by an
external magnetic field B is

τ = µ×B.

We can substitute τ with dL
dt and dL

dt with dµ
dt γ
−1 to obtain

dµ

dt
= γµ×B. (1.1)

This is the equation of dynamics for a single magnetic moment in a uniform external
field. It tells us that the change in µ is perpendicular to both µ and B and that the
modulus of the magnetic moment |µ| is not modified by B. Applying an external
magnetic field at an angle θwith the magnetic momentµwill make it precess around
the applied field, keeping the angle θ fixed, at a frequency fL = |γ|B(2π)−1 called
the Larmor frequency. Moreover, it states that a stable equilibrium configuration for a
magnetic moment in an external field is achieved only when

µ×B = 0, (1.2)

i.e. when the magnetic moment is aligned with B.

1.1.3 From single spin to continuum approximation

A solid is said to be magnetic if there is a net magnetic moment per unit volume
in the absence of external field. The magnetization M is defined as the magnetic
moment per unit volume M =

∑
µ/V , where the volume V is large compared to

the atomic lattice scale and contains a large amount of magnetic moments, whose
average varies smoothly in space, so that M can be considered as a smooth vector
field inside the solid [1]. It is measured in units of A m−1.
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Depending on the magnetic properties of a material, its magnetization can have
different responses to an external magnetic field. From now on we will distinguish
between the quantity magnetic field H that act over a magnetic medium and the mag-
netic flux density B in units of Tesla (T). In general, the application of an external field
H influences the organization of magnetic moments inside a medium, which in turn
influences the total magnetic flux density, following the relation

B = µ0 (M + H) . (1.3)

In the vacuum, where no magnetic material is present, the relation reduces to B =

µ0H, where µ0 = 4π × 10−7 H m−1 is the magnetic permeability of vacuum.
Depending on the magnetic properties of materials, a useful classification is schemat-

ically shown in fig. 1.2.

Magnetic properties
of materials

Permanent
magnetic

properties?

Long-range
order?

Nearest
neighbor

orientation?

Compensated?

Diamagnetism

Paramagnetism

Ferromagnetism

Antiferromagnetism

Ferrimagnetism

Yes

No

Yes

No

Parallel

Antiparallel

Yes

No

FIGURE 1.2: Classification of materials according to their mag-
netic properties.

In this work all the magnetic materials considered are ferromagnetic: materials
that show a spontaneous magnetization in absence of external fields and whose
spins tend to order parallel to each other. The origin of this behaviour will become
clear in the next section of this chapter, where we discuss the energy terms that drive
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magnetization dynamics and determine equilibrium states. This behaviour allows
us to assume that for every point r of the sample, in a small volume V (r) all mag-
netic moments are aligned and it can be defined the saturation magnetization Ms as
the modulus of the magnetization |M(r)| = Ms. Ms is considered constant and
dependent on the temperature of the specimen. Assuming constant and uniform
temperature in the magnetic system, we can express

M = Msm, (1.4)

where m is the dimensionless normalized magnetization vector. Since we assume
a constant modulus for M and m, the derivatives of these vectors will always be
orthogonal to them.

∂

∂ζ
(M ·M) =

∂M2
s

∂ζ
= 0

∂

∂ζ
(M ·M) = 2M · ∂M

∂ζ

M · ∂M
∂ζ

= 0, ζ = t, x, y, z.

1.1.4 Phenomenological damping and Landau-Lifshitz-Gilbert equation

In a ferromagnetic medium each magnetic moment tries to align with a local field,
called effective field Heff , in an attempt to minimise the system’s energy. The nature
of Heff will be described later on. However, in principle, for each spin in our system
eq. (1.1) should hold, that is to say, at every point r:

dM(r)

dt
= −γ0M(r)×Heff(r), (1.5)

where γ0 = |γ|µ0. This means that magnetic moments would precess indefinitely
with a constant angle as in fig. 1.3-a. Experimental evidence, however, tells us that
magnetization in samples exposed to an external field tends to align parallel to it,
and that magnetic systems evolve towards an equilibrium corresponding to a local
energy minimum [16]. To describe the dynamics of this energy minimization pro-
cess, a phenomenological dissipative term that takes into account a wide range of
local dissipative phenomena is added to eq. (1.5). Adding to the effective field a
contribution of the form

− α

γ0Ms

dM

dt

in eq (1.5), yields
dM

dt
= −γ0M×Heff +

α

Ms
M× dM

dt
, (1.6)

called Landau-Lifshitz-Gilbert equation (LLG), which prescribes that each spin spirals
towards equilibrium as in fig. 1.3-b. This equation is central to the whole thesis.
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It describes accurately magnetization dynamics at a local scale, and its predictive
power is proven by the extensive use of micromagnetic simulations in the literature.

Equation (1.6) can be rewritten in explicit form multiplying both sides by M,
using simple vector algebra A × (B ×C) = (A ·C)B − (A · B)C and the fact that
M · dM

dt = 0 since the modulus of M is fixed:

M× dM

dt
= −γ0M× (M×Heff)− α

Ms

dM

dt
.

Substituting M× dM
dt in eq. (1.6) gives the explicit form of LLG equation.

dM

dt
= − γ0

1 + α2

[
M×Heff +

α

Ms
M× (M×Heff)

]
. (1.7)

Equation (1.7) is the basic equation of micromagnetics; in what follows we will dis-
cuss the main contributions to the effective field Heff .

y

z

H M
dM
dt

x

a

y

z

H M
dM
dt

M × dM
dt

x

b

FIGURE 1.3: Magnetic moment dynamics. a A magnetic moment
precesses around an effective field with a constant polar angle.
b When a dissipative term is introduced, the magnetic moment
tends to align to the effective field with a spiraling trajectory, re-
sult of the combination of precessional and dissipative dynam-

ics.

1.2 Free energy and effective field

As anticipated, magnetization in extended media tends to align to an effective field
in order to minimize the internal free energy of the system. In this section, a defi-
nition of internal free energy is given and, from that, the effective field is derived.
Brown’s equilibrium conditions for magnetization are obtained and the most rele-
vant energy terms concurring to the system’s free energy are presented.
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1.2.1 Internal free energy and Brown’s equations

Let’s consider a finite sample extending over a region Ω; its internal free energy density
E is a function of the magnetization configuration. It can be shown from variational
principles [2, 18] that a static equilibrium configuration is obtained when the total
free energy is minimized, and this corresponds to

M× δE
δM

= 0 (1.8)

inside the volume, and
∂M

∂n
= 0 (1.9)

on the boundary ∂Ω for the simple case of free boundary conditions. Equations (1.8)
and (1.9) are called Brown’s equations. They need to be solved in order to find
equilibrium configurations of a magnetic system.

The effective field acting on the magnetization is obtained as the functional vari-
ation of the energy of the system with respect to the magnetization [2, 18]:

Heff = − 1

µ0Ms

δE
δm

(1.10)

we can see that, using eq. (1.10), eq. (1.8) takes the form of the equilibrium condition
of a single classical magnetic moment (1.2).

The internal free energy density E is the sum of different energy contributions
that depend on different features of the material and of its magnetization configura-
tion.

1.2.2 Exchange interaction

Ferromagnetic materials show spontaneous magnetization above the microscopic
scale. This is due to the tendency of magnetic moments in such materials to align
parallel to each other, giving rise to magnetic order inside the material. The ori-
gin is the exchange interaction, a quantum mechanical effect whose description and
complete treatment can be found in [1, 19].

It all boils down to a spin dependent effective Hamiltonian, the Heisenberg
Hamiltonian

Ĥ = −2
∑
<i,j>

JijSi · Sj = −2JS2
∑
<i,j>

cosφi,j , (1.11)

where the sum is over first neighbours only, Jij is the exchange integral between
spins i and j and φi,j is the angle between the two spins. Such interaction is of short
range. When Jij > 0, the energy of the system is minimized when spins lie parallel
to one another. The formulation of this requirement in the continuum considers that
the angle between neighbouring spins is small so that the scalar product in (1.11)
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can be approximated as [1]

cosφi,j ≈ 1−
φ2
i,j

2

and the energy of the system becomes

E = constant + JS2
∑
<i,j>

φ2
i,j .

The passage to the continuous approximation results in the energy density term

Eex = A
[
(∇mx)2 + (∇my)

2 + (∇mz)
2
]

(1.12)

where the constant A = 2JS2z/a Jm−1 is the exchange stiffness constant of the mate-
rial, assuming a uniform exchange integral J , a is the first neighbour distance and z
is a lattice constant that depends on the crystalline structure.

If we apply (1.10) to (1.12) we obtain the expression for the exchange contribution
to the effective field.

Hex = − 1

µ0Ms

δEex

δm
=

2A

µ0Ms
∇2m (1.13)

1.2.3 Anisotropy

Exchange interaction is isotropic, this means that in the ideal situation of a magnetic
specimen whose spins are all aligned, the energy level will be the same regardless
of the orientation of the magnetization M. In the common case in which the spec-
imen has a crystalline structure, the atoms, and hence the magnetic moments, are
positioned at the vertices of the lattice. Due to spin-orbital interactions, orientations
of magnetization along certain crystallographic axes are favoured with respect to
others, breaking the symmetry of the isotropic exchange interaction. This effect is
described by the so-called magnetocrystalline anisotropy.

Hexagonal and tetragonal crystals show a uniaxial anisotropy. Up to fourth order,
the energy density dependence on the magnetization orientation can be written as

Ean = Ku1 sin2 θ +Ku2 sin4 θ. (1.14)

Here, θ is the angle between the magnetization direction and the anisotropy easy-axis
û. The coefficientsKu1 andKu2 are the anisotropy energy density constants ( J m−3).
Neglecting the fourth order terms this energy can be rewritten as

Ean = Ku(1− (m · û)2) (1.15)

since m · û = cos θ. A negative value of Ku describes an easy-plane anisotropy,
where all orientations of magnetization lying in the plane perpendicular to û are
equally favoured. On the other hand, a positive value of Ku gives rise to a easy-axis
anisotropy, where magnetization configurations parallel to û have lower energy. In
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thin films, the coupling of few atomic layers of ferromagnetic metals with an oxide
[20, 21] gives rise to a uniaxial anisotropy perpendicular to the interface between
the two materials, whose strength scales with the inverse of the thickness of the
ferromagnet. It is the case, for example, of CoFeB/MgO interfaces. Here a surface
anisotropy constant KS exists that adds to the bulk constant as

Ku = Kbulk +
KS

t0
,

where t0 is the ferromagnet’s thickness. In this thesis we will be dealing with the
effects of surface anisotropy in CoFeB/MgO, including its effect directly in the value
of Ku.

The effective field associated with anisotropy, derived using eq. (1.10) is

Han =
2Ku

µ0Ms
(m · û)û. (1.16)

1.2.4 Zeeman energy

In the simple case of the application of an external magnetic field Ha, generated from
a coil or a magnet in the laboratory, we have already seen when discussing equilib-
rium conditions for magnetization that energy is minimized when M is parallel to
Ha: the so-called Zeeman energy density is given by

EZ = −µ0Msm ·Ha. (1.17)

The associated effective field is, obviously, HZ = Ha. The anticipation of this simple
energy term due to an interaction external to the material is useful to describe the
more complicated dipolar interaction, which is the energy term arising from the
reciprocal interaction among the magnetic moments of a magnetic system.

1.2.5 Magnetostatic energy

Magnetostatic, demagnetizing, stray field, dipolar interaction. All these terms are used in
the literature in different situations to describe the same interaction and associated
energy and effective field. A point-like magnetic moment µ generates a dipolar field

H(r) =
1

4π

(
3r (µ · r)

r5
− µ

r3

)
. (1.18)

If we consider a specimen of n magnetic moments positioned in space, they will all
interact with all the others giving an energy density that, using (1.17), reads

Ed = −µ0Ms

2

n∑
i

µi ·

 n∑
j

Hj(ri)

 .
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where Hj(ri) is the dipolar field generated by the j-th magnetic moment evaluated
at the i-th moment position. This rather complicated computation has workarounds,
both from a theoretical point of view and from the computational one, as will be
shown in the next chapter. Here it is sufficient to say that in the continuum approx-
imation, from Maxwell’s equations a scalar potential Φ can be extracted from the
magnetization as

Φ(r) =
Ms

4π

[∫
Ω

ρ(r′)

|r− r′| dr
′ +

∫
∂Ω

σ(r′)

|r− r′| dr
′
]
, (1.19)

ρ = −∇ ·m (1.20)

σ = m · n̂. (1.21)

Here, ρ is the so-called volume magnetic charge density and σ is the surface charge
density. Then Hd = −∇Φ and Ed = −µ0Ms

2 m ·Hd.

So far, inside a body uniformly magnetized along an anisotropy axis, M(r) =

M0, the only non-zero effective field contribution is the dipolar field. In general,
Hd(r) is not uniform. However, in the particular case of an ellipsoid1, the internal
field is uniform and depends on the direction of magnetization as

Hd = −N ·M0 (1.22)

where N is a symmetric tensor called the demagnetizing tensor. The reason for this
name is that if coordiantes are chosen along the principal exes of the ellipsoid, N
is diagonal, so that when the magnetization lies along one of the three axes of the
ellipsoid, the tensor multiplication equals a scalar multiplication and Hd results to
be antiparallel to M, thus opposing magnetization inside the sample. The three
diagonal elements Nx, Ny, Nz , called demagnetizing factors, obey the constraint Nx+

Ny +Nz = 1. In a uniformly magnetized ellipsoid the magnetostatic energy density
is uniform over the sample and equal to:

Ed =
µ0M

2
s

2
m · (N ·m) =

µ0M
2
s

2

(
Nxm

2
x +Nym

2
y +Nzm

2
z

)
.

If the ellipsoid has symmetry of revolution around the x axis, Nz = Ny so that

Ed =
µ0M

2
s

2

[
Nxm

2
x +Ny(1−m2

x)
]

=
µ0M

2
s

2
(Nx −Ny)m

2
x + const

= K0(m · x̂)2 + const

where

K0 =
µ0M

2
s

2
(Nx −Ny). (1.23)

1It can be shown that this applies to any second-degree surface, however, the ellipsoid is the only
one that is finite in space and hence has a practical relevance.
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This magnetostatic energy term has the form of a uniaxial anisotropy along the major
axis of the sample (1.15). For this reason it is called shape anisotropy. In a prolate
spheroid, where x axis is longer than y and z axes, Nx < Ny so that K0 < 0 and
energy is minimized when m lies along x axis, which corresponds to the anisotropy
easy axis. In an oblate spheroid, on the other hand, where x axis is shorter than the
other two, K0 > 0 and shape anisotropy corresponds to an easy plane anisotropy.

Exchange, anisotropy, Zeeeman and demagnetizing are the energy terms usually
considered in standard micromagnetics. Recently the fabrication of nanostructures
with broken inversion symmetry led to the appearance of an additional interaction at
the interfaces between magnetic materials and elements heavy metals, which turns
out to have an important effect on magnetization dynamics. Therefore we present it
in the following section.

1.2.6 Dzyaloshinskii-Moriya interaction

Exchange interaction has been presented with a fully symmetric Hamiltonian. How-
ever, its generalized form can be written as

Hij = Si · (M ijSj)

whereM ij is a matrix representing the bilinear form of the energy of two spins. This
can be decomposed in a symmetric and antisymmetric part. The symmetric part
represents the usual exchange interaction that we presented as fully isotropic with a
scalar product (1.11). The antisymmetric part can be rewritten as cross product by a
vector Dij :

Si · (M ijSj) = JijSi · Sj + Si · (Dij × Sj) .

The antisymmetric term is usually rewritten as

HDMij = −Dij · (Si × Sj) .

This energy term is due to the presence of spin–orbit interaction, which connects
the lattice with the spin symmetry. The broken parity of the lattice gives rise to an
additional interaction that breaks the inversion invariance of the Heisenberg Hamil-
tonian, this is the Dzyaloshinskii–Moriya interaction (DMI). In the systems studied in
this thesis, DMI is an interfacial effect, arising from the interaction of a ferromagnetic
layer with an adjacent lattice of heavy metal atoms with large spin-orbit coupling
(see fig. 1.4). The vector D is then determined by the interaction at the interface as
∝ rij × n̂, where rij is the vector connecting spin Si and Sj and n̂ is the interface
plane vector.

As presented in fig. 1.4, we consider a broken inversion symmetry along the ẑ
direction, so that the DMI vector D is directed, for any in-plane direction û, as D =

Dẑ × û [22]. In the continuous micromagnetic approximation, the energy density
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Di,j

ri,j
Si Sj

FIGURE 1.4: Sketch of DMI at the interface between a ferromag-
netic metal (blue) and a heavy metal (grey). The DMI vector Di,j

related to the triangle composed of two magnetic sites Si and Sj

and an atom with a large spin orbit coupling (SOC) is perpendic-
ular to the plane of the triangle.

term due to Dzyaloshinskii-Moriya interaction reads then

EDM = D [(m · ∇)mz − (∇ ·m)mz] . (1.24)

Boundary conditions are also modified as [23]

∂m

∂n
=

D

2A
(ẑ × n)×m, (1.25)

where n is the vector normal to the surface. Finally, the effective DMI field is

HDM =
2D

µ0Ms
[(∇ ·m) ẑ −∇mz] . (1.26)

In conclusion, the energy density of a ferromagnetic specimen is

E =A
∑

i=x,y,z

(∇mi)
2 +Ku(1− (m · û)2)− µ0Ms

2
m ·Hd

− µ0Msm ·Ha +D [(m · ∇)mz − (∇ ·m)mz] . (1.27)

According to (1.10), a general expression for the effective field can be obtained
from (1.27), yielding

Heff =
2A

µ0Ms
∇2m +

2Ku

µ0Ms
(m · û)û + Hd

+ Ha +
2D

µ0Ms
[(∇ ·m) ẑ −∇mz] . (1.28)
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1.3 From nanoparticles to mesoscale magnetism

Solution of equation (1.8) and (1.9), that leads to equilibrium magnetization con-
figurations is not a trivial task. Moreover, depending on the initial configuration,
metastable states can be attained, which is the foundation of hysteretic behaviour
in magnetism. In this section a qualitative description of the different effects of the
various energy terms of a ferromagnetic system will provide the justification for
the existence of magnetic domains and finally of domain walls, the main actors of
magnetization dynamics at the mesoscale. To conclude this section, the concepts of
domain wall width and energy are briefly explained.

Exchange interaction favours alignment of a spin parallel to its neighbours, re-
gardless of their direction, whereas uniaxial anisotropy favours alignment with the
easy axis of anisotropy. The application of an external field tends to align the magne-
tization with the external field. These are all short range energy terms, that depend
on the orientation of the single spin or its direct neighbours at the most. The fact that
domains exist in extended ferromagnets lies predominantly in the minimization of
magnetostatic energy, which is a long range interaction. This means that, although
at the local level its effect is negligible compared to local energy terms, it plays an
important role when considering a large assembly of magnetic moments. The com-
plicated nature of this interaction makes it difficult to schematically represent its
minimization in a general way. However, by considering equations (1.19), (1.20)
and (1.21), we can see that the two conditions to minimize magnetostatic energy are
absence of volume magnetic charges (∇ · m = 0) and absence of surface charges
(m · n = 0). This means that magnetostatic energy is minimized when magnetiza-
tion configuration realizes a flux closure inside the volume of the magnetic specimen
and is tangential to the surface of the sample. In order to do so, magnetization has to
change direction inside the sample at a cost for anisotropy and exchange. Exchange
interaction, however, depends on the angle between neighbouring spins so that, if
the sample is large enough, the magnetization can change direction in space keeping
a low gradient, which means a low exchange energy cost (1.12).

1.3.1 Monodomains, vortices, multidomains

In order to understand better the competition of different magnetic energies that
gives rise to formation of domains in ferromagnets we will consider the following
example. Let’s consider tiles of Permalloy, a common NiFe alloy that has a negligible
magnetocrystalline anisotropy, with aspect ratios 20δ : 10δ : δ along the coordinate
axes x, y and z respectively, and observe which is the equilibrium magnetization
when minimizing energy starting from a random magnetic configuration. Fig. 1.5
shows the numerical results of this simple study. When δ = 3 nm, the sample is
very small. Here exchange interaction dominates and an almost uniform state is
formed. By looking at the energy density distribution, we see that exchange energy
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is minimized, while magnetic charges σ 6= 0 are formed at the edges of the magnet.
This has a cost in dipolar energy for the system that, nevertheless, is small due to the
small size of the sample.

In a bigger tile where δ = 15 nm, the situation is already much different, here
magnetization prefers to bend smoothly, to be tangent to the sample edges and avoid
surface charges. This curled configuration, called a vortex state, causes the tilt out
of the plane of the magnetization at the centre, where, due to symmetry, there is no
preferable in-plane direction. By looking at the magnetic energies distribution, Eex

is mostly concentrated at the vortex core, where magnetization is forced to rapidly
curl and tilt out of plane. The almost constant angle between neighbouring spins
in the rest of the sample has a small and almost uniform energy cost, only slightly
increased along the diagonals. Dipolar energy density is also mostly concentrated at
the vortex core, due to the surface charge generated by the out of plane spin at the
center. Along the diagonals, the presence of volume charges where the magnetiza-
tion direction changes with a larger angle is visible.

When the sample is even larger, δ = 30 nm, the situation is different again, here
the flux closure is obtained via two adjacent vortices. However, the magnetization
rotates now between one region to the next by a sharp 90◦ rotation, leaving the mag-
netization in each region uniform, thus achieving flux closure while minimizing ex-
change energy too. By looking at the energy density distributions, energy results
now concentrated in the two vortex cores and along the regions’ boundaries, where
the gradient of magnetization is larger. The regions of uniform magnetization in a
magnetic sample are called magnetic domains, the interfaces between domains, where
M rotates continuously from one direction to the other are called domain walls. Do-
main walls play a fundamental role in most magnetization dynamics phenomena.

The domains in fig. 1.5 are perpendicular to their neighbours, so that inside the
domain walls magnetization rotates by 90◦. The presence of a uniaxial anisotropy,
of magnetocrystalline, interfacial or geometrical origin, favours the formation of an-
tiparallel domains, so that domain walls carry a 180◦ degree rotation of magnetiza-
tion. This second type of domain wall will be the one studied in this thesis, so that
it is useful to explore its properties in more detail.

1.3.2 Landau and Lifshitz theory of domain walls

We consider an infinite crystal with uniaxial anisotropy where magnetization is di-
vided in two antiparallel domains. The magnetization aligns to the ±z direction
imposed by anisotropy, and varies along the x direction as shown in fig. 1.6. In the
wall that separates the two domains, magnetization rotates from up to down direc-
tion, tilting away from the z axis. This can, in principle, happen through any of the
planes containing the z axis. However, since our sample is infinite and we are as-
suming that the only direction along which magnetization varies is x. This means
that zero volume charges ∇ ·m are achieved if mx = 0 always, i.e. magnetization
rotates inside the yz plane, as in fig. 1.6. This configuration has zero volume charges
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FIGURE 1.5: Different energy terms dominate at different length
scales. The top panels (a, b, c) represent magnetization config-
uration at equilibrium of NiFe platelets with same aspect ratio
20:10:1 but different scales δ. The second and third row show the
exchange energy density distribution (d, e, f) and dipolar energy
density distribution (g, h, i) respectively for the corresponding

equilibrium state.

and is called a Bloch domain wall. It would lead to surface charges at the boundaries,
but our assumption of an infinite crystal makes this energy term disappear too.

In such configuration there is no magnetostatic energy contribution at the do-
main wall and the only terms are due to anisotropy and exchange. The total energy
density in this system is then

E = Kum
2
y +A

[(
dmy

dx

)2

+

(
dmz

dx

)2
]
. (1.29)

This can be rewritten substituting mz = cos θ and my = sin θ. The total energy per
unit area is obtained integrating along x:

Ew =

∫ ∞
−∞

[
Ku sin2 θ +A

(
dθ

dx

)2
]
dx. (1.30)

It can be shown [19] that the configuration that minimizes this energy while respect-
ing the fact that this is a domain wall (sin θ = 0 for x→ ±∞) is

mz(x) = cos θ(x) = − tanh
( x

∆

)
, (1.31)

where the domain wall center is assumed to lie at x = 0. ∆ is the domain wall width
parameter, since it is the parameter that gives information about the extension of the
region across which most of the rotation of magnetization is performed. The actual
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width of the domain wall can be estimated by first defining the domain wall as the
only region where magnetization is not parallel to z axis and thus integrating the
transverse component of the magnetization m⊥ = sin θ(x) along x:∫ ∞

−∞
sin θdx =

∫ π

0
∆dθ = π∆.

z

yθ

FIGURE 1.6: Representation of a Bloch domain wall in an infi-
nite medium. Magnetization rotates between two antiparallel
domains rotating inside the plane dividing the two domains or
in other words, inside the plane perpendicular to the direction x,

along which magnetization changes.

The domain wall width parameter ∆ obtained here gives important information
about the length scale over which magnetization can change direction in an equi-
librium configuration. The value of ∆ depends on the characteristics of the given
system, since it represents the competition between exchange interaction trying to
keep small angles between neighbouring spins and forces trying to curl magneti-
zation as quickly as possible to align spins along a particular direction. In the case
of a sample infinite along the three dimensions, such role is played exclusively by
magnetocrystalline anisotropy and the value of ∆ that minimizes (1.30) is

∆ =
√
A/Ku. (1.32)

The value
√
A/Ku is also called Bloch length `Bloch of the system, since it is related

with the Bloch domain wall configuration. Later on we will see that also magne-
tostatics can affect the domain wall width. Substituting the expression (1.31) into
(1.30) and integrating along x we obtain the domain wall surface energy density

σ = 4
√
AKu. (1.33)

We consider now a different system, a wire infinite along x but of limited cross
section, magnetized along the wire axis, with a head to head domain wall separating
antiparallel domains (see fig. 1.7), the magnetostatic energy can be interpreted as a
shape anisotropy trying to align magnetization along the wire’s axis.
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FIGURE 1.7: Schematic of head-to-head domain wall in an in-
plane magnetized system.

The energy of the system is then, in a first approximation

E =
µ0Ms

2
m ·Hd +A

[(
dmx

dx

)2

+

(
dm⊥
dx

)2
]
.

Here the critical length describing the competition between exchange and shape
anisotropy is the exchange length where the magnetocrystalline anisotropy constant
is replaced by the shape anisotropy constant of demagnetizing origin (1.23) K0 =
1
2µ0M

2
s .

`ex =
√

2A/(µ0M2
s ). (1.34)

1.4 Domain wall dynamics

In this section domain wall dynamics is finally introduced. The simplest case of a
domain wall moving due to the expansion of a domain parallel to an external field is
discussed using energy dissipation arguments deriving directly from LLG equation.
The modifications to domain wall dynamics in a disordered system is considered
and the analytical theory useful to understand domain wall dynamics in presence of
disorder is briefly presented.

1.4.1 Energy minimization and field driven dynamics

In the case where none of the energy densities depends explicitly on time, but only
on M(t), the energy dissipation rate can be written as

dE

dt
=

∫
V

δE
δM
· dM

dt
dV

= −µ0

∫
V

(
Heff ·

dM

dt

)
dV. (1.35)
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On the other hand, multiplying LLG equation (1.6), by Heff we obtain

Heff ·
dM

dt
=

α

Ms
Heff · (M×

dM

dt
), (1.36)

while multiplying it by dM
dt yields

(
dM

dt

)2

= −γ0
dM

dt
· (M×Heff). (1.37)

From (1.36) and (1.37), we get the relation

Heff ·
dM

dt
=

α

γ0Ms

(
dM

dt

)2

(1.38)

This relation is valid at every point of our system and at every instant. By substitut-
ing equation (1.38) in (1.35) we obtain a relation for the total energy dissipation rate
of our magnetic system:

dE

dt
= − αµ0

γ0Ms

∫
V

(
dM

dt

)2

dV. (1.39)

This is the amount of magnetic energy that is transferred to the lattice due to dis-
sipative effects during magnetization dynamics, it has no local counterpart because
the energy lost locally by a single spin is not entirely transferred to the lattice but can
go increasing the magnetic energy of other spins the system.

Let’s consider an infinite sample divided in two antiparallel domains, separated
by a 180◦ domain wall as the one represented in fig. 1.6. By applying an external
magnetic field Ha, constant in time and uniform along the +z axis, we modify the
energy density of the system. A term describing the Zeeman energy needs to be
added to eq. (1.30):

Ew =

∫ ∞
−∞

[
Ku sin2 θ +A

(
dθ

dx

)2

− µ0MsHa cos θ

]
dx. (1.40)

Since Ha is chosen positive, the energy of the system is minimum when cos θ = 1

for all the spins in the system. This can be achieved by flipping of the spins in the
right domain or by the expansion of the left domain and the shrinking of the right
one. It is proven both experimentally and theoretically, that for systems larger than a
critical size and for applied fields below a certain (high) threshold, the latter process
is the one taking place [17]. In fact, here we are interested in this second situation,
which results in domain wall motion.
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Mθ

ϕ

FIGURE 1.8: Polar (spherical) coordinate system for magnetiza-
tion. The radius is fixed as Ms for M and to 1 for m. The polar

angle is θ and the azimuthal angle is ϕ.

LLG equation (1.6) can be expressed in polar coordinates θ(r, t), ϕ(r, t) for the
magnetization, as shown in fig. 1.8

θ̇ = − γ0

µ0Ms sin θ

δE
δϕ
− αϕ̇ sin θ, (1.41)

ϕ̇ sin θ =
γ0

µ0Ms

δE
δθ

+ αθ̇ (1.42)

where the dot indicates time derivative and

Heff = − 1

µ0Ms

δE
δθ
θ̂ − 1

µ0Ms sin θ

δE
δϕ
ϕ̂.

In this notation, time variation of magnetic energy density Ė can be written as:

Ė =
δE
δθ
θ̇ +

δE
δϕ
ϕ̇ = −αµ0Ms

γ0

[
θ̇2 + ϕ̇2 sin2 θ

]
. (1.43)

This is the polar coordinates equivalent of equation (1.38), describing energy conser-
vation in our system: at every point, at every instant of time, variation of internal
magnetic energy density equals the energy density dissipation at that point, at that
instant. This is not a local relationship because inside δE

δθ and δE
δϕ there are non lo-

cal dependencies on θ and ϕ, such as long range dipolar interaction and exchange
interaction that depends on magnetization gradient. In order to extract information
on domain wall dynamics from this relationship, we need to simplify the problem
introducing an adequate approximation: the one dimensional model.

1.4.2 One dimensional model

It has been shown that in an infinite sample whose magnetization consists of two
domains anti-parallel to each other, magnetization orientation is uniform inside the
yz plane defined by the domain wall and changes only along the direction x perpen-
dicular to the wall plane. We called this equilibrium configuration the Bloch domain
wall. This means that ϕ = π

2 or −π
2 over the whole sample.
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The application of an external field along the z direction does not exert any
torque on the spins inside the domains since m ‖ Ha. At the domain wall how-
ever, this is not true and a tilt of m inside the xy plane will take place, described by
a change in ϕ for the spins inside the domain wall. We assume then that magneti-
zation is described by the Bloch profile (1.31) in the out of plane direction, with an
internal domain wall angle φ describing the xy-plane orientation of the spins inside
the domain wall. We assume:

θ(r, t) = 2 arctan

[
exp

(
x− q(t)

∆

)]
, (1.44)

ϕ(r, t) = φ(t), (1.45)

where ∆ is the domain wall width parameter and q is the parameter describing the
domain wall position along the x direction. We obtain the relationships

∂θ

∂x
=

sin θ

∆
δθ = −sin θ

∆
dq θ̇ = −q̇ sin θ

∆
(1.46)

∂ϕ

∂x
= 0 δϕ = dφ ϕ̇ = φ̇ (1.47)

Additionally, we consider a system with boundaries: an infinite wire along the
x direction. This introduces in the system dipolar energy in the form of surface
magnetic charges at the boundaries of the domain wall that affect both the statics
and the dynamics. However, the assumption that magnetization is uniform along y
and z will hold as long as the cross section is small.

x
y

z

FIGURE 1.9: One dimensional representation of a wire of infinite
length magnetized in two anti-parallel domains separated by a
Bloch wall. Magnetization varies along xwhile it is uniform over

the cross section.
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Energy densities in polar coordinates are:

Eex = A
[
(∇θ)2 + (∇ϕ)2 sin2 θ

]
(1.48)

Ean = Ku sin2 θ (1.49)

Ed =
µ0Ms

2

2

(
Nz + sin2 θ(Nx −Nz) + sin2 θ sin2 ϕ(Ny −Nx)

)
(1.50)

Ez = −µ0MsHa cos θ (1.51)

Assuming the rigid magnetic configuration described by eq. (1.44) and (1.45), the
variation δE of E is much easier to write, since E reduces to

E = A
sin2 θ

∆2
+ sin2 θ

(
K0 +K sin2 φ

)
− µ0MsHa cos θ, (1.52)

where we write an effective anisotropy term as

Ean + Ed =

(
Ku +

1

2
µ0Ms

2(Nx −Nz)

)
︸ ︷︷ ︸

K0

sin2 θ +

(
1

2
µ0Ms

2(Ny −Nx)

)
︸ ︷︷ ︸

K

sin2 θ sin2 φ

(1.53)
and we neglect the constant term µ0Ms

2

2 Nz from energy calculations. The hard-axis
anisotropy constant K has a sign that depends on the cross section of the wire. If K
is negative, the DW plane is an easy plane, and the wall has a Bloch configuration.
When K is positive, on the other hand, the wire axis is an easy axis for the domain
wall spins and the domain wall minimum energy state will be that of a Néel domain
wall.

We already know that, in general, from LLG equations (1.41), (1.42):

δE =
δE
δθ
δθ +

δE
δϕ
δϕ (1.54)

= −µ0Ms

γ0

[(
αθ̇ − ϕ̇ sin θ

)
δθ +

(
θ̇ + αϕ̇ sin θ

)
sin θδϕ

]
. (1.55)

We eliminate the dependence on θ upon integration over x:

dσ =

∫ ∞
−∞

δE dx (1.56)

= −µ0Ms

γ0

[∫ ∞
−∞

(
αθ̇ − ϕ̇ sin θ

)
δθ dx+

∫ ∞
−∞

(
θ̇ + αϕ̇ sin θ

)
sin θδϕdx

]
(1.57)

To do so easily, we plug in the expressions obtained with the rigid model (1.46)
and (1.47) to have

dσ = −µ0Ms

γ0

[(
α
q̇

∆
+ φ̇

)
dq

∫ ∞
−∞

sin2 θ

∆
dx+

(
− q̇

∆
+ αφ̇

)
dφ

∫ ∞
−∞

sin2 θ dx

]
dσ = −2µ0Ms

γ0

[(
α
q̇

∆
+ φ̇

)
dq +

(
−q̇ + α∆φ̇

)
dφ

]
(1.58)
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The linear wall energy σ ( J m−2) is simply

σ =

∫ ∞
−∞
E dx =

2A

∆
+ 2∆

(
K0 +K sin2 φ

)
− 2qMsHa (1.59)

so that
dσ =

dσ

dq
dq +

dσ

dφ
dφ = −2µ0MsHa dq + 2∆K sin(2φ) dφ. (1.60)

Equating the differentials in the two expressions of dσ, (1.58) and (1.60), we obtain
the two one dimensional model equations:

−2µ0Ms

γ0

(
α
q̇

∆
+ φ̇

)
= −2µ0MsHa (1.61)

−2µ0Ms

γ0

(
−q̇ + α∆φ̇

)
= 2∆K sin(2φ) (1.62)

rewritten as

α
q̇

∆
+ φ̇ = γ0Ha (1.63)

q̇

∆
− αφ̇ =

2γ0K

µ0Ms

sin(2φ)

2
(1.64)

It is useful to decouple the two equations

q̇ =
γ0∆

1 + α2

(
αHa +HK

sin(2φ)

2

)
(1.65)

φ̇ =
γ0

1 + α2

(
Ha − αHK

sin(2φ)

2

)
. (1.66)

Where we introduced the shape anisotropy field

HK =
2K

µ0Ms
. (1.67)

Moreover, the domain wall width parameter that minimizes the energy of the system
is found imposing dσ

d∆ = 0:

∆ =

√
A

K0 +K sin2 φ
. (1.68)

∆ is a time varying parameter since it depends on φ(t). It is useful to define the
static domain wall width ∆0 = ∆(φ = π/2) =

√
A/(K0 +K).

Equation (1.65) is the expression of the instantaneous velocity of the domain wall,
which is constituted by a constant term dependent on the external field and a time
dependent contribution due to the shape anisotropy field and the in-plane orienta-
tion of the domain wall. These equations prescribe two different dynamic regimes
of propagation for the domain wall.
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Energy dissipation rate in the simplified system is described by:

σ̇ =
dσ

dq
q̇ +

dσ

dφ
φ̇ (1.69)

= −2µ0MsHaq̇ + 2∆K sin(2φ)φ̇, (1.70)

whereas energy conservation equation (1.43) gives:

−2µ0MsHaq̇ + 2∆K sin(2φ)φ̇ =
−2αµ0Ms

γ0

[
q̇2

∆
+ ∆φ̇2

]
(1.71)

If we assume that the domain wall is not precessing, φ̇ = 0, then it has a constant
velocity

v =
γ0∆

1 + α2

(
αHa +HK

sin(2φ∗)

2

)
.

The value φ∗ is obtained equating eq. (1.66) to zero, yielding

φ∗ =
1

2
arcsin

(
2Ha

αHK

)
,

which means that a constant solution to (1.66) exists only if |Ha| ≤ αHK
2 . For such

applied fields, the domain wall velocity is directly proportional to the applied field
and inversely proportional to Gilbert’s damping α.

v =
γ0∆

α
Ha, (1.72)

The limit field HW = αHK
2 is called Walker field.

We can obtain eq. (1.72) directly from the energy conservation equation (1.71)
substituting φ̇ = 0

−2µ0MsHav =
−2αµ0Ms

γ0

v2

∆

v =
γ0∆

α
Ha,

meaning that in this regime, since no energy is dissipated through precession of the
spins inside the domain wall, the Zeeman energy is minimized solely by the domain
wall displacement. The efficiency of an external field at moving the domain wall is
described by the domain wall mobility µ, which in this regime is

µ =
v

Ha
=
γ0∆

α
.

For applied fields above HW there is no constant solution to (1.65) and the do-
main wall spins precess in the plane, giving rise to a time-varying velocity. Equation
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(1.66) has analytical solution [24]:

φ(t) = arctan

[(
tan

[(
γ0HW

1 + α2
t+ C0

)√
h2 − 1

]√
h2 − 1 + 1

)
1

h

]
, (1.73)

where h = Ha/HW . The period of precession is

T =
2π(1 + α2)

γ0HW

√
h2 − 1

. (1.74)

For an applied field above HW the averaged domain wall velocity reads

v = 〈q̇〉T =
1

T

∫
T
q̇ dt = (1.75)

=
αγ0∆

1 + α2
Ha +

γ0∆

α(1 + α2)

[
Ha −

√
H2
a −H2

W

]
. (1.76)

In the limit for Ha � HW the domain wall average velocity becomes linear with the
applied field as

v =
αγ0∆

1 + α2
Ha, (1.77)

with a mobility µ = αγ0∆(1 + α2)−1. Since usually α < 1, this regime has a mo-
bility lower than the rigid regime below Walker field by a factor α2(1 + α2)−1. The
two regimes of field-driven domain wall motion described by the one dimensional
model are called throughout this thesis the rigid or linear regime when φ̇ = 0 and the
precessional regime above Walker field.

To conclude this treatment on domain wall dynamics, we would like to exploit
the simplicity of the one dimensional model to give a deeper understanding on the
competition of the different torques acting on the domain wall and how this gener-
ates two different regimes. If we take into consideration only the spin at the center of
the domain wall, this lies in the xy plane and four different torques act on it. These
torques are the precessional and damping torque of both the external field and of the
demagnetizing field. It is helpful to rewrite equation (1.65) as

− sin θθ̇ =
q̇

∆
=

γ0

1 + α2

(
αHa +HK

sin(2φ)

2

)
From equation (1.66), the applied field exerts a torque in plane τa = γ0

1+α2Ha that
rotates the spin counter-clockwise as shown in figure 1.10-a. At the same time, the
damping torque ταa = ατa rotates the spin out of the plane, effectively moving for-
ward the domain wall. As soon as the domain wall spin is not aligned in the Bloch
orientation inside the yz plane, volume magnetostatic charges form, this magneto-
static field is described in the one dimensional model as the demagnetizing field of
a uniformly magnetized ellipsoid, in fact we described demagnetizing energy using
demagnetizing factors. The magnitude of this field depends on the rotation of the
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domain wall and is HK
sin 2φ

2 . Its orientation is along the x axis, so that its preces-
sional torque τd = γ0

1+α2HK
sin 2φ

2 is oriented perpendicular to the xy plane, as shown
in figure 1.10-b. The damping torque associated to this field ταd , on the other hand,
is perpendicular to the plane of m and z axis, so it has the same direction of the ap-
plied field precessional torque but opposite sign. The strength of the in plane torque
ταd , opposing the precession induced by τa, grows while the domain wall orienta-
tion changes from φ = π/2 to φ = 3π/4, eventually blocking the precession and
stabilizing the in-plane domain wall configuration. This results in the rigid motion
regime below Walker field. If the applied field is larger than the maximum strength
of the magnetostatic field, achieved at φ = 3π/4, then precession cannot be stopped
by the magnetostatic damping torque ταd and precessional regime is attained. The
demagnetizing torques change sign alternately in the quadrants since their sign de-
pend on sin 2θ, as shown in fig. 1.10, so that there is an alternate contribution to the
domain wall motion. For applied fields close to HW this can cause negative values
of instantaneous velocity, but the averaged contribution to the domain wall motion
over 2π is, however, always positive. The precession rate φ̇ is not constant in time,
and domain wall rotation is slower in the II and IV quadrants, where ταd opposes τa
and slows down precession.
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FIGURE 1.10: The torques acting on the domain wall according
to the 1D model. The action of the external and dipolar fields
expressed as the separate torques exerted on the magnetization
at the center of the domain wall. a At rest, no magnetic charges
are present, the only acting torques are those due to external ap-
plied field Ha. b The in-plane rotation of the domain wall pro-
duced by the external field creates magnetic charges and an in-
plane dipolar field acts on the magnetization producing an out
of plane torque and a damping torque opposing in-plane pre-
cession. If applied field is below Walker field, an equilibrium is
reached between τa and ταd so that domain wall moves driven by
the sum of the two out of plane torques. c If the external field is
above Walker field, the damping torque of the local stray field is
not strong enough to stop precession and domain wall precesses
in-plane. The motion is oscillatory and non-uniform since the
driving torques ταa andτdare alternatively parallel in II and IV

quadrant and anitparallel in the I and III quadrants.
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In figure 1.11 we plot the domain wall velocity as function of field from equa-
tion (1.72) and (1.76), the two different colors show the contributions to domain wall
displacement due to the two different torques: the contribution from ταa , shown in
blue, is linear with the applied field, while the contribution from τd, shown in green,
plays the most important role in the rigid regime, while its contribution drops after
Walker’s field, when domain wall precession takes place, and vanish at very high
fields when domain wall precession becomes almost uniform.
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FIGURE 1.11: Domain wall velocity as function of the applied
field as predicted by one dimensional model. The blue part is
the contribution to DW velocity from the external field torque
and the green part is the contribution from the demagnetizing
field torque. As can be observed, the dipolar field torque con-
tribution is dominant in the linear regime while decresing in the
precessional regime. At high fields, where precession rate is al-
most constant, the positive and negative contributions of the de-

magnetizing torque cancel out.

Since we have seen that also the domain wall width parameter is time-dependent,
the same argument used to derive equations (1.63) and (1.64) can be modified to in-
clude the variation of linear energy σ with ∆ and obtain a third equation for dynam-
ics

∆̇ =
12γ0

αµ0Msπ2

(
A

∆
−∆

(
K0 +K sin2 φ

))
. (1.78)

The inclusion of this time-varying parameter does not affect qualitatively the do-
main wall dynamics described so far. It adds to the dynamics the change in width
of the domain wall that evolves towards an equilibrium width ∆∗ = ∆(φ∗) in the
rigid regime or periodically widens and narrows with a breathing mode in the pre-
cessional regime.
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Chapter 2

Numerical simulations

As it has been presented in chapter 1, micromagnetics is based on a continuum ap-
proximation of inter-atomic exchange interactions and on Maxwell’s equations in
the static limit for the evaluation of demagnetizing field. The integration of Landau-
Lifshitz-Gilbert equation gives a precise description of magnetization distribution
in finite bodies both in space and time. However, analytical solutions are hardly
found [19, 17] and, in order to investigate magnetization dynamics in realistic and
useful systems, numerical approximation are unavoidable. Numerical micromag-
netic solvers are an important tool that connect theoretical predictions with exper-
imental measurements. This chapter is composed of two parts, in the first one we
present the structure of the micromagnetic solver developed to obtain the results this
thesis. The second section contains no physics but introduces the interested reader
to parallel computing with CUDA, the language in which the micromagnetic solver
is written.

2.1 Micromagnetic solver

To integrate a differential equation such as (1.6) we need to discretize the volume
of the sample so that the continuous vector field of magnetization M is sampled
at a finite set of points, converting the problem into a finite set of coupled equa-
tions that are integrated in time simultaneously. Two different approaches exist for
discretization: the finite-difference approach [25, 26, 27, 14, 28, 29], which divides
the sample in a rectangular mesh, sampling M at equispaced nodes, and the finite-
element approach [30, 31, 32], where space is subdivided in non-uniform tetrahedral
mesh. Both methods present advantages and disadvantages. The most computa-
tionally demanding part of a micromagnetic solver is the evaluation of the demag-
netizing field, whose computation can be accelerated in a finite-difference solver.
Finite-element irregular meshing, on the other hand, produces a more precise dis-
cretization of boundaries and better resolution of magnetization dynamics in sam-
ples with curved surfaces. The micromagnetic solver used in this work is based on
the finite-difference approach.



32 Chapter 2. Numerical simulations

2.1.1 Finite differences

In a finite-difference approach to solve equation (1.7), magnetization is sampled on
a uniform rectangular mesh at points xijk = (x0 + i∆x, y0 + j∆y, z0 + k∆z). The
computational cell has dimensions ∆x × ∆y × ∆z and magnetization is assumed
uniform inside the cell. This gives rise to artefacts at the boundaries, where the ge-
ometry of the sample is approximated as a staircase over curved surfaces. The term
finite-difference rises from the direct substitution of derivatives with their discrete
approximations, difference quotients:

dF

dx
(x0) = lim

∆x→0

F (x0 + ∆x)− F (x0)

∆x
' F (x0 + ∆x)− F (x0)

∆x

for ∆x small. This, of course, introduces an error in the evaluation of derivatives
proportional to ∆x. The numerical estimation of derivative at the node xi = x0 +i∆x

can be achieved in different ways via a finite difference:

−−−→
F (xi)

′ =
F (xi+1)− F (xi)

∆x
forward difference

←−−−
F (xi)

′ =
F (xi)− F (xi−1)

∆x
backward difference

←−−→
F (xi)

′ =
F (xi+ 1

2
)− F (xi− 1

2
)

∆x
centered difference.

The centered difference method gives a better approximation since its error is of
second order

←−→
F (x)′ − F (x)′ = o(∆2

x), whereas the forward and backward methods
are both of first order. In the same way second derivatives are approximated by
second order finite differences:

←−−→
F (xi)

′′ =
F (xi+ 1

2
)′ − F (xi− 1

2
)′

∆x

By using the centered differences at xi+ 1
2

and xi− 1
2

we get

←−−→
F (xi)

′′ =
F (xi+1)− 2F (xi) + F (xi−1)

∆2
x

.

2.1.2 Effective field: energy based evaluation

When using a finite difference method to integrate eq. (1.7), the effective field needs
to be evaluated at every time step at every node of the mesh. Two strategies can
be used here: either compute directly the effective field at a mesh point from the
magnetization (1.28) or to first compute the energy density terms (1.27) and then use
eq. (1.10) to obtain the effective field value at a mesh point assuming that energy
density is uniform in the cell.

In this second method the value of the field obtained is not the one at the centre
of the computational cell but the averaged value across the whole cell. The second
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approach has the advantage of providing a safer approximation, since cell-averaged
values permit to take into consideration large variation of field that can take place
inside discretization cells, especially at boundaries for the demagnetizing field.

Using this second approach, the approximation introduced by the discretization
of the problem is made on the energy calculation, from which an effective field is
obtained without additional approximations. Discretized energies and associated
effective fields are:

• Zeeman energy

Ez = −µ0

∫
Ω
M ·HadV ' −µ0

∑
i

M(ri) ·Ha(ri)Vi.

where Vi is the volume of the i-th cell. The discretized expression for Zeeman’s
field derived from this approximation is simply

HZ,i = Ha(ri).

• Uniaxial anisotropy

EK = −
∫

Ω
Ku(m · û)2dV ' −

∑
i

Ku(m(ri) · û(ri))
2Vi.

The discretized uniaxial anisotropy field is then

HK,i =
2Ku

µ0Ms
(m(ri) · û(ri)) û(ri).

• Exchange interaction

Eex = −A
∫

Ω
m ·

(
∂2m

∂x2
+
∂2m

∂y2
+
∂2m

∂z2

)
dV

where we used the identity (∇f)2 = ∇ · (f∇f) − f∇2f for the scalar smooth
functions mx, my, mz , and ∇ · (f∇f) term is responsible for the standard
boundary conditions rising from Brown’s equation (1.9).

Here the discretization is not trivial but becomes straightforward once we use
finite differences in place of derivatives:

Eex ' −A
∑
i

Vim(ri) ·

 ∑
j=x,y,z

δ2
jm(ri)


where

δ2
jm(ri) =

m(ri + ∆j)− 2m(ri) + m(ri −∆j)

∆2
j

.
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The discretized exchange field is then

Hex,i =
2A

µ0Ms

∑
j=x,y,z

m(ri + ∆j)− 2m(ri) + m(ri −∆j)

∆2
j

.

It only remains to express the demagnetizing energy and associated field in dis-
cretized form. This operation requires additional accuracy, since magnetostatic inter-
action, being long range, is the result of the sum of a number of interactions. A small
error in the numerical description of such interaction can yield large errors. More-
over, the estimation of the demagnetizing field is, by far, the most time-consuming
part of micromagnetic simulations, so that numerical strategies need to be applied
to reduce the computational weight of this step.

The next section is dedicated to describe the strategy used to compute in an ac-
curate yet fast way the demagnetizing field.

2.1.3 Demagnetizing field

It has been shown how the magnetostatic field is the gradient of a scalar potential
Φ (1.19). Let’s consider a finite volume Ω′ uniformly magnetized M = MΩ′ . The
divergence of M is zero inside Ω′ and

Φ(r) =
1

4π
MΩ′ ·

∫
∂Ω′

dS′

|r − r′| .

The dipolar field generated by the magnetized volume Ω′ at the point r in space
is

HΩ′
d (r) = −∇Φ(r) = − 1

4π
MΩ′ · ∇

∫
∂Ω′

dS′

|r − r′| .

Let’s take now a finite volume Ω around r. The average dipolar field over Ω is

〈HΩ′
d 〉Ω =

1

Ω

∫
Ω
HΩ′

d (r)dr3,

which can be rewritten as

〈HΩ′
d 〉Ω = − 1

4πΩ
MΩ′ ·

∫
Ω
∇
(∫

∂Ω′

dS′

|r − r′|

)
dr3.

This can be shortened as

〈HΩ′
d 〉Ω = −MΩ′ ·N,

where the tensor N is given by

N =
1

4πΩ

∫
Ω
∇
(∫

∂Ω′

dS′

|r − r′|

)
dr3 =

1

4πΩ

∫
∂Ω
dS

∫
∂Ω′

dS′

|r − r′| , (2.1)
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where dS = ndS, n being the versor normal to the surface, and we have used diver-
gence theorem to pass from volume to surface integral [33].

We now consider a non uniform magnetization distribution. As considered in
(1.1.3), in the micromagnetics framework, it is correct to represent the magnetization
or magnetic field at a point as the average of magnetic moments in a small volume
around that point [2]

M(r) =
1

Ω(r)

∑
µ∈Ω(r)

µ,

where the dimensions of the volume are smaller than the exchange length 1.3.2 and
the Bloch length 1.3.2. In the numerical finite-difference approximation of the prob-
lem, the magnetized sample is discretized in rectangular-shaped volumes centered
at the mesh points, while magnetization is uniform inside each cell. If we consider
only two distinct cells i and j the magnetic field generated by magnetization at cell
j averaged over cell i is Hd,i = −Ni,j ·Mj. If we now consider the whole sample,
average dipolar field at cell i is the sum of the contributions from all other cells,
including cell i itself.

Hd,i = −
∑
j

Ni,j ·Mj, (2.2)

where
Ni,j =

1

4πΩi

∫
Si

dS

∫
Sj

dS′

|r − r′|

and we refer to the surface boundary as S instead of ∂Ω. As can be observed from its
expression, the demagnetizing tensor is symmetric Ni,j = Nj,i. Moreover, the value
of the demagnetizing tensor for two cells only depends on their relative position
and shape [33]. The exact value of such integrals is calculated at the beginning of a
numerical simulation.

From what has been shown so far, the computation of Hd requires O(N2) op-
erations for N computational cells, since the evaluation of the magnetostatic field
at every cell i requires the multiplication of magnetization at each cell j by the de-
magnetizing tensor Ni,j (2.2). However, as anticipated at the beginning of the chap-
ter, equispaced meshing allows us to exploit the Fast Fourier Transform (FFT) algo-
rithm [25] bringing the computational effort down to O(N logN) operations. This is
possible because equation (2.2) can be recognized as a discrete convolution, which
corresponds to multiplication in Fourier’s space:

F(Hd,i) = F(Ni,j) · F(Mj).

However, convolution computed via FFT assumes that input repeats periodically,
while magnetization over a finite sample is not. To avoid artifacts from FFT com-
putation, a so-called zero padding technique need to be performed along all three
dimensions of our sample [25]. This increases by a factor of eight the computational
effort.
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2.1.4 Thermal field

Thermal fluctuation in a magnetic system can be described by including a random
noise in the deterministic dynamic equation (1.6), turning it into a stochastic equa-
tion. Brown showed [34] what are the statistical properties of the random field to be
included in order to reproduce correctly the equilibrium thermodynamic of a single
domain particle. Although this does not apply directly to a spatially varying mag-
netic distribution, the discretized system studied via micromagnetic simulations can
be formally regarded as an assembly of single-domain interacting particles [14] and,
therefore, Brown’s formalism can be applied.

A random thermal field Hth is added to the effective field, having the properties

〈Hα,i
th (t)〉 = 0 (2.3)

〈Hα,i
th (t)Hβ,j

th (t′)〉 = 2Dδijδαβδ(t− t′). (2.4)

meaning that a random value is assigned to each Cartesian component of Hth at
each computational cell. Such random values follow a Gaussian distribution with
zero mean value, and variance 2D, uncorrelated in space δij , time δ(t − t′) and
component-wise δαβ . The coefficient D is determined by imposing that the station-
ary solution of the stochastic equation satisfies Maxwell-Boltzmann statistics [35]
when thermodynamic equilibrium is reached

D =
αkBT

(1 + α2)γ0µ0MsV
.

Here, α is Gilbert’s damping parameter, kB is Boltzmann constant, T the system’s
temperature and V the micromagnetic cell volume. The added field has the form:

Hth,i = Ni(t)

√
2D

∆t
(2.5)

where Ni(t) is a stochastic vector whose components follow a standard normal dis-
tribution and ∆t the discrete time step of the numerical integration.

2.1.5 Workflow

A micromagnetic software is usually comprised of two main runtime steps as shown
in fig. 2.1. The first part takes care of the initialization process: reading input from
a file, from a graphical user interface or directly from variables initialized inside the
executable itself, the dimensions of the sample, the discretization mesh size, the ma-
terial parameters and the initial magnetization are defined. In this first step also the
demagnetizing tensor is computed and stored in memory for later usage. Moreover,
all the simulation parameters, such as error tolerance, stopping criteria for the sim-
ulation, time step, output writing directives need to be specified at this time. The



2.1. Micromagnetic solver 37

second part is dedicated to the integration of the differential equation (1.7) describ-
ing magnetization dynamics using an iterative numerical method. The time span of
integration, the stopping conditions and output saving parameters specified earlier
on affect the duration of the simulation. Since the operations performed in the defi-
nition and initialization step are only called once per simulation, the focus can be fully
oriented on the accuracy of calculations, neglecting the computing performance. In
the time iteration step, on the other hand, operations and routines are repeated thou-
sands of times and efficiency is a fundamental parameter.
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FIGURE 2.1: Division of the two parts of runtime processing of a
micromagnetic solver: light gray upper part is the initialization
stage, where operations are performed once and performance is
not important. Lower part is the iterative stage, where iterative

methods are applied to numerically evaluate the dynamics.

The time integration step follows the algorithm schematically represented in
fig. 2.2. Unless the conditions for stopping the numerical integration are true (maxi-
mum torque smaller than ε, maximum number of iterations reached, stopping time
reached ) the effective field is computed and the magnetization is updated. Output
from the simulation can be saved at every time-step, periodically, to save memory,
or only at the end of the simulation, if we are only interested in the final state. The
computation of the effective field, presented in 2.3, is the most time-consuming part.

As can be observed in fig. 2.3, the computation of the effective field contains
the evaluation of the demagnetizing field, where the FFT algorithm is used twice to
transform convolution in point-wise product in Fourier space, as discussed in sub-
section 2.1.3. It is important to note that the demagnetizing tensor is only needed in
its transformed form F(N). It is useful then to compute it only once at the initializa-
tion step and store the transformed version of the tensor.
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FIGURE 2.2: Schematic of the global workflow of the iterative
stage of a micromagnetic solver.
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FIGURE 2.3: Schematic representation of effective field compu-
tation. Demagnetizing field computation is by far the most com-

putationally demanding step.
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2.1.6 Time integration

The core of a numerical micromagnetic solver is the time-integrator engine, the al-
gorithm that computes the magnetization distribution at successive instants of time.
Many different algorithms exist to find numerical solutions of systems of differential
equations with given initial values [36]. In our code, as it is done in some of the most
popular solvers (OOMMF [27], MuMax3 [28]), explicit Runge-Kutta methods have
been used: fixed step fourth order method (RK4) and adaptive time step method of
order 5 [37, 38] (RK5(4)7FC). In what follows we briefly describe these methods.

Let’s represent our initial values problem as

dm

dt
(t) = f(t,m(t)), (2.6)

m(t0) = m0. (2.7)

If mn = m(tn) is the exact solution at the instant of time tn = t0 + n∆t, an approxi-
mated solution m̃n+1 of mn+1 = m(tn+1) is given by

m̃n+1 = mn +
s∑
i=1

biki, (2.8)

where

k1 = ∆tf(t,mn)

ki = ∆tf

t+ ci∆t,mn +
i−1∑
j=1

aijkj

 , i = 2, 3, . . . , s. (2.9)

Runge-Kutta methods are improved versions of Taylor’s methods [36], they keep
the high order local truncation error, without requiring the evaluation of the higher
derivatives of the function required by Taylor’s methods: approximation at time
tn+1 = tn + ∆t is performed by evaluating approximations ki of the increment at
intermediate steps tn + ci∆t (2.1.6) and then taking a particular weighted average of
such intermediate approximations to approximate the increment at time tn+1 (2.1.6).
A Runge-Kutta method is fully characterized by its Butcher’s tableau [39] where the
coefficients aij , bi and ci are explicitly written.

The Butcher tableau for RK4 and RK5(4)7FC are shown in table 2.1.
The RK5(4)7FC algorithm [38] has several advantages. Even though it requires

seven evaluations of the effective field per time step, it offers much higher accuracy
and stability compared to lower order methods. This, combined with its adaptive
time step properties, translates into a much larger time step for integration of (1.7)
that can considerably speed up simulations while keeping high accuracy. It also has
the First Same As Last (FSAL) property [37], meaning that in case of acceptance of
the previous step evaluation, the first coefficient k1 is already computed as the k7 of
the previous step. This feature reduces the effective field evaluations per iteration to
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ci aij
0
1
2

1
2

1
2 0 1

2
1 0 0 1
bi

1
6

1
3

1
3

1
6

ci aij
0
1
5

1
5

3
10

3
40

9
40

6
13

264
2197 − 90

2197
840
2197

2
3

932
3645 −14

27
3256
5103

7436
25515

1 −367
513

30
19

9940
5643 −29575

8208
6615
3344

1 35
432 0 8500

14553 −28561
84672

405
704

19
196

b̂i
35
432 0 8500

14553 −28561
84672

405
704

19
196 0

bi
11
108 0 6250

14553 − 2197
21168

81
176

171
1960

1
40

TABLE 2.1: Butcher tableau for Runge-Kutta fourth order solver (left)
and for Dormand-Prince fifth order solver.

six. Other two versions of RK5(4)7 are implemented, RK5(4)7FM, default in Mumax3
and OOMMF, which has higher accuracy but lower stability, and RK5(4)7FS, which
offers larger stability at the cost of lower accuracy.

The remarkable feature of an adaptive solver such as RK5(4)7FC appears in its
Butcher’s tableau, where two different bi coefficients are shown. In fact, with the
computed ki, weighted in the two ways, b̂i and bi, two different approximations of
the solution can be obtained and their difference can be used to estimate the error
of the given step. This on-the-run error estimation allows the solver to increase
the time step for the subsequent iterations if the estimated error is below a given
precision, or to reject the approximated solution and recompute it with a smaller
time step. Such procedure has two main benefits: on one hand, the time step for
slow dynamics simulations tends to stabilize at the maximum time step allowed
by the numerical precision, on the other, in the case of studies where large abrupt
variations of magnetizations take place during dynamics, for example a large pulsed
field at some instant of time, there is no need to worry about the choice of the time
step. Where the dynamics becomes more irregular, thus requiring a smaller time
step for numerical integration, the solver will automatically adjust the time step to
take care of it.

2.1.7 Code verification

Even though micromagnetic theory was well established by the early 1960’s [2], the
computational efforts required to simulate even simple structures were too demand-
ing. Since the late 1980’s, when computers became fast enough, micromagnetic sim-
ulations have become an important tool in research and a number of different groups
over the world developed their own micromagnetic code. Efforts were made then to
unify and standardize strategies and to test the validity of different micromagnetic
codes, both in the numerical precision and in the capability to reproduce adequately
the physics. To this aim a series of so called standard problems have been designed
and proposed to the numerical micromagnetic community by the µMAG – Micro-
magnetic Modeling Activity Group. In particular, the Standard problem #4 allows

http://www.ctcms.nist.gov/~rdm/mumag.org.html
http://www.ctcms.nist.gov/~rdm/mumag.org.html
http://www.ctcms.nist.gov/~rdm/mumag.org.html
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us to test the accuracy of a micromagnetic code in describing complex magnetization
dynamics. The specifications of this problem are the following. A magnetic platelet
of permalloy material parameters and dimension 500×125×3 nm3 is at equilibrium
in the so called S-state shown in fig. 2.4, obtained by by slowly relaxing an initial
off-equilibrium uniform configuration.

H1

H2

FIGURE 2.4: S-state initial configuration for standard problem #4
black arrows show in-plane magnetization orientation. The two
light color arrows represent the external fields H1 = 25 mT and

H2 = 36 mT applied to the equilibrium configuration.

Subsequently, magnetization orientation is switched by the application of two
different external fields, each one producing a different dynamical evolution during
reversal. The variation of the averaged components of magnetization is monitored
in time and it is used to control the correct time evolution of the system, together
with snapshots of magnetization at precise instants of time. On the µMAG website,
a number of solutions have been submitted by different groups and it is hence pos-
sible to benchmark one’s code by comparing the own solution against other well
established micromagnetic solvers. Figure 2.5 shows the comparison of the solution
obtained with our code with the one obtained by M. J. Donahue and D. G. Porter in
2014 with the double precision open source software OOMMF [27], where they use
full precision and discretize the sample in 1 nm sized cubic cells.

The agreement is good and the two solutions appear to describe the same re-
versal dynamics. The ultimate test is the quantitative comparison of the 〈m〉y time
evolution. As can be observed in fig. 2.6, the solution with a larger cell size presents
numerical discrepancies due to the different discretization while describing the same
physics. It is in fact important to note that reducing the cell size the solution con-
verges to the reference one. One last control is the comparison of a snapshot of
magnetization taken when 〈m〉x = 0. As shown in figure 2.5, even the coarser dis-
cretization used gives a consistent result.

2.2 Parallel computing

This section is devoted to the presentation of parallel computing performed on Graphic
Processor Units (GPU) with the programming language CUDA ( Compute Unified
Device Architecture), a general purpose parallel computing language that allows the

http://www.ctcms.nist.gov/~rdm/std4/Donahue.html
http://math.nist.gov/oommf/
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FIGURE 2.5: Average magnetization evolution for the applied
field H1 (a and c) and H2 (b and d). In a and b the soluion
provided by our code with mesh size ∆x = ∆y = 5 nm and
∆z = 3 nm. In c and d the solution submitted by Donahue and
Porter on µMAG website. The corresponding snapshots of mag-
netization taken when 〈m〉x = 0 are shown below for compari-

son.

programmer to control the parallel compute engine in NVIDIA GPUs to solve com-
plex computational problems in a more efficient way than on a central processing
unit (CPU) [40]. CUDA comes with a software environment that allows developers
to use C/C++ as a high-level programming language.

2.2.1 Hardware architecture

Being designed with the purpose of intensive computations required for graphics
rendering, GPUs are particularly suitable for performing a large number of opera-
tions in parallel, dedicating more transistors to logic and arithmetic operations than
to flow control and to cache.

From the CUDA programming guide, it is possible to check how nowadays
graphic cards outperform state of the art CPU processors in terms of number of

http://www.ctcms.nist.gov/~rdm/std4/Donahue.html
http://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html#ixzz4pexuJVgb
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FIGURE 2.6: Evolution of 〈m〉y for the second applied field. Dif-
ferent discretization mesh sizes are compared with the solution

of Donahue and Porter.

floating-point operations per second and memory bandwidth1. Moreover, proces-
sors technology has reached a plateau in terms of single threaded clock speed and is
turning to multi-thread, multi-core processing [41]. This means that, with adequate
programming technique, the computational power of a tabletop desktop computer
with a couple of good graphic cards can be in the order of a small computer cluster,
while being much easier to handle, to maintain and much cheaper.

2.2.2 GPU for scientific computing

It is desirable that a software dedicated mostly to mathematical calculations like a
micromagnetic solver makes use of GPU computational power. In order to do so the
software must be designed in such a way that the CPU that handles the sequence of
operations can order the GPU to perform packets of computational work. A specific
programming language has to be used to interact with GPUs: CUDA, developed by
NVIDIA, and Stream SDK, by AMD, have been developed to be used on their re-
spective graphic cards. OpenCL, on the other hand, is a versatile open source frame-
work for parallel computing, being platform independent. The language used in
programming our software is CUDA, since NVIDIA has been pioneering this branch
of software engineering, specific packages and optimized libraries are available for
developers. With CUDA we are able to allocate memory on the GPU, copy data
back and forth between GPU (Device) and CPU (Host) and, of course, define func-
tions that perform operations on GPU. These functions are called Kernels. A kernel

1the rate at which data can be read from or stored into memory
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is called from the CPU and upon call the number of parallel threads that will si-
multaneously perform the operation is defined. Concurrent threads are organized
in Blocks and blocks are organized in a grid. The dimension of blocks and grid are
specified at the kernel call. The main bottleneck of this kind of software is the trans-
fer of memory between host and device, so that for best overall performance it is
crucial to minimize data transfer between host and device. Sometimes copying to
host is mandatory, since certain operations, such as printing output to file, cannot
be performed by GPU. When writing parallel code to solve a given problem, the
ratio between computation and communication between host and device is called
granularity [14]. In a coarse granularity program, large portions of code are exe-
cuted without any communication between CPU and GPU, so that the power of
GPU computing can be exploited avoiding the data transfer bottleneck.

2.2.3 A parallel computing example: Voronoi tessellation

The simplest speed up provided by parallel computing that can be imagined is the
conversion of an operation iterated over an array to a single operation performed
by a kernel launch over the whole array. This results in a considerable speed-up
for a finite difference solver where the same differential equation needs to be time-
integrated over an array of mesh points. Faster computation is achieved in many dif-
ferent routines whose translation from serial to parallel code is not always straight-
forward. Voronoi tessellation of plane serves as a good example of a non-standard
routine that benefits from being translated to GPU code. It also introduces some
physics into a section that has been devoted exclusively to computer and software
engineering so far.

Many magnetic materials present a polycrystalline structure, meaning that the
crystalline structure is not homogeneous but varies in different regions. This can
happen during a sputtering deposition process, when the first atoms of the material
deposit on the substrate at isolated random locations, serving as seeds for the subse-
quent atoms that stick to the seeds. This process naturally forms a Voronoi tessellation
of the deposited magnetic film. The tessellation of plane is obtained by placing a
number of points (seeds) in the plane at random positions, then dividing the plane
in polygons formed by the points that are closer to the seed they contain than to
others. In this way the polygon edges are segments of the axis between two seeds.
Voronoi tessellation appears naturally when structures grow simultaneously from
different points filling space and it is ubiquitous in nature: tissue cells, territories of
animals, fur and shell patterns (giraffe, turtle...), crystals and grains growth, cracks
in dried mud. Voronoi tessellation is henceforth extensively used in many branches
of science from biology to archaeology to computer science.

A standard algorithm to realize a Voronoi tessellation of plane with a serial code
has O(N2) time complexity in number of seeds N , while an efficient algorithm is
Fortune’s Algorithm [42], which has O(N logN) complexity.
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// Kernel definition
__global__ void device_VecAdd(float* A, float* B, float* C)
{

int i = threadIdx.x;
C[i] = A[i] + B[i];

}

void host_VecAdd(float* A, float* B, float* C, int N)
{

for ( int i =0; i< N; i++)
C[i] = A[i] + B[i];

}

int main()
{

...
int Blocks = 1;
int Threads = N;
// Kernel invocation with N threads 1 operation each
device_VecAdd<<<Blocks, Threads>>>(A, B, C);
...
// Host invocation with 1 (main) thread, and N operations
host_VecAdd(A, B, C, N);

}

FIGURE 2.7: CUDA basic kernel example. A kernel is defined as
a void function with the __global__ keyword. A kernel call asks
for the number of blocks in the grid and the number of threads

per block.

A parallel algorithm to compute Voronoi tessellation of a finite plane is the flood-
ing algorithm: it considers each seed as a color source and expands the correspond-
ing coloured region radially until a neighbouring Voronoi cell is met. Such algo-
rithm complexity is linear in the average radius of the Voronoi cells, which is r =√
S/πNseeds, where S is the surface that we want to tessellate. An improvement of

such algorithm is the so called jump flooding algorithm (JFA) [43, 44] where instead
of expanding the region surrounding each seed, we jump from the cell where the
seed is by a step ∆ = n/2k. We reach the eight cells given by (x + i, y + j) where
i, j = {−∆, 0,∆} and colour it of the seed’s color if it is not coloured yet. If it al-
ready has another seed’s color we check which of the two seeds is closer to the cell
under consideration and assign that color. This algorithm completes the tessellation
in log2 n steps, n being the number of cells along the largest dimension of the sam-
ple. The two processes are compared in fig. 2.8. The code used to generate the two
dimensional Voronoi tessellation is presented in the Appendix A.
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FIGURE 2.8: Generation of Voronoi tessellation using parallel
computing. Flooding algorithm (top row) completes the task in
O(r) steps where r is the average radius of the Voronoi cell. Jump
flooding algorithm (bottom row) takes O(log2 n) steps, where n

is the maximum lateral size of the computational region.
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Chapter 3

Domain wall dynamics in thin
films with disorder

3.1 Introduction

3.1.1 General context

This chapter is devoted to the the study of field-driven domain wall dynamics in
CoFeB thin films. Magnetic domain wall (DW) dynamics in thin films and nanos-
trips have become the subject of renewed interest over the last years because of re-
cently proposed applications in data storage [45, 46], logic [8] and sensing devices
[5] based on controlled motion of domain walls. In addition, domain wall dynam-
ics can play an important role in the switching process of magnetic tunnel junction
cells, one of the most relevant technological application of spintronics [47]. For such
applications, ultrathin films with high perpendicular magnetic anisotropy (PMA)
present advantages over in-plane magnetized materials, such as narrower domain
walls and better scalability. Among the materials with high PMA being currently
explored, CoFeB thin films sandwiched between heavy metals such as Ta or Pt and
oxides like AlOx or MgO are one of the most promising ones [21], since they exhibit
low depinning fields [9] and reasonably low damping [48] while maintaining the
relevant ferromagnetic properties useful for applications.

The success of domain wall based applications, however, strongly relies on the
ability to move domain walls in a predictable and controllable way. To achieve such
degree of control, it is necessary to understand how disorder in manufactured thin
films (structural defects, grain boundaries, edge roughness, inhomogeneities at the
interface with substrates and thickness fluctuations) affects domain wall motion.

The main features of field-driven domain wall dynamics in ferromagnetic strips
have been presented in chapter 1 and are well captured by the one dimensional
model of Walker and Slonczewski [49, 50]. We recall that this model predicts a ve-
locity field dependence characterized by two main regimes: the linear steady regime
below the Walker field Ha < HW , where the DW moves rigidly and velocity is in-
versely proportional to Gilbert’s damping parameter α, and the linear precessional
regime [51, 13], where the mobility is proportional to (α+ α−1)−1. These two linear
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regimes are separated by an intermediate regime after Walker field, where velocity
shows a non linear dependence on the driving field [50].

3.1.2 Motivations

The reduced 1D model that treats the domain wall as a particle is of limited appli-
cability to study DW motion in extended thin films with disorder. In fact, in two
dimensional systems domain walls no longer behave as particles but more like elas-
tic strings, where magnetization tends to be non-uniform along the domain wall
length.
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FIGURE 3.1: Different visualization of experimental data of field
driven bubble expansion in thin PMA films. a. Standard field-
velocity diagram where the three different regimes are mareked
with different shadings. b. Same data presented in logarithmic
scale versus H−1/4 to show the exponential law relationship in
the creep regime. Data are courtesy of L. Herrera Diez (Institut

d’Électronique Fondamentale, Université Paris-Sud).

Due to disorder, it exists a depinning field (Hdep) below which confinement forces
are stronger than driving forces and no domain wall motion is expected. At finite
temperature, the domain wall can move for fields lower than Hdep via thermally ac-
tivated localized depinning events, i.e. jumping from a local minimum to the next.
This dynamics has been investigated in thin films with high PMA [11, 51, 9, 52] and
it has been found that DW velocity dependence on applied field follows a very gen-
eral law that describes the motion of an elastic interface in a medium with weak
disorder [11, 53, 54, 55], the so-called creep regime. Creep theory describes well do-
main wall dynamics at very low fields and information on the material disorder can
be extracted by the fitting of experimental data with this model 3.1-b. It ceases to be
effective when approaching the depinning field (see fig. 3.1-b), so that domain wall
dynamics in a regime useful for applications cannot be studied with this model. On
the other hand, for fields higher than Hdep the wall accelerates up to a viscous flow
regime (fig. 3.1-a) where the velocity shows a wide plateau [9, 56]. For such high ap-
plied fields, the pinning strength is thought to be negligible compared to the Zeeman
force that drives DW motion. Therefore, disorder has not been considered to play a
significant role in this regime [56] and even claimed to be irrelevant [51]. However,
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an analytical model capable of reproducing extended domain wall dynamics in the
flow regime is lacking.

The saturation of DW velocity in the flow regime has been attributed to dis-
sipation effects characterized by the intrinsic damping coefficient α and turbulent
precessing dynamics of the DW rather than disorder [56, 9]. Nevertheless, Gilbert
damping constant is a phenomenological parameter that allows us to fit experimen-
tal data up to a certain accuracy, but it does not provide any insight on how the
system actually dissipates energy.

Different contributions to damping during DW propagation are emphasized in
[57], where it is shown that the experimental value of damping extracted from FMR
measurements is considerably smaller than the one extracted from DW mobility in
permalloy strips and, therefore, additional effects arising from DW dynamics need
to be considered.

Finally, in systems showing high Dzyaloshinskii-Moriya interaction (DMI), the
plateau in the velocity has been explained by blocking [58] and annihilation [59]
of vertical Bloch lines (VBL) induced by DMI. However, a similar saturation of DW
velocity above Walker Breakdown is observed in systems without or with negligible
DMI like the ones considered in our study [9, 52].

Micromagnetic simulation appears to be an adequate tool to understand the
plateauing of DW velocity, since it allows for a detailed reproduction of the system
and the introduction of disorder in a realistic way, making it possible to investigate
domain wall motion in these materials in its full complexity. In fact, it was inves-
tigated via micromagnetic simulations that material defects and disorder affect the
motion of vortex domain walls in soft in-plane magnetized nanostrips [60, 61] and it
has been proposed that disorder introduces a new mean of dissipating the energy in
the system, resulting in an extrinsic contribution to the damping.

The question at the origin of this study is that of uncovering the internal DW
dynamics that yields a flow regime velocity different from the one predicted by the
one dimensional model, using micromagnetic simulations combined with a realistic
model to describe material disorder and with realistic material parameters.

3.1.3 The chapter’s structure

In this chapter, we combine the considerations on disorder-induced energy dissipa-
tion with the study of PMA films. By means of realistic full micromagnetic simula-
tions some light is shed on the role played by disorder and by the material structure
of the system, contributing to give a better understanding of the DW dynamics in
thin films in the flow regime. Our explanation of the DW dynamics in the plateau ve-
locity regime relies on the crystalline material structure and the disorder introduced
in it.

In section 3.2 the technique used to simulate material disorder is introduced, the
details of the numerical methods used are presented and it is shown how experi-
mental data can be reproduced quite accurately.
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In section 3.3, we investigate how domain wall dynamics is affected by the vari-
ation of one of the parameters that define disorder, which will give us more insight
on the role played by disorder in the flow regime. We focus on the different way in
which a system with disorder dissipates energy and identify critical events at which
peaks in the dissipated power appear. We correlate domain wall velocity with the
frequency of such events, which also depend on disorder parameters.

In section 3.4 we move to a higher field regime, where the domain wall dynamics
is expected to obey to the one dimensional model prediction. We vary both disorder
and damping parameter α, finding that the variation of disorder introduces a shift
in domain wall velocity that cannot be described as a variation of α even where the
domain wall dynamic is well described by the one dimensional model. We identify
which feature of disorder is responsible for the velocity shift and describe the mech-
anism through which the system dissipates extra energy. Finally, following the one
dimensional model, we consider the additional energy dissipated by including an-
other dissipative term in the one dimensional energy conservation equation (1.43),
allowing us to take into account energy dissipated in the domains.

3.2 Modelling disorder in CoFeB thin films

3.2.1 Depinning field

In section 1.4 field driven domain wall dynamics has been presented as the conse-
quence of energy minimization in a multi-domain sample. From an initial magneti-
zation configuration, the domain wall moves as the consequence of the expansion of
a domain whose orientation is energetically favourable for the system under study,
so that a domain expansion implies, in the case of the application of an external
field, the reduction of Zeeman energy. The force that moves the domain wall is the
opposite of the gradient of such global potential energy (1.10).

Material imperfections in a magnetic sample, such as edge roughness or intrin-
sic defects like impurities or dislocations in the crystal lattice, can alter the energy
density distribution, introducing non-uniformities, local maxima and minima in the
energy landscape as shown in fig. 3.2. This non-uniform energy landscape, has an
overall negative slope in the direction of domain wall propagation when an external
field is applied. However, it can have positive gradient at some places, which means
that local forces act on the domain wall opposing its propagation. In that case, it is
required a minimum critical force fc for the domain wall to have non-zero velocity.
In case of field-driven dynamics a depinning field Hdep is defined as the minimum
external field necessary to overcome the local energy barrier opposing domain wall
motion [12]. In fig 3.3 the ideal domain wall dynamics is described by the red line,
representing the linear regime below Walker Breakdown or the linear regime well
above it (see fig.1.11). The blue line describes DW dynamics in presence of material
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FIGURE 3.2: Energy landscape for a domain wall (blue line) in a
thin film with disorder introduced as a granular structure with

local variation of Ku.

disorder and pinning sites. Due to disorder, there is no motion below the depinning
field.

The presence of thermal agitation alters this binary situation in which the domain
wall is either at rest or moving. At low fields below Hdep a domain wall in a strip
hops between local minima via thermal activation, behaving as a particle moving
with a diffusive Brownian motion and where the applied field only adds a drift-
ing term. In an extended film this picture is complicated by the extension of the DW
that is no longer a particle but rather a string showing an internal elasticity: since the
domain wall has a linear energy density (1.30), its extension has an energetic cost.
Creep theory, developed originally for vortices dynamics in superconductors [62,
55], applies well to domain wall dynamics in PMA thin films [11, 63, 9]. Moreover,
temperature smooths out the transition around the depinning point so that experi-
mentally there exists a smooth transition between the domain wall rest and the flow
regime. There, different non-linear dynamic regimes appear [64], depending on the
competition between thermally activated stochastic motion and deterministic field
driven motion, as shown by the dashed green line in fig. 3.3, making more difficult
an experimental detection of the depinning field [64, 12].
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FIGURE 3.3: Domain wall velocity versus driving force in three
different systems: ideal system with no disorder (red line) real-
istic system with disorder at zero temperature (blue line), disor-
dered system where the action of thermal activation is taken into

account (green dashed line).

3.2.2 Disorder in simulations

Reproducing the effects of disorder in micromagnetic simulations is not a simple
task. Most of the features of disorder take place at the atomic scale (vacancies,
dislocations, impurities) so that their effect cannot be well reproduced with the
nanometer-sized micromagnetic cell discretization. Various techniques for introduc-
ing disorder in micromagnetic simulations exist: the inclusion of non-magnetic cells
in the magnetic sample [65, 66], the variation of thickness by removing micromag-
netic cells or reducing saturation magnetization locally [67], the reduction of stiffness
constant A at grains boundaries in a regular granular structure [68], the variation of
saturation magnetization over a realistic granular structure [60, 61].

All the studies mentioned above, however, refer to domain wall dynamics in
in-plane magnetized materials, Permalloy in most of the cases. Since this study con-
cerns DW motion in CoFeB thin films sandwiched between tantalum and MgO, it
is useful to focus on the features of this material. CoFeB grows amorphous with a
rather homogeneous texture upon sputtering. To enhance the uniaxial out-of-plane
anisotropy in such stacks, an annealing post-deposition procedure is common [9, 69].
Upon annealing, CoFeB thin films crystallize [70, 71, 72], creating a polycrystalline
structure with an average grain size between 8 and 20 nm.

As described in the previous chapter (2.2.3), the granular structure of a material
can be well described in the micromagnetic code by a Voronoi tessellation of plane.
In particular, different grains will show different thickness and a different interface
with the overlying MgO layer. This will mean a different contribution to the surface
anisotropy constant. Since in the micromagnetic code the value of Ks is included in
Ku, we will focus on the spatial variation of this parameter.

Disorder is introduced in our model by generating a grain distribution with av-
erage grain diameter d. Typical grain distributions are shown in figure 3.2 and 3.4.
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Both uniaxial anisotropy constantKu and easy axis û orientation values are assigned
to each grain randomly with a normal distribution around their nominal value with
a standard deviation σ (see fig. 3.4):

Ku,i = N (Ku, σ)i ûi = N (û, σ)i,

i = 1 . . . Ngrains.

ûi

Ku,i

ûj

Ku,j

ûk

Ku,k
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y
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η

FIGURE 3.4: A typical anisotropy distribution where different
grains have different values of anisotropy constant and different
easy axis orientation is shown together with the polar (η) and

azimuthal (ζ) angles of tilted anisotropy easy-axis û.

The perturbation of the easy axis orientation in a given grain of our sample can
be expressed in the following way:

ux = nx

uy = ny

uz =
√

1− nx2 − ny2

where nx, ny ∈ N (0, σ) are normally distributed random numbers of zero mean
value and standard deviation σ. The distribution of in-plane orientation among
grains can be observed in figure 3.5-a for a case with σ = 0.05. The averaged easy-
axis vector is pointing out of the plane with no in-plane component.

If, instead of plotting the distribution of the in-plane components (ux, uy), we
plot the distribution of the spherical coordinates (η, ζ) defined as:

η = arccos(uz)

= arcsin(
√
ux2 + uy2)

= arcsin(
√
nx2 + ny2) (3.1)

ζ = arctan

(
ny
nx

)
,
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we get the plots shown in figure 3.5-b. One can see in fig. 3.5-a (and inset of fig. 3.5-
b confirms it) that the angle ζ that describes the orientation of û in the xy-plane is
uniformly distributed on [0, 2π). The η angle, on the other hand, describes the tilt
from the z axis and its values are always positive (3.1). The distribution that best
represents our angle η is the Rayleigh distribution [73], defined as the in plane dis-
placement of a particle perturbed with two Gaussian distributions along the coor-
dinate axes. Indeed, for small perturbations, arcsin(x) ' x and so η '

√
nx2 + ny2.

This means that looking at a randomly chosen easy-axis in our sample, one expects
to find it tilted away from the z-axis of σ

√
π/2 radians, which is the mean value

for a Rayleigh distribution originating from Gaussian distributions with standard
deviation σ. The Rayleigh distribution fit is shown with a red line in fig. 3.5-b.
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FIGURE 3.5: a. Distribution of the in-plane components of û for
a sample with grain size d = 30 nm. A Gaussian distribution of
standard deviation σ = 0.05 and mean 0 is used to perturb the x
and y components at each grain. b. Corresponding distribution
of the polar (η) and azimuthal (ζ, inset) angles of the easy-axis

for the same sample. Red line is the Rayleigh distribution.

3.2.3 Numerical fit of experimental data

The system under study is schematically represented in figure 3.6. A domain wall
(gray, not on scale) separating up (red) and down (blue) domains is considered. An
external field Hext is applied perpendicular to the plane favouring the motion of the
wall towards the right. Our system is intended to mimic the annealed
Ta/Co20Fe60B20/MgO thin films studied experimentally in [52], and, consequently,
we have used the material parameter values reported there and also in [9], where
similar thin films were considered: exchange constantA = 23×10−12 J m−1, anisotropy
constant Ku = 8.34 × 105 J m−3, saturation magnetization Ms = 8.83 × 105 A m−1

and Gilbert damping constant α = 0.015. The computational region is 2 × 2 µm2

and the film thickness is 1 nm. The DW structure in these systems, studied else-
where [74, 75], does not present relevant deviations from Bloch structure, and we
do not consider the effect of DMI in our simulations. To study the DW dynamics



3.2. Modelling disorder in CoFeB thin films 55

x

y

z

~m

ϕ

θ

L = 2µm W
=
2(1

)µ
m

t = 1nm

FIGURE 3.6: Schematic of the system under study: Bloch domain
wall separating up and down domains. The external field is ap-

plied out of plane, favoring the expansion of the red domain.

we integrate the Landau-Lifshitz-Gilbert equation (1.6) numerically discretizing the
computational region in 4× 4× 1 nm3 cells.

We introduce thermal fluctuations in our model that correspond to a laboratory
temperature T = 300 K. The RK4 scheme is used to numerically integrate the
stochastic LLG equation with a fixed time step ∆t = 4 × 10−13 s. The DW veloc-
ity is measured from the change in the average normalized magnetization along the
z-axis, ∆〈mz〉, as

v =
1

2
Lx∆〈mz〉∆tw−1, (3.2)

where Lx = 2 µm is the length of the computational region and ∆tw is the duration
of the simulations. Time windows ∆tw = 100 ns and 200 ns have been considered
for the results presented in this section. For high fields, however, the time window is
not fixed but the simulation is stopped once 〈mz〉 reaches a certain threshold value,
typically 〈mz〉 = 0.8. In any case, the velocity is always calculated using (3.2) and
the value obtained does not depend noticeably on the time window considered.

In order to fit experimental data, for each grain size d we generate three samples
with the same material parameters but different grain distributions. For every value
of the external field, three different stochastic realizations are performed for each
sample for a total of nine realizations for each point.

Figure 3.7 shows the DW velocity as a function of the external field obtained from
micromagnetic simulations considering a perfect film (blue diamonds) and a film
with a grain distribution of average size d = 10 nm and dispersion σ = 5% (black
pentagons). These data are compared with the DW velocities measured experimen-
tally in the Ta/CoFeB/MgO thin films from where we took our material parameter
values (red circles). The data correspond to the non-irradiated film in figure 1(a) and
1(b) of [52]. The values of d = 10 nm and σ = 5% for the grain distribution in the
sample with disorder have been chosen in order to obtain a depinning field Hdep at
0 K equivalent to the propagation field Hp = 8.9 mT measured experimentally as
the value of Hext for which the DW leaves the creep regime.
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FIGURE 3.7: DW velocity as a function of the applied
field. Experimental data courtesy of L. Herrera Diez, (Institut

d’Électronique Fondamentale, Université Paris-Sud).

For the perfect film, a rapid linear increase of the DW velocity is obtained for
fields below the Walker breakdown [76, 56, 63] HW ' 0.4 mT, difficult to appreciate
in the figure, above which a drop in the velocity is found, leading to a large plateau
region where the DW moves with incoherent precession and a velocity hardly de-
pendent on the external field [56, 63, 9, 77, 78]. The low-field linear regime is not ob-
served in the experimental data, since the propagation field in the samples, Hp = 8.9

mT, is well above Walker breakdown. Instead, typical thermally activated creep
regime [11, 53, 51] is observed. This regime has been characterized in detail for the
system under study elsewhere [9, 52] and it will not be discussed here. A thermally
activated regime is also obtained with simulations for the sample with grains, as
observed in fig. 3.8 at low fields, although a sharper transition around the propa-
gation field Hp is obtained in this case (see fig. 3.7), due to the limitations imposed
by the extension of the time window. In fact, an accurate modelling of this regime
would require much larger time scales than the ones considered here, which makes
it prohibitive from the computational point of view [79].

For larger fields (Hext > 20 mT) the experimental data show a viscous flow
regime in which the velocity is weakly dependent on the external field. As can
be observed, the velocity values in this regime are well reproduced in the simula-
tions for the sample with grains, whereas significantly lower values are obtained for
the perfect film. This indicates that disorder plays an important role in the viscous
flow regime up to field values that are much larger than depinning fields. It is also
important to note that, as can be observed in fig. 3.8,temperature does not affect
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significantly the domain wall velocity in the flow regime.
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FIGURE 3.8: Average mz component describing DW position as
function of time. Three different realizations of disorder (differ-
ent colors) are presented; each for three different stochastic re-
alizations with thermal field. Thermal activation dominates do-
main wall dynamics for fields below the depinning threshold as
in the 6 mT case. It can be observed to play an important role in
the depinning regime (10 mT), while becomes negligible in the

flow regime (20 mT).

3.3 Domain wall velocity and energy dissipation

3.3.1 Energy dissipation in ideal and disordered samples

To understand how disorder affects domain wall motion, in fig. 3.9-a we compare
snapshots of the magnetization distribution in the perfect sample (i, ii, iii) with those
in a sample with grains (iv, v, vi) at the same consecutive instants of time for the
same value of the applied field Hext = 40 mT in simulations without thermal noise.
In the sample without grains DW displacement takes place via the precession of the
spins inside the wall. In an infinite film the wall would be straight and all the spins
inside it would precess coherently. Since we are considering a strip of finite width
(Ly = 2µm) the effective field is not uniform across the width of the sample due
to the surface charges forming at the edges, leading to asynchronous precession of
the spins inside the wall and to a slight wall deformation [77]. Nevertheless, taking
into account that the color scale in fig. 3.9-a represents the orientation of the in-
plane component of the magnetization, it is clear that precession takes place counter-
clockwise across the wall length. In the presence of disorder, however, this global
precessing motion pattern is partially lost and overrun by a more chaotic dynamics,
which leads to a more pronounced deformation in the DW as observed in snapshots
iv, v and vi of fig. 3.9-a.
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FIGURE 3.9: a. Snapshots of magnetization configuration under
an applied field Hext = 40 mT without thermal field contribution
for a sample without disorder (i,ii,iii) and for a disordered sam-
ple (iv,v,vi). Magnetization is displayed as in-plane component
at t = 40 ns (i, iv); t = 40.1 ns (ii, v); t = 40.2 ns (iii, vi). b. Time
evolution of the dissipated power linear density for the same
films as in (a). It can be seen how in the perfect film (left) the
energy is dissipated almost exclusively by the spins precessing
inside the DW, while the presence of grains and disorder causes
the emission of spin waves as an additional channel to dissipate
energy in the lattice. The red star marks the critical event repre-

sented in fig 3.10.

To have a deeper understanding of the qualitative difference in domain wall dy-
namics as it appears from fig. 3.9-a, we can look at how the system dissipates energy.
We can extract the dissipated energy density at every micromagnetic cell, at every
time step, following a formula for energy density dissipation 1.38 derived from LLG
equation and save it every N iterations as

∆E(r, Tk) = µ0Ms

N∑
i=1

∆m(r, hi,k−1) ·Heff(r, hi,k−1) (3.3)

where ∆m(r, hi,k) is the magnetization increment at time hi,k = ih + Tk provided
by the numeric solver and Heff(r, hi,k) the corresponding effective field. Dissipated
energy distribution allows us to observe the areas that are more affected by energy
dissipation and any relevant localized event of energy dissipation that takes place
during the dynamics. In fig. 3.10 the spatial distribution of dissipated energy den-
sity is plotted for subsequent instants of time and a sudden burst of intense energy
dissipation, starting at t = 37.3 ns is shown. These bursts will be better described in
the next section. For the moment we term them critical events.

The critical events start at a localized position along the domain wall and are fol-
lowed by the emission of spin waves in every direction. If we integrate ∆E(r) along
y and z direction and divide by the time interval, we obtain the linear dissipated
power density along the x direction. The time evolution of this linear dissipated
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FIGURE 3.10: Successive snapshots representing the instanta-
neous dissipated energy density distribution. A critical event
takes place at t = 37.3 ns with subsequent emision of spin waves

into the two domains.

power density is plotted in fig. 3.9-b. Most of the power is dissipated by the pre-
cession of the spins inside the wall, as highlighted by the dark central region that
is gradually displaced to the right, due to the fact that the wall is moving, but hor-
izontal fringes are noticeable, corresponding to the energy dissipated through the
emission of spin wave packets that originate at the wall and propagate forwards
and backwards (the fringe marked with a red star corresponding to the event de-
scribed in fig. 3.10). Note that the horizontal fringes have only a slight positive ver-
tical component, indicating that the spin waves propagate at much higher velocity
than the DW. This effect had already been observed in permalloy strips [60, 61], and
interpreted as an extrinsic effective damping: an additional means for the system to
dissipate energy through the emission of spin waves at the many DW local critical
events, leading to a faster relaxation of the system and to a faster DW motion.

We find that disorder has a large influence on DW motion, not only at low fields
but also in the plateau region, in contrast with what has been claimed elsewhere [56,
51]. We can introduce material disorder in micromagnetic simulations in a realistic
way, supported by the experimental evidence of grain structure and defects in thin
films of annealed CoFeB [9, 80, 81], while keeping the intrinsic damping parameter
value measured experimentally. In this way, we can obtain DW velocity values in
the flow regime close to the ones measured experimentally, and, at the same time,
preserve the internal DW dynamics that would be suppressed with the use of a large
damping parameter. Moreover, we can tune the description of disorder by changing
the disorder characteristics such as grain size and local variation of the parameters.
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a)

b)

d = 10 nm

d = 20 nm
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Hext (mT)

Ly = 2 μm 

Ly = 4 μm

FIGURE 3.11: a. DW velocity as a function of the applied field
for various grain size at T = 300 K. b. DW velocity at Hext = 40

mT and 0 K as a function of average grain diameter d.

3.3.2 Domain wall velocity and variation of grain diameter

Once shown that disorder has a strong impact on DW motion in the flow regime, it
is useful to know how the different parameters that characterize this disorder affect
DW motion. In our model, disorder is determined by a grain structure of size d and
dispersion σ. The effect of dispersion has already been investigated in other numer-
ical works [60, 61, 77] and it appears clear that an increase in dispersion gives rise
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FIGURE 3.12: a. Time evolution of the dissipated power inside
and outside the wall for a sample with grain size d = 20 nm.
b. Frequency of critical events exceeding a fixed threshold as a

function of grain size. Error bars mark standard deviation.

to higher energy barriers between grains, leading to a stronger pinning, therefore
to higher propagation fields. In the flow regime, on the other hand, the augmented
disorder causes a higher saturation velocity, since it increases the frequency of lo-
cal critical events and the subsequent dissipation of energy. However, the spatial
variation of material parameters with a certain dispersion σ is subordinate to a par-
tition of the system in grains. The presence of grains introduces a different dynamic
behaviour for the DW and their size is expected to play a role in determining this
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behaviour.
The effect of grain size on DW motion has been investigated before in in-plane

magnetized strips in the linear regime below Walker breakdown [61] and it has been
found that increasing grain size leads to an increase in extrinsic damping. In our sys-
tem the competition between the grain size d and the DW characteristic length plays
an important role in determining the DW propagation. Moreover, grain size might
be controlled experimentally to a certain extent, since in CoFeB the crystalline struc-
ture appears upon annealing and is induced by the overlying oxide layer, whose
crystalline structure acts as a template for the structure of CoFeB [80, 81].

In what follows we will study how the DW velocity changes with grain size d
keeping the same material parameters specified above and σ = 5%. The results
are presented in figure 3.11-a, where it can be observed that both the propagation
field and the DW velocity in the flow regime depend on grain size. In particular,
the saturation velocity in the plateau region seems to increase up to a grain size
d = 30 nm and then decrease for d = 60 nm. To further investigate this effect, we
compute the DW velocity as a function of the grain size for a fixed external applied
field Hext = 40 mT. In this case the simulations are carried out at T = 0 K, since it is
observed that the effect of thermal fluctuations on the DW velocity is negligible. For
every grain size ten different samples are generated and simulations are run with
stopping criterion 〈mz〉 = 0.8. The results, presented in figure 3.11-b, show that the
DW velocity rapidly increases with grain size up to a value d = 40 nm above which
it slowly decreases. Very similar curves (not shown) are observed for other values
of Hext in the flow regime.

Once we have identified the occurrence of local critical events followed by spin
wave emission as the most noticeable mechanism induced by disorder on DW mo-
tion in the flow regime, we can try to understand the behaviour shown in figures
3.11-a and 3.11-b in terms of this mechanism. As shown in fig. 3.9-b, spin wave
emission can be easily identified by monitoring the energy dissipated in the system.
To isolate the spin wave emission events from the other relevant dissipation mech-
anism, precessional motion of the spins inside the wall, we integrate in space the
dissipated power density dividing the computational area into two regions: a band
60 nm wide centred on the DW and the two remaining domains to the left and right.

Fig. 3.12-a shows the time evolution of the dissipated power in the wall region
(blue line) and outside it (green line) for a sample with grains of 20 nm of diam-
eter under the application of a 40 mT external field. Inside the wall the energy is
dissipated at a well defined rate with minor fluctuations, whereas outside the wall
the dissipated power consists of a distribution of very pronounced peaks that cor-
respond to critical events. Therefore, by setting a power threshold we can readily
count the number of such events and check whether there is any dependence on
grain size. The results are shown in figure 3.12-b, where the frequency of events
in which the dissipated power exceeds 1 nW is plotted as a function of grain size.
As can be observed by comparison with figure 3.11-b, a perfect correlation between
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DW velocity and frequency of critical events is found. It was checked that choosing
a different threshold changes the frequency values but their dependence on grain
size remains the same. Therefore, it can be concluded that DW velocity in the flow
regime is directly related to the frequency of critical events.

After having identified the mechanism behind the DW velocity dependence with
grain size, several open questions are left to answer: why the maximum DW velocity
is found for a grain size of 40 nm? What causes the critical events and how can
these be described in terms of magnetization dynamics? How can we account for
this additional dynamics introduced by disorder in an analytical model? The next
section is dedicated to tanswer to such questions.

3.4 Influence of disorder at high fields

As can be observed in fig. 3.7, micromagnetic simulations in an extended film with
no disorder are much closer to the 1D model prediction than to experimental data
or to micromagnetic simulations with disorder. An important fact that can be noted,
when comparing the two numerical results and the analytical model, is that in the
higher field regime, above 40 mT, the slope of the curves tend to equalize and the
micromagnetic simulations without disorder asymptotically tend to the one dimen-
sional prediction.

3.4.1 Gilbert damping and disorder

To shed more light on the role played by disorder in increasing domain wall veloc-
ity in the flow regime, we move to high applied fields. In this way, we exploit the
agreement of standard micromagnetic simulations with the analytical model and de-
couple the contribution of disorder to DW velocity from the precessional dynamics
described by the one dimensional model. We generate different disordered samples,
varying grain size between 5 and 30 nm in diameter and apply external fields up
to 360 mT. Here, due to the high applied fields, no relevant changes are observed
in DW velocity for different realizations of disorder, so that a single disordered thin
film is generated for each grain size.

DW velocity measurements from micromagnetic simulations are shown in fig. 3.13-
a for samples of width W = 2µm with various grain sizes and α = 0.015, to-
gether with the 1D model calculations. As can be observed, for applied fields well
above Walker field, the analytical model predicts a non-linear precessional peri-
odic regime of period T for which the following expression for the average velocity
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precessional regime.

〈v〉 = T−1
∫
T v dt (1.76) can be obtained [13]:

v(t) =
γ0∆

1 + α2

(
αHa +HK

sin 2φ

2

)
〈v〉 =

αγ0∆

1 + α2
Ha +

γ0∆

α(1 + α2)

[
Ha −

√
H2
a −H2

W

]
︸ ︷︷ ︸

→0 for Ha�HW

. (3.4)
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On the other hand, a plateau for the velocity is found in simulations of wide
wires [9, 50]. As discussed in the previous section, the existence of this velocity
plateau and the deviation from one dimensional model has its origin in the non one
dimensional character of the system and the consequent non uniform magnetiza-
tion along the DW length, generated by non uniformities in the stray field along the
DW, which yields a saturation velocity [50]. At higher fields, this stray field inhomo-
geneity becomes less and less important and a good agreement with the 1D model
is found for the sample with no disorder (blue circles), where the spins inside the
DW precess coherently. This means that for Ha � HW , the DW in an ideally perfect
sample behaves in a quasi-1D fashion, precessing uniformly and showing the linear
dependence of velocity on field predicted by eq. (3.4), 〈v〉 = γ0∆Ha(α+α−1)−1. The
introduction of disorder, however, causes a general shift in the velocity both in the
plateau and in the precessional linear regime. Velocity is increased by an amount
that grows with grain size and saturates at around 25 − 30 nm but it is weakly de-
pendent on the applied field. Variation of α parameter affects the dynamics of our
system changing the slope of the linear field-velocity relationship, as prescribed by
eq. (3.4). Fig. 3.13b-d presents DW velocity measurements for the sample without
disorder (b) and samples with grain size d = 10 nm (c) and 20 nm (d), where the ve-
locity values at lower fields have been omitted to make the zero field intercept of the
linear fitting clearly visible. It appears that the introduction of disorder gives rise
to an additional term of the velocity in the precessional linear regime, changing the
velocity expression in this regime to

〈v〉 ' αγ0∆

1 + α2
Ha + v0(d) (3.5)

It is clear that, in the high field linear regime investigated here, a characteriza-
tion of the effect of disorder as a variation in the damping parameter as done in [57,
61, 60] does not apply, since disorder does not affect the DW mobility µ = v/H ,
but introduces a shift in the velocity. Rather, one would tend to think, at least phe-
nomenologically, that the effect of disorder is decoupled from the contribution due
to damping.

To get further insight into the effect of disorder on DW dynamics, we consider
separately the two different ways in which disorder is introduced in our model,
namely the dispersion in Ku and û.

Fig. 3.14-a shows simulation results for a sample with grains of 10 nm diameter
together with the perfect film and simulations of that very sample where the only
parameter varying in space is either Ku (spades symbol ♠ ) or û (clubs symbol ♣).
As can be seen, the influence on DW velocity of the tilting of û is striking, while Ku

spatial variation doesn’t seem to play a role. Although variation of both parameters
is relevant when studying DW depinning and low field dynamics [57, 61, 77, 82], at
high fields the local variation of Ku has negligible effects. Our interpretation for this
is the fact that the value of Ku influences the width and linear energy density of a
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velocity versus field from simulations with α = 0.05 and various
grain size. Continuous lines are 1D model velocity calculations

for various η.

DW, hence playing a bigger role in the statics. A deviation of û from the normal to
plane, on the other hand, introduces directly an in-plane transverse anisotropy. The
effect of in-plane anisotropy on the DW dynamics can be investigated by including
it in the 1D model of Slonczewski [50]. The equations of motion for an up-down
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domain wall, eq. (1.65) and (1.66), in case of a tilted anisotropy axis û = (ux, uy, uz) =

(sin η cos ζ, sin η sin ζ, cos η) become:

v = q̇ =
γ0∆

1 + α2

(
αHa +

HK

2
sin 2φ−H ′′K cos 2φ

)
=

γ0∆HW

1 + α2

(
αh1 +

1

α
(sin 2φ− h2 cos 2φ)

)
(3.6)

φ̇ =
γ0

1 + α2

(
Ha −

αHK

2
sin 2φ+ αH ′′K cos 2φ

)
=

γ0HW

1 + α2
(h1 − sin 2φ+ h2 cos 2φ) (3.7)

where q is the 1D model DW position along the strip and

K =
1

2
µ0M

2
s (Ny −Nx)−Ku(u2

y − u2
x), (3.8)

H ′′K =
2Kuuxuy
µ0Ms

, h1 =
Ha

HW
, h2 =

2H ′′K
HK

, (3.9)

Nx and Ny being the DW demagnetizing factors along x and y. For fields above
Walker breakdown, h1 ≥

√
1 + h2

2, we find again a periodic motion and an average
DW velocity

〈v〉 =
γ0∆HW

1 + α2

[
αh1 +

1

α

(
h1 −

√
h2

1 − 1− h2
2

)]
(3.10)

Eq. (3.10) describes DW velocity in the precessional regime for a DW propagating
in one dimensional system with a uniformly tilted anisotropy axis and it is exactly
equivalent to (3.4) in the case û = ẑ.

There are several differences between the 1D system described by (3.10) and the
system studied in micromagnetic simulations: the easy-axis does not have a uniform
direction over the sample, but is randomly tilted from the out of plane direction fol-
lowing a normal distribution of mean ẑ and standard deviation σ = 5%. This gives a
Rayleigh distribution for the polar angle η of û and a uniform distribution in [0, 2π)

for its azimuthal angle ζ as shown in fig.3.5-a and b. A fixed polar and azimuthal
angle are required for the 1D model prediction. Since the choice of azimuthal an-
gle ζ highly affects the dynamics and all orientations have the same probability (see
inset of fig.3.5-b), we choose only the polar angle η and calculate the velocity as a
mean of the values obtained varying ζ over all the interval [0, 2π). 1D model calcu-
lations compared to simulations are shown in figure 3.14-a and 3.14-b for values of
α = 0.015 and 0.05 respectively. One readily checks that the tilted polar angle value
needs to be much bigger than the actual tilt of û in order to reproduce the desired
velocity. Moreover, a relationship between grain size and tilt of the easy-axis is lack-
ing. In the next section we focus on these two aspects, bringing in the discussion two
features not considered by standard 1D models: internal DW dynamics and energy
dissipation outside the wall.
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3.4.2 Vertical Bloch line dynamics

A similar saturation velocity in the flow regime as the one of fig. 3.7 and 3.11 has
been observed in systems with high DMI [59, 58], where spin wave emission takes
place upon vertical Bloch lines (VBLs) annihilation in the DW caused by the different
propagation velocity of VBLs of same chirality and opposite charge induced by DMI.
In that case, the dissipation process has been shown to be independent on the grain
structure. Here, on the other hand, we see that for systems without DMI the reason
behind the velocity plateau and shift can be found in the interaction of DW with the
grain structure.
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FIGURE 3.15: Schematic representation of a vertical Bloch line,
where magnetization orientation rotates in plane along the do-

main wall, creating a 180◦ in plane wall.

Vertical Bloch lines form when the magnetization rotates along the domain wall
length [77], as shown in fig. 3.15. Such magnetic texture is not energetically favourable
in a thin film so that VBL will in general not appear at rest. However, in the preces-
sional regime VBL tend to form and propagate along the DW even in absence of
disorder (see fig. 3.9-a). They have been studied in the past in thicker films [50],
where it was shown analytically that their presence caused a saturation of DW ve-
locity setting a lower bound for domain wall velocity in the precessional regime.
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Vertical Bloch lines, due to their chiral conformation, have a topological number,
also named topological charge, defined by the sense of rotation of the magnetization,
clockwise or counter-clockwise. This charge w is computed as [83]

w(t) =
1

4π

∫
X

∫
Y
m(t) ·

(
∂m(t)

∂x
× ∂m(t)

∂y

)
dy dx. (3.11)

Moreover, since magnetization deviates from the magnetostatically favourable Bloch
state, VBLs have a magnetic charge, positive or negative, whose polarity is defined
by the orientation of their core. In an extended domain wall, for an applied field
above Walker’s field, the presence of defects or surface magnetostatic charges at the
edges will produce a non-uniform effective field, DW in-plane rotation becomes then
incoherent, since at certain points precession will be easier than at others. Couples
of VBLs are nucleated at some position along the domain wall, with same magnetic
charge and opposite chirality, and propagate along the DW in opposite direction, as
shown in fig. 3.16, pushed by a gyrotropic force that depends on the chirality as [50,
58]

FVBL =
4πMsw

γ
ẑ× vDW

where vDW is the local DW velocity. The next couple of VBL will have same magnetic
charge, opposite to the ones before, and opposite chiralities, with the VBL moving
up having same chirality of its predecessor.
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FIGURE 3.16: Cartoon representing VBL nucleation, propagation
and, in presence of an energy barrier hindering propagation, the
annihilation of a pair of VBLs with subsequent emission of spin

waves.
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FIGURE 3.17: a. Time evolution of absolute topological charge
variation calculated using equation (3.11) for a sample with no
disorder (blue line) and another with grain size d = 15 nm (red
line), extracted from simulations with α = 0.015, µ0H = 140 mT
and shown over a time window of 20 ns. b. Time evolution
of the total dissipated power calculated using equation (3.3) for
the same simulations as in (a), displayed over the same time
window. It appears clear the correlation between peaks in dis-
sipated energy and change in topological charge in the case with
disorder. The dotted line marks the average dissipation rate
P̄d = 〈Pd − P0〉. c-d Snapshots of dissipated power and mag-
netization around the DW of the perfect sample at the instant
of time indicated in (b) by the blue circle. e-f Snapshots showing
the same features for the disordered sample at the instant of time
indicated in (b) by the red circle. Hot-cold color gradient repre-
sents the amount of local dissipated power in logarithmic scale,
in-plane magnetization angle is represented by a color as in the

color wheel.

We already mentioned the fact that the extended DW length allows for twisting
of the magnetization along the DW. At high fields, this is not the case in a sample
without disorder: as can be seen in the snapshot of magnetization in fig. 3.17-d the
DW is uniformly magnetized and all the spins are precessing synchronously. This
one dimensional-like behaviour is the reason for the good agreement of the analyti-
cal model with simulations without disorder observed in fig. 3.13. The introduction
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of disorder, however, yields a much more complex dynamics for the DW, as can be
observed in the snapshot of fig. 3.17-f, taken at the same instant and under the same
applied field as in fig. 3.17-d. Here the wall appears corrugated and the magnetiza-
tion twists along the DW length, generating several VBLs.

In the study of Yoshimura and co-authors [59], DMI introduces an in-plane field
acting on the wall, affecting the propagation of VBLs by giving different velocities to
VBLs of different magnetic charge and causing them to annihilate in couples of same
chirality and opposite magnetic charge. This feature is observed also in our simu-
lations, where acceleration, deceleration and annihilation of VBLs are caused by the
different energy that VBLs have over grains with different in-plane anisotropy while
propagating along a DW, which is also able to curve its profile during dynamics [77,
58]. In addition, the dynamics internal to the DW yields a much higher energy dis-
sipation compared to that of a non-disordered sample: the in-plane anisotropy field,
inhomogeneous along the DW length, creates a rich and varied landscape for the
VBLs propagating inside the DW and for the DW in general. This results in oscilla-
tions and local breathing phenomena of the DW of complicated nature that, overall,
generate a constant irradiation of spin waves from the DW. This constant additional
dissipated power is absent in films with easy-axis uniformly perpendicular to plane.

Since VBLs have a topological charge, their complex dynamics in DWs propa-
gating in disordered samples can be studied quantitatively by monitoring the time
variation of the total topological charge w of our sample.

The absolute value of the variation of topological charge |dw/dt| is shown in
fig. 3.17-a as the thick blue curve for a perfect sample and as the thin red curve
for a disordered sample with grain size 15 nm. As can be observed, the topolog-
ical charge is conserved for DW dynamics in a perfect sample, while for samples
with grains | dwdt | shows peaks corresponding to events of annihilation of couples of
VBLs of same topological charge. This is because VBLs are nucleated in couples of
opposite topological charge ±1/2 that move in opposite direction, while annihila-
tion takes place between VBLs of same topological charge, so that a net change in
w of 1 unit is expected upon annihilation. Such particular dynamics has its origin
in the different energy state of a VBL depending on its orientation and the in-plane
orientation of the easy-axis of the grain over which it is laying. This grain depen-
dent in-plane anisotropy gives to VBLs grain dependent energy states and velocities,
causing acceleration, deceleration and even blocking of VBLs at grain boundaries
where a sufficiently high energy barrier is found, generating annihilation events.

The thick blue line in fig. 3.17-b shows the power dissipation over time for the
simulations on the perfect sample calculated using (3.3). As can be seen, a constant
and low rate of energy dissipation is found, the reason being the 1D-like behaviour
of the system. The snapshot of fig. 3.17-c, showing the spatial distribution of the
dissipated energy, confirms that energy is being dissipated exclusively inside the
DW and homogeneously distributed along its length, since the DW is the only region
in which spins are precessing.
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On the other hand, in disordered samples more energy is dissipated during DW
motion: the thin red curve in fig. 3.17-b shows the dissipated power in a disordered
system with a DW propagating under the same applied field. The red curve de-
scribes a non-constant dissipation of power, with peaks corresponding to VBL anni-
hilation events, as confirmed by the agreement with the variation in the topological
charge in fig. 3.17-a. It is important to note the offset of the red curve, at about 1.5
nW, making clear the contribution that the complex dynamics internal to the DW,
triggered by local non-zero in-plane anisotropy, has on energy dissipation. An ad-
ditional check of this observation comes from the comparison of the distribution of
energy dissipation between a perfect and a disordered sample. Fig. 3.17-e shows
that the dissipation of energy in disordered samples takes place not only inside the
DW but also in the nearby domains, where spins are precessing due to spin wave
emission even when no annihilation event is observed.

The fact that irradiation of energy from the DW to the domains and its subse-
quent faster dissipation is relevant in DW dynamics, appears also by looking at the
variation of tilting angle η required by the 1D model to fit the data when changing
damping constant: α = 0.015 in fig. 3.14-a requires larger η to fit simulations for
d = 10 nm compared to α = 0.05 in fig. 3.14-b, although the samples are exactly the
same with identical distribution of û and ku. Increasing Gilbert’s damping, we are
increasing the contribution of the applied field to DW velocity, reducing the effect
of spin waves and making the 1D approximation more accurate at reproducing the
micromagnetic simulation.

We are now able to answer to one of the questions posed at the end of section 3.3,
regarding the dependence of DW velocity (fig. 3.11-b) and frequency of annihilation
events (fig. 3.12-b) on grain size d. Since the distribution of û values over grains
is aleatory, the intensity and orientation of the in-plane anisotropy in neighbouring
grains is uncorrelated. DW motion takes place, as it has been shown, in an incoher-
ent fashion. The non-uniform precession means precession via VBLs propagation,
i.e. spins inside the DW precess by π sweeps when a VBL passes past them. VBLs
have a finite width Λ =

√
A/K = 28.9 nm, which varies depending on the local ori-

entation of û. This means that the maximum size for coherent precession over which
the 1D precessional motion with a uniform and tilted easy-axis can be applied is
∼ 30 nm. When grain size is smaller than this value, the effective tilting of û is an
average over Λ of the different values over grains. Being the disorder uncorrelated,
the local average results in a decrease of the in-plane component. Subsequently, VBL
will have a more homogeneous propagation and less annihilation events when grain
size is smaller than their size (∼ 30 nm). On the other hand, when grain size is larger
than 50 nm, the Bloch line width is smaller than most of the grains. Abrupt changes
in local anisotropy become less frequent and the surface density of energy barriers
for the propagation of Bloch lines decreases. Consequently, the frequency of VBL
annihilation decreases as well with grain size above this value. This explains the
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peak in annihilation events and DW velocity for d around to 30-40 nm. This argu-
ment also explains the lower dissipated energy at small d and very high fields, as
we will see in next section; VBLs propagate through an effectively more homoge-
neous medium and reduced effects of breathing and acceleration-deceleration with
subsequent annihilation are observed.

3.4.3 Augmented one dimensional model

In the analytical model that we have been considering, the system is allowed to dis-
sipate energy only through the displacement and coherent precession of the domain
wall, described by the time variation of the two degrees of freedom q(t) and φ(t),
respectively. An additional degree of freedom can be introduced as variation of DW
width ∆(t), but the results do not change considerably because the periodic widen-
ing and narrowing of the DW during the dynamics, the so-called breathing, affects
the instantaneous velocity q̇ and, at high fields and very short precession period, this
variation becomes negligible. On the other hand , an important consequence of in-
ternal DW dynamics is the emission of spin waves from the wall, as discussed in 3.3.
This process transfers energy from the DW to the domains, where it is quickly dis-
sipated. Such mechanism, neglected by the 1D model of Walker and Slonczewski,
has been investigated numerically in one dimensional systems, where it has been
shown that spin waves emission from the DW can contribute to DW motion when a
strong hard-axis anisotropy is present in the system [84, 85, 86] and also in in-plane
magnetized permalloy strips in presence of various forms of disorder [60, 87]. In our
system, both disorder and the fact that the wall is extended in length play a role.

In what follows we will try to include in the 1D model the additional energy
dissipated by the DW in those dynamic process that can not be described by a 1D
model. Starting with conservation of energy from LLG equation, eq (1.71):

dE

dt
= −αµ0Ms

γ0

∫
V

(
dm

dt

)2

dV (3.12)

we can obtain its one dimensional counterpart that takes into account easy-axis tilt-
ing, using eq. (3.6), (3.7) and the DW linear energy σ (1.59), where anisotropy con-
stant is described as (3.8), yielding

−2µ0MsHaq̇ + 2∆ (K sin 2φ− 2Kuu1u2 cos 2φ) φ̇ =

=
−2αµ0Ms

γ0

[
q̇2

∆
+ ∆φ̇2

]
. (3.13)

Within the 1D model framework, we are assuming that the only variation of in-
ternal energy comes from the displacement and the rotation of the DW spins and
this is balanced by the work done by the viscous forces. Any dynamics taking place
in the two domains of our system is neglected. To account for the energy dissipation



74 Chapter 3. Domain wall dynamics in thin films with disorder

that we observe in simulations with grains and tilted easy-axis, we consider an av-
erage constant rate of energy dissipated into the domains rising from the complex
dynamics of the incoherently precessing DW. To quantify it, we take the average dis-
sipated power of our simulations with disorder, 〈Pd〉, corresponding to the average
value of the red line in fig. 3.17-b, and we assume that in micromagnetic simulations
of the perfect sample energy is dissipated exactly as prescribed by the 1D model.
This is a safe assumption at high fields, since we have seen how in that case energy
is dissipated exactly as prescribed by the one dimensional model. Then, the term
that we need to add to the 1D model equation of conservation of energy is

P̄d = 〈Pd〉 − 〈P0〉.

This value, marked as the dashed red line in fig. 3.17-b, represents the power dissi-
pated by the system in other ways than simple precession of the spins inside the DW.
It is dependent on Ha, since it relies on the dynamics triggered by the precession of
the spins inside the DW and needs to be extracted from micromagnetic simulations
for every applied field.

Including this term in the energy conservation equation as done elsewhere [88],
we have

−2µ0MsHaq̇ + 2∆ (K sin(2φ)− 2Kuu1u2 cos 2φ) φ̇ =

=
−2αµ0Ms

γ0

[
q̇2

∆
+ ∆φ̇2

]
+
P̄d
tW

(3.14)

Averaging this equation over a period of precession after using expressions (3.6)
and (3.7) for q̇2 and φ̇2 respectively, we obtain

〈v〉 =
γ0∆HW

1 + α2

[
αh1 +

1

α

(
h1 −

√
h2

1 − 1− h2
2

)]
+

+
P̄d

2µ0MsHatW
(3.15)

Extracting the value of P̄d from micromagnetic simulations with a given grain size
d and certain α, the augmented model reproduces extremely well the DW velocity
of the simulations also for other values of α, as can be observed in figure 3.18, prov-
ing that the contribution to DW velocity introduced by disorder corresponds to the
additional energy dissipated in the domains in form of spin waves.

3.5 Conclusions

In this chapter it has been shown how it is possible to reproduce the experimental
field-driven DW dynamics in a CoFeB thin film using the intrinsic Gilbert damping
parameter measured experimentally and introducing a realistic crystalline structure
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FIGURE 3.18: a. DW velocity versus applied field from simu-
lations with α = 0.015 without disorder (blue circles) and with
different grain sizes (d= 5 nm red diamonds, d=15 nm magenta
hexagones, d=30 nm gray down-triangles); Cyan dots show DW
velocity computed from 1D model(3.15) with a realistic η = 4.5◦

plus dissipation contribution extracted from simulations. Same
results for α = 0.03 and α = 0.05 are shown in b. and c. respec-
tively, where the dissipation contribution is the one extracted

from the simulations in (a) with α = 0.015

.

into the system, showing that DW dynamics is qualitatively and quantitatively dif-
ferent from the one of a system with uniform parameters.

We show that the velocity plateau and the viscous regime of DWs in thin films
can be attributed to an enhanced energy dissipation in the system generated by ex-
trinsic features, such as defects and granular structure rather than an increased in-
trinsic damping parameter, representing a dissipation of energy to the lattice. This
observation points out the importance of including such features in micromagnetic
simulations that aim to realistically reproduce the dynamics of these systems.

We studied the effects of such granular structure in thin films, varying the char-
acteristic size of grains. An optimum diameter of 30-40 nm is found, for which the
dissipated energy is maximized and so it is the DW velocity. This optimum size is
related to the material parameters through the width of the so-called vertical Bloch
lines.

Introducing disorder in simulations gives higher DW velocities in the high field
regime while not considerably changing the mobility, and we identified the feature
responsible for this velocity increase in the local variation of anisotropy easy-axis ori-
entation. We addressed this problem first introducing an in-plane deviation of the
anisotropy easy-axis in the 1D model, proving that this feature was capable of qual-
itatively reproducing the shift. Secondly, we compared the dissipated power from
micromagnetic simulations in a system with disorder with that of a perfectly homo-
geneous system. We found that the local in-plane anisotropy field is the responsible
for oscillations, local breathing phenomena of the DW and VBL annihilations, that
overall generate an irradiation of power from the DW to the domains. This irradi-
ated power is constant over time and dependent on system characteristics, such as
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the typical grain size, and independent on the intrinsic Gilbert damping.



77

Chapter 4

Domain wall oscillator as a
spin-wave emitter

4.1 Introduction

A spin wave (SW) is a propagating perturbation in the spin texture of a magnetic
material in the form of a phase-coherent precession of the magnetic moments [15,
89, 90]. The quanta of spin waves are called magnons and the field investigating
the transmission and processing of information mediated by spin waves is termed
magnonics. Magnonics offers a promising new route for computing technology be-
cause it may overcome the limitations of complementary metal oxide semiconductor
(CMOS) technology in terms of scalability and power consumption via a particle-less
transmission of information [7, 91, 92, 93, 94, 95] and by introducing new degrees of
freedom encoded in spin waves’ transport of angular momentum. Spin waves have
short wavelengths at the technologically relevant GHz - low THz frequencies, al-
lowing for integration with microwave electronics at the nanoscale [89].

The classical technique used to excite spin waves is via the Oersted field induced
around a wire placed on top of the ferromagnet from an ac current flowing through
it [94, 92, 96]. This approach allows control of the frequency and wavelength of in-
jected magnons, with the main drawback that the antenna width sets a lower bound
for wavelength and limits the scalability of the device. An alternative way of in-
ducing linear excitation of short-wavelength spin waves is through the uniform mi-
crowave excitation of a inhomogeneous magnetization texture [97, 98]. The conver-
sion of electron-carried angular momentum into magnons [99, 100, 101] and vice
versa [102, 96] allows for the exploitation of spintronics phenomena for the genera-
tion and detection of spin waves at the nanoscale and the embedding of magnonic
circuitry in electronic-based devices. This novel field is called magnon-spintronics.
Here, spin wave generation can be achieved by various localized excitations, such
as electric field control of the magnetostrictive properties of materials [103, 104, 105]
and spin transfer torque [106, 107, 108] (STT), generated either by a spin-polarized
current flowing through a nanocontact [99, 100] or via the spin current originated
by the flow of charge current through an adjacent non-magnetic metal with large
spin-orbit coupling [101, 109, 110, 111].
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It is known that a domain wall can emit spin waves during its motion [112, 84, 85,
113, 114] or under microwave linear excitation [98]; the use of an oscillating domain
wall as a tuneable spin wave emitter excited by an alternate current has been pro-
posed by Van de Wiele and colleagues [115]. In their work, a strong pinning of the
DW is achieved via ferromagnetic-ferroelectric coupling, and an ac current is used
to generate DW oscillations that excite propagation of SWs in adjacent domains at
an angle of 45◦ with respect to the magnetization orientation. The use of a DW per-
mits SW excitation at wavelengths much shorter than can be achieved with common
antennas and the change in ac frequency can, to some extent, regulate the emitted
frequency. However, the realization of such a device presents some limitations: high
current densities are required, the fabrication of hybrid ferromagnetic-ferroelectric
structures is difficult, and the propagation of SWs in the 45◦ magnetized domains is
non-trivial.

It was shown both analytically and numerically [116, 117, 118, 119] that a DW
pinned at a constriction in a perpendicularly magnetized nanowire could be led to
self-sustained full in-plane rotation by the STT exerted on it by the injection of a low
in-plane dc current while remaining pinned at a localized pinning site, thus creating
a DW-based oscillator with frequencies in the GHz range, tuneable via the applied
current intensity.

In this chapter we reconsider the DW oscillator set-up, schematically represented
in Fig. 4.9-a, and investigate, using micromagnetic simulations, the emission of SWs
generated by such localized magnetization precession in a nanowire. By selecting
an adequate wire width and constriction geometry, we can achieve a wide operating
window in which we observe DW rotation at a current-dependent frequency (fDW )

that leads to unidirectional emission of SWs in the direction of electrons’ flow at odd
harmonics of fDW . Because the SW frequency is a multiple of fDW , the frequency of
the emitted SWs can also be tuned by changing current intensity. Moreover, through
the application of an external field opposing the force exerted on the DW by the cur-
rent, the device operating window is extended and, at the same time, the symmetric
dispersion relation for SWs in the two antiparallel domains is naturally split, which
allows us to selectively propagate different harmonics along each domain. We iden-
tify the DW’s in-plane stray field as the main factor responsible for SW excitation,
whereas the unidirectionality is due to the asymmetric position of the DW below the
geometrical constriction. This new concept of SW emitter has the attractive features
of high coherence, a tuneable frequency up to tens of GHz and low power consump-
tion (typical current of a few µA) by simply exploiting the stray field induced by
geometrical patterning.

In section 4.2 the main tools used for this work are introduced, namely, micro-
magnetic model for current driven magnetization dynamics, its one dimensional
model equivalent, where equations of pinned domain wall dynamics are derived,
and the fundamentals of dipolar-exchange spin waves propagation dynamics.

In section 4.3 the path towards an efficient spin wave emitter is described: the
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computation of non-uniform current distribution in the ferromagnetic wire, the ef-
fect of wire cross section and notch shape on domain wall precession and the effects
of geometry on the domain wall dynamics. Finally, in section 4.4 a spin wave emitter
setup is studied thoroughly: the emission of spin waves and its origin are analysed
and their dependence on the applied current is studied as well as the effect of the
application of a static external field.

4.2 Theoretical background

4.2.1 Current induced domain wall motion

When a current density jc crosses a 180◦ domain wall in a metallic ferromagnet,
the spin s of the conduction electron exerts an exchange torque on the localized
spins of the wall [106]. More generally, a number of effects rise from the interplay
between spin dependent transport properties and magnetization dynamics in ferro-
magnets [108]. The underlying cause is the torque generated by exchange interaction
between conducting electrons and and magnetization electrons, the so-called s-d ex-
change torque [106]. The torque exerted by a current density jc on the magnetization
M is described by the so-called spin transfer torque (STT)

τSTT = (u · ∇)m + βm × [(u · ∇)m] , (4.1)

where the spin-drift velocity u is

u
def
=

jc
1 + β2

PµB
eMs

. (4.2)

Here, e is the negative electron charge, µB is the Bohr magneton, γ0 = 2.21 ×
105 rad m A−1s−1 is the gyromagnetic ratio, α is Gilbert’s damping parameter. LLG
equation of magnetization dynamics under the effect of a flowing current density
reads

dm

dt
= −γ0m ×Heff + αm × dm

dt
− (u · ∇)m + βm × [(u · ∇)m] , (4.3)

and its explicit form is

dm

dt
=− γ0

1 + α2
[m ×Heff + αm × (m ×Heff)]

− 1 + αβ

1 + α2
(u · ∇)m +

β − α
1 + α2

m × [(u · ∇)m] . (4.4)
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The one dimensional model equations of motion derived from LLG equation (4.3)
are now

φ̇+ α
q̇

∆
= γ0Ha + β

u

∆
(4.5)

q̇

∆
− αφ̇ = γ0

HK

2
sin 2φ+

u

∆
(4.6)

In their explicit form they read:

q̇ =
γ0∆

1 + α2

(
αHa +

HK

2
sin 2φ

)
+

1 + αβ

1 + α2
u (4.7)

φ̇ =
γ0

1 + α2

(
Ha − α

HK

2
sin 2φ

)
+
β − α
1 + α2

u

∆
, (4.8)

where we are neglecting the dynamical variation of DW width ∆.

∆̇ =
12γ0

π2αMs

[
A

∆
−∆

(
K0 +K sin2 φ

)]
(4.9)

It is useful to schematically represent the contribution to the magnetization dy-
namics of the various terms in equations (4.7),(4.8). In order to do so, we recall that
in the 1D model formulation, our magnetization has the profile (1.31).

θ(x, t) = 2 arctan

[
exp

(
x− q(t)

∆

)]
which yields

θ̇ = − sin θ
q̇

∆
.

This means that at the DW center, where the magnetic spin is in-plane (θ = π/2), the
out of plane torque reads:

θ̇ = τθ = − q̇
∆
ẑ

and, of course, the in-plane torque is ϕ̇ = τϕ = φ̇.
Since θ = 0 when m ‖ ẑ, the torque τθ that brings the spins from in-plane to

positive out-of-plane, giving a positive velocity to the DW, gives a negative variation
of θ. We are assuming a Bloch wall configuration, for whichHK = Ms(Ny−Nx) < 0,
and u ≥ 0.

The contributions to the out of plane torque acting on the DW, originating from
the application of an external field, the shape anisotropy and the STT from an exter-
nal current are shown in table 4.1, while the contributions of the same interactions
to the in-plane torque are presented in table 4.2. As we can observe, the applied
field and the external current have a fixed contribution, independent on the DW ori-
entation, while the shape anisotropy torques change sign when changing quadrant,
giving rise to back-and-forth oscillations of the DW and to a non-uniform in-plane
rotation. Such features of domain wall dynamics, introduced by shape anisotropy,
appear also in the pinned rotation regime that we will study in detail in next section.
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quadrant αγ0Ha
1
2γ0HK sin 2φ (1 + αβ) u∆

I sign(Ha)ẑ −ẑ ẑ
II sign(Ha)ẑ ẑ ẑ
III sign(Ha)ẑ −ẑ ẑ
IV sign(Ha)ẑ ẑ ẑ

TABLE 4.1: Contribution to the out-of-plane torque −(1 + α2)θ̇ at the
center of the DW where θ = π/2, depending on the in-plane orienta-

tion of the DW.

quadrant γ0Ha −1
2αγ0HK sin 2φ (β − α) u∆

I sign(Ha) −signHK sign(β − α)
II sign(Ha) signHK sign(β − α)
III sign(Ha) −signHK sign(β − α)
IV sign(Ha) signHK sign(β − α)

TABLE 4.2: Sign, 1=Anti-clockwise (ACW) and -1=Clockwise (CW),
of the in-plane torque φ̇ at the center of the DW, depending on the

in-plane orientation.

In a freely propagating DW driven by current, with u > 0 and Ha = 0, we have

(1 + α2)φ̇ = −αγ0HK

2
sin 2φ+ (β − α)

u

∆
(4.10)

and a stationary DW orientation is attained when φ̇ = 0, in which case we have

(β − α)
u

∆
=

αγ0HK

2
sin 2φ (4.11)

u =
α∆γ0HK

2(β − α)
sin 2φ (4.12)

u ≤ α∆γ0|HK |
2|β − α| =

γ0∆HW

|β − α| (4.13)

This threshold defines a Walker current

jW =
eMs

PµB

γ0∆HW

|β − α| , (4.14)

which is the equivalent of the Walker field for field driven dynamics, separating a
rigid regime from a precessional regime, depending on the competition between the
restoring torque due to shape anisotropy and the precession of the DW induced by
the application of an in-plane current. However, differences exist with field driven
dynamics. By looking at tables 4.1 and 4.2, we can see that the competition of STT
with the shape anisotropy torque can be constructive or destructive, depending on
the sign of β − α. In the purely adiabatic case, β = 0, starting with a relaxed Bloch
configuration for the DW, for j < jW the domain wall reaches in a finite time an
equilibrium configuration where STT and shape anisotropy torques balance each
other and no motion takes place. This feature of adiabatic STT-driven DW motion
is called intrinsic pinning and depends directly on shape anisotropy field HK . In
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the case of β = α, there is no contribution to the in-plane torque due to current and
q̇ = u, φ̇ = 0 for any value of u.

Since we are interested in the DW precession frequency, a non-adiabaticity β =

2α is considered.
From equation (4.8) without external field contribution:

φ̇ = − αγ0HK

2(1 + α2)
sin 2φ+

β − α
1 + α2

u

∆

In the case of a low shape anisotropy HK ' 0, perfectly adiabatic torque β = 0, and
j � jW we have

φ̇ = − α

1 + α2

u

∆
, (4.15)

which means that the rotation of a propagating DW takes place with a frequency
proportional to α. In the next section we will see that a pinned domain wall can
rotate at much higher frequencies.

4.2.2 One dimensional theory of pinned domain wall oscillator

A rigorous approach to introduce pinning in the one dimensional model is found
in [118]; there, pinning is introduced in the system as a localised parabolic potential
well with stiffness k (J m−2) and width l:

Vp(q) =

k
2 (q − p)2 if |q − p| < l,

0 else.

The effective field due to the geometrical constriction is then

Hp(q) = −(2µ0MsLyLz)
−1∂Vp(q)/∂q = − k(q − p)

2µ0MsLyLz
(4.16)

as long as |p− q| < l.
The general dynamic equations (4.7) and (4.8) with this new contribution are

now

q̇ =
γ0∆

1 + α2

(
α (Ha +Hp(q)) +

HK

2
sin 2φ

)
+

1 + αβ

1 + α2
u (4.17)

φ̇ =
γ0

1 + α2

(
Ha +Hp(q)− α

HK

2
sin 2φ

)
+
β − α
1 + α2

u

∆
. (4.18)

The torque exerted on the DW by the geometrical confinement is mostly depen-
dent on the position q with respect to the pinning center p and only weakly depen-
dent on the DW in-plane orientation. Oscillation is then attained as a competition
between the shape anisotropy and constriction torque, one dependent on DW posi-
tion the other on DW orientation, in a non-equilibrium configuration introduced by
the applied current.
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From eq. (4.17), we see that for

u <
γ0∆

2(1 + αβ)
Hmax
p = udep (4.19)

there exists a position q such that γ0∆αHp(q) = −(1 + αβ)u and equation (4.17)
reduces to

q̇ =
γ0∆

1 + α2

HK

2
sin 2φ,

which describes a back and forth oscillation of the DW below the pinning site if
q < l − γ0∆|HK |(1 + α2)−1 is sufficiently away from the edge of the potential well.
However, this condition does not guarantee an equilibrium in the in plane rotation.
In fact, substituting the same condition for q = q in (4.18), we obtain

φ̇ = − u

α∆
− αγ0

2(1 + α2)
HK sin 2φ, (4.20)

which describes a uniform precession with the superposition of a weak ellipticity
given by the shape anisotropy.

The system can reach an equilibrium configuration when both (4.17) and (4.18)
equal zero. If we select a current such that u < udep, we can assume that the DW will
stay pinned and move around a position q where pinning strength and STT equal
each other.

γ0∆

1 + α2

(
αHp(q) +

HK

2
sin 2φ

)
+

1 + αβ

1 + α2
u = 0, (4.21)

γ0

1 + α2

(
Hp(q)− α

HK

2
sin 2φ

)
+
β − α
1 + α2

u

∆
= 0. (4.22)

We multiply equation (4.22) by α∆ and subtract it from equation (4.21) to obtain

γ0∆HK

2(1 + α2)
sin 2φ(1 + α2) +

1 + αβ

1 + α2
u− α∆(β − α)u

(1 + α2)∆
= 0

yielding the condition:

u = −γ0∆HK

2
sin 2φ

This means that equilibrium is attained (q̇ = φ̇ = 0) if sin 2φ∗ = − 2u
γ0∆HK

, which
means

φ∗ =
1

2
arcsin

(
− 2u

γ0∆HK

)
only possible if |u| ≤ |γ0∆HK

2 | = urot.
Within this framework, pinned DW rotation is attained for velocities u in the

range:

urot =
γ0∆HK

2
< Jc <

αγ0∆Hmax
p

1 + αβ
= udep, (4.23)
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equivalent to a range of applied current density Jc:

Jrot =
eMs

PµB

γ0∆HK

2
< Jc <

eMs

PµB

αγ0∆Hmax
p

1 + αβ
= Jdep. (4.24)

4.2.3 Dipolar-exchange spin wave theory

The second fundamental process over which we base our study is spin wave (SW)
emission and propagation.

The first theoretical tool that we need is the spin waves dispersion relation for our
system, linking the admitted wave number and frequencies for propagating SW. The
most direct way to obtain this equation is assuming small plane wave perturbation
of a uniform magnetic state and linearise LLG equation of magnetization dynamics
neglecting dissipation.

Let’s assume that we have a thin magnetic film of thickness t and lateral dimen-
sions Lx, Ly >> t. The film has a strong out-of-plane anisotropy, of interfacial or
crystalline nature, such that it is uniformly magnetized out of plane. We introduce a
perturbation in the magnetization in form of a plane wave

m = m0 + δm (4.25)

m0 = ẑ (4.26)

δm = ei(k·x−ωt) (δmxx̂ + δmyŷ) (4.27)

where we are including the effect of the dipolar field in the effective anisotropy keff =

ku − µ0Ms
2

2 and we assume that the perturbation along ẑ is negligible.
We consider the LLG equation (1.6) without damping

ṁ = −γ0m ×Heff (4.28)

where we are using ṁ for the time derivative of m, and we write the effective field
as the sum of the various contributions:

Heff = HZ + Hex + Han,‖ + Han,⊥

where

HZ = H ẑ (4.29)

Hex =
2A

µ0Ms
∇2m =

2A

µ0Ms
∇2δm = − 2A

µ0Ms
|k|2δm (4.30)

Han,‖ =
2keff

µ0Ms
u(m · u) =

2keff

µ0Ms
ẑ (4.31)

Han,⊥ =
2k⊥
µ0Ms

v(m · v) =
2k⊥
µ0Ms

δmyŷ. (4.32)
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The effective field (1.10) reads then

Heff =− 2A

µ0Ms
|k|2δmxe

i(k·x−ωt)x̂ +

(
− 2A

µ0Ms
|k|2 +

2k⊥
µ0Ms

)
δmye

i(k·x−ωt)ŷ (4.33)

+

(
2keff

µ0Ms
+H

)
ẑ. (4.34)

Note that we are including in the system the existence of a transverse shape
anisotropy k⊥ = µ0Ms

2

2 (Ny − Nx) in the ŷ direction in order to consider the case
of a narrow strip Ly << Lx. We have:

m×Heff =

∣∣∣∣∣∣∣∣
x y z

δmxe
i(k·x−ωt) δmye

i(k·x−ωt) 1

− 2A
µ0Ms

|k|2δmxe
i(k·x−ωt)

(
− 2A
µ0Ms

|k|2 + 2k⊥
µ0Ms

)
δmye

i(k·x−ωt) 2keff
µ0Ms

+H

∣∣∣∣∣∣∣∣
whereas, deriving eq. (4.25), and using (4.26) and (4.27), we get

ṁ = −iωδm.

The linearised LLG equation reads:

−iωei(k·x−ωt)δmx = −γ0e
i(k·x−ωt)δmy

(
B(k)− 2k⊥

µ0Ms

)
(4.35)

−iωei(k·x−ωt)δmy = γ0e
i(k·x−ωt)δmxB(k) (4.36)

where
B(k) =

2

µ0Ms

(
keff +A|k|2

)
+H, (4.37)

and we are assuming there is no variation in the z component. Therefore

−iωδmx + γ0δmy

(
B − 2k⊥

µ0Ms

)
= 0 (4.38)

−iωδmy − γ0δmxB = 0 (4.39)

This homogeneous linear system has non-trivial solutions if and only if the determi-
nant of its associated matrix is zero, i.e.:∣∣∣∣∣ iω γ0

(
B − 2k⊥

µ0Ms

)
γ0B iω

∣∣∣∣∣ = −ω2 + γ2
0B(k)

(
B(k)− 2k⊥

µ0Ms

)
= 0, (4.40)

which gives the dispersion relation:

ω = |γ0|
√
B(k)

(
B(k)− 2k⊥

µ0Ms

)
. (4.41)
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Dropping the weak shape anisotropy term we have the simplified version of the
dispersion relation:

ω = γ0

[
2

µ0Ms

(
keff +A|k|2

)
+H

]
(4.42)
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FIGURE 4.1: a. f−k diagram extracted from micromagnetic sim-
ulations where spin waves are excited with a sinc pulse (4.43). b.
Detail of the diagram with analytical dispersion relation (4.41)
superimposed as dashed line. Material parameters used are
those of CoFeB studied in chapter 3.3, with Gilbert damping pa-

rameter α = 0.

The dispersion relation for SW in our system (4.41) is the main analytical tool to
understand our results on SW emission from micromagnetic simulation. To establish
a correspondence between our system and the theory, we extract the spectrum of SW
propagation along the x̂ direction in a strip of dimensions 8192×60×1 nm. We excite
all modes applying a space and time varying external field along the ŷ direction as:

Hext = F (x, y, t)ŷ

with
F (x, t) = F sin(2πfct

′)

2πfct′
sin(kcx

′)

kcx′
(4.43)

where µ0F = 0.01 T, x′ = x − x0, t
′ = t − t0 and (x0, y0) was the center of the

stripe, t0 = 50 ps. The cutoff values fc = 500 GHz and kc = π/4 × 109 rad ·m−1 are
determined by the time-step and spatial discretization. Gilbert’s damping is set to
zero throughout the whole sample and absorbing boundary conditions are applied
at the x-edges of the strip to avoid reflection. Material parameters of CoFeB thin
films studied in chapter 3 ( 3.3) are used. The 2D fourier transform of the values
of magnetization taken at the center of the strip over a time of 5 ns with ∆t = 1 ps

and a spatial range of 2048 nm discretized in cells of ∆x = 4 nm produces the f − k
diagram in figure 4.1.

The use of a sinc pulse (4.43) is a common technique in micromagnetic simula-
tions [120, 121, 122, 123] to obtain rapidly a large frequency spectrum of spin wave
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T0 f0

time frequency

|F|

FIGURE 4.2: Difference in the frequency spectrum between an
harmonic and a sinc excitation.

emission. In fact, while an harmonic excitation sin(2πf0t) excites exclusively the fre-
quency f0, the Fourier transform of sin(2πfct)

2πfct
is a step function, non-zero between 0

and f0 (see fig. 4.2), which means that we are exciting equally all frequencies up to
f0.

As can be observed in fig 4.1, the analytical expression for the dispersion re-
lation in our system (4.41) describes well the principal branch of the diagram for
k ≤ 1.5× 108, with a slight underestimation of the frequencies. This corresponds to
frequencies of up to 50 GHz and it is sufficient for our study.

4.3 Towards spin wave emitter

In a domain wall oscillator where the pinning is obtained via a geometrical con-
striction, current density is expected to be highly non-uniform around the notch.
Since STT is proportional to current density (4.1), it is important to properly evalu-
ate the current density spatial distribution to describe accurately the current driven
magnetization dynamics. The space varying current distribution adds complexity
to the study, making the driving force position-dependent. This feature adds to the
position-dependent confinement force of the geometrical pinning.

4.3.1 Non-uniform current distribution

The planar current distribution is computed before resolving micromagnetic dynam-
ics and kept constant throughout the micromagnetic simulation. In the following we
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briefly describe the tool used to numerically compute the spatial distribution of cur-
rent density.

Two regions of the sample are defined as the input and output contacts. In these
regions a scalar potential ρ is set constant to the two different values ρ+ and ρ−. After
initialization the scalar potential is diffused over the sample outside the contacts

∂ρ

∂t
−∇2ρ = 0 (4.44)

using a successive-over-relaxation algorithm (SOR) implemented with finite differ-
ence until homogeneity is achieved with an error ε < 10−9.

ρk+1 = ωρ̃k+1 + (1− ω)ρk, (4.45)

ρ̃k+1 = ∇2ρk, (4.46)

∂ρk

∂n
= 0, at boundaries. (4.47)

The parameter ω is called the over-relaxation parameter that speeds up the conver-
gence of Gauss-Seidel method and is set to 1.7 or 1.8.

The current density is obtained as the inverse of the gradient of the potential at
each cell

Jc = −∇ρ. (4.48)

Choosing the values of ρ− = 0, ρ+ = d where d is the linear distance between the
contacts, we obtain a normalized value of current density, where nominal current
density corresponds to the value |J| = 1. This current distribution is then used as a
mask and scaled by the scalar value of the nominal current density applied in each
simulation over a given sample, avoiding the computation of current distribution
for each current value over the same shape.

As an example, in fig 4.3 the current distribution in an elliptical 1 µm long platelet
is computed, the current density direction is described by the arrows, while the in-
tensity of current is shown in blue to red color scale.

4.3.2 Effects of geometrical constriction on domain wall pinned dynamic

An important step in the design of the device is the choice of a constriction that can
maximize the precession window (4.24). An accurate study of this problem involves
the use of a space dependent current density along the wire to reproduce the effect
of the constriction on the electrons’ flow. Several degrees of freedom appear at this
point of our study: the constriction depth, width and shape, the width of the wire
at the constriction and its nominal width. A selection needs to be made among the
parameters to vary and this study is not intended to be exhaustive. As we will see
later, numerous different situations can arise.

To explore the effect of geometrical constriction on the depinning threshold cur-
rent, we perform a systematic study. We fix the dimension of the central channel to
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FIGURE 4.3: Current distribution for an ellipsoidal particle of
1 µm in length with two square contacts positioned close to its

edges.

20 nm and then vary the width of the ferromagnetic strip Ly between 40 and 160 nm;
fixing the notch shape as symmetric triangular with three different slopes: 30◦, 45◦

and 60◦ as schematically presented in fig. 4.4. The thickness of the ferromagnet is
fixed to 1 nm and material parameters of CoFeB are used for this study, with Gilbert’s
damping α = 0.015. In fig. 4.5, we show the current density distribution computed
at three different geometrical constrictions along the wire. As expected, current flow
increases at the constriction, where current density gradient is different for different
constriction shapes.

20 nm width
η

FIGURE 4.4: Geometrical specifications for depinning threshold
study. The width at the centre of the notch is fixed to 20 nm,
while the width of the strip vary between 40 and 160 nm. The
slope of the notch takes three different values η = 30◦, 45◦, 60◦.

The threshold current for depinning is found applying a given current density
during 60 ns starting from a relaxed state with the DW pinned and looking at the
DW velocity during the last 15 ns. If the average velocity was larger than 0.05 ms−1

the DW was considered pinned. A bisection method algorithm was used, to reach
an accuracy of 108 Am−2.
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FIGURE 4.5: Current distribution for three different notch
shapes, with edge slopes of 60, 45 and 30 degrees from horizon-
tal respectively. Contacts are placed at the endpoints of the wire,
outside the figure. Arrows represent the direction of the elec-
trons flow and the intensity is represented by the cold-hot color

scale.

Figure 4.6-a,b show the depinning current density as function of wire width
when measured along the strip cross section and at the notch, respectively. The
plot showing the effective current density gives more information, since it takes into
account the change in current density occurring at the notch due to the constriction
and its variation with Ly. We can observe some particular features:

1 A plateau appears in fig. 4.6-b for Ly ≥ 80 nm in the 30◦ and 60◦ cases. The
steady position for the domain wall does not depend on the strip width any
more: the confinement strength is equilibrated by the space-varying STT, whose
strength decreases with distance from the channel. The general shape profile
loses importance for wide wires and only the local values of current density
and confinement-shape anisotropy need to balance. This happens always at
the same distance from the centre of the notch (see fig 4.7-a,b). The nominal
depinning current density on the other hand, needs to decrease with the width
Ly as ∝ Lc/Ly, where Lc is the channel width.

2 There is a jump in the critical current values for notch with slope of 45◦. This is
due to the existence of two possible points for a dynamical equilibrium be-
tween confinement and STT along the potential well created by the notch.
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Again, the reason for this effect lies in the space varying current density and
space varying confinement force.

3 At the higher pinned-precession regime found for 45◦ slope, the DW is no
longer 1D and its precession is not uniform (see fig. 4.7-c,d).

4 The initial increase of depinning current with strip width, more evident in the
case of 60◦ slope, is due to the ratio between decrease of current density away
from the notch, which occurs more rapidly in the 60◦ notch (see fig. 4.5), and
also to the pinning potential strength, which is larger for the 60◦ geometrical
constriction.
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FIGURE 4.6: a. Nominal depinning current density (measured
as flowing in the non-constricted strip) as function of strip width
for three different notch slopes. b. Depinning current density
(measured at the notch) as function of strip width for three dif-

ferent notch slopes.

For the study of spin wave emission from a pinned rotating domain wall we will
select a wire that is 60 nm wide with a triangular notch with 45◦ slope, resulting
in a central channel 20 nm wide. This will assure us high depinning current and
guarantee that the pinned DW precesses coherently over the whole range, while the
computational effort for the spin waves propagation study will remain affordable.
However, a wire of 20 nm in width will favour a Néel DW configuration and a quite
strong shape anisotropy will have to be overcome to achieve DW rotation.
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a b

c d

FIGURE 4.7: a.,b. Snapshots of magnetization at the limit current
for precession with a notch of angle 60◦ in wires of 120,140 nm
wide respectively. The equilibrium position for DW precession is
the same and does not depend on the wire width. c.,d. Snapshots
of two different instant of time for DW pinned precession in a 120
nm wide strip with 45◦ sloped notch. Here we are in the higher
equilibrium point, the current is higher,and the DW precession is
no longer coherent but presents internal modes and pronounced

wobbling oscillation.
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FIGURE 4.8: Application of an external field along the −y-
direction to trigger domain wall pinned precession while a cur-

rent density of 6.5× 1010 A m−2 is flowing along the wire.

4.3.3 Out of equilibrium initial condition

As it has been shown in section 4.2, the working window of the DW oscillator is
bounded by the maximum pinning current at the top and by the shape anisotropy
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field at the bottom (4.24). Shape anisotropy torque opposes domain wall rotation,
via the so-called intrinsic pinning in the purely adiabatic case β = 0; however, in
the presence of a pinning potential, we saw that shape anisotropy opposes initial
rotation independently of the non-adiabatic coefficient. In particular, for a device
with a central channel of 20 nm, the domain wall minimum energy configuration
is the Néel state and the threshold Walker current to induce precession from such
initial state is high. However, the perturbation of this state via an external field
pulse can overcome the intrinsic pinning and trigger the pinned precession state,
as shown in fig. 4.8. Here, starting from an equilibrium Néel DW state, no rotation
takes place upon application of an external current. The application of an external
field pulse of 10 mT along the −y-direction, is used to orient the DW so that the in-
plane shape anisotropy torque ( with HK positive if Néel configuration is favoured)
is now concordant with the STT one (4.2). With this technique we can achieve DW
pinned precession at very low current densities, overcoming the barrier of shape
anisotropy.

In the following systematic micromagnetic simulations we will start with an
equilibrium Bloch configuration, which is metastable due to symmetry of the sys-
tem and equivalent to the situation of the system right after the pulse.

4.4 Spin wave emission

4.4.1 Specifications

In this study, we integrate numerically, the Landau-Lifschitz-Gilbert (LLG) equa-
tion of the magnetization dynamics (4.4) that includes the contribution of the spin
transfer torque (4.1) caused by the flowing of an in-plane charge current density
Jc. Material parameters of annealed 1 nm thick Co20Fe60B20 as in [52] were cho-
sen: saturation magnetization Ms = 8.84 × 105 A m−1, uniaxial anisotropy constant
Ku = 8.35×105 J m−3, exchange stiffnessAex = 23×10−12 J m−1, Gilbert’s damping
α = 0.015. The degree of non-adiabaticity of the spin transfer torque was chosen as
β = 2α and the polarization coefficient as P = 0.5. The CoFeB strip under study
is divided into square cells of 4 nm in side and 1 nm thick, with all dimensions be-
low the Bloch length

√
A/ku = 5.25 nm. To avoid reflection of the SWs and simulate

propagation in a much longer nanowire, absorbing boundary conditions are applied
at the wire ends in the form of a smoothly augmented damping profile [124]. The
spatial configuration of current density Jc is computed numerically by integrating
Laplace’s equation as discussed in 4.3.1. The LLG equation was integrated using
a Runge-Kutta, Dormand-Prince predictor-corrector algorithm [38] with embedded
error control presented in (2.1.6). Starting with a pinned Bloch DW configuration,
simulations were run for 15 ns without saving output to skip the initial turbulent
dynamics. Afterwards, simulations were run for 40 ns. The output was written
every 5 ps.



94 Chapter 4. Domain wall oscillator as a spin-wave emitter

4.4.2 Spin Wave Emission

We consider a DW trapped at a symmetric constriction in a narrow wire and a dc
current flowing through it, as shown in Fig. 4.9-a. The constriction acts as a pinning
site for the DW and therefore, a minimum threshold current Jdep (4.19) is required
to depin the DW and propagate it through the nanowire. For current densities be-
low this threshold, the DW remains pinned at a position where the restoring pinning
force balances the driving STT force that pushes the DW away from the notch. How-
ever, a zero net driving force does not imply balance of the in-plane torques acting
on the DW. In particular, if a current density is above a certain value Jrot (4.24), the
in-plane component of the STT overcomes the shape anisotropy field torque [125],
leading to sustained full in-plane rotation of the spins inside the DW [117, 118].
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FIGURE 4.9: Scheme of the system under study and DW dynam-
ics representation. a A DW located at a symmetric notch sepa-
rates the up (red) and down (blue) domains. Current flows from
right to left so that the induced rotation of the DW is clockwise.
The in-plane direction of rotation is marked. b DW position as a
function of time in micromagnetic simulations with current val-
ues below (dark blue line), inside (purple line) and above (or-
ange line) the pinned rotation window. c Data from the same
simulations as in b plotted to represent DW position q as the ra-

dial coordinate and the DW angle φ as the polar coordinate.

Data from micromagnetic simulations realized for three different cases, Jc,1 <

Jrot < Jc,2 < Jdep < Jc,3 are shown in Fig. 4.9-b, where the DW position is plotted
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as a function of time, and in Fig. 4.9-c, where the position and in-plane DW angle
are shown in polar coordinates. As can be observed, the DW reaches an equilibrium
position for Jc < Jrot after a few nanoseconds, whereas for Jc > Jdep, the DW
rapidly depins from the notch. For Jrot < Jc < Jdep, however, the DW moves a
few nanometres towards the right and slightly oscillates back and forth around this
position while rotating in-plane.

To obtain a large operating window of the device, we tune the wire width and
notch shape to obtain a low threshold current for the DW pinned rotation Jrot and
a high threshold current for DW depinning Jdep. Because the current density value
is not uniform in space and increases at the constriction, throughout the chapter, we
refer to its value as the nominal one away from the geometrical constriction. We se-
lect a wire width Ly = 60 nm, thickness Lz = 1 nm and notch depth of 20 nm, which
gives us Jrot = 1010 A m−2 and Jdep = 12.75×1010 A m−2, with the latter correspond-
ing to a maximum current intensity of 7.6µA in the nanowire. The working window
of such a device has the desirable quality of lying in a low-current density range,
which allows us to avoid Joule heating effects and significant temperature gradients
in proximity of the constriction [126].

FIGURE 4.10: a. Snapshot of the magnetization dynamics rep-
resenting mx = Mx/Ms value in color scale as indicated in the
color bar. A current density of 6.5 × 1010 A m−2 is injected. The
region R on the right where mx is sampled is enclosed by a rect-
angle. Unidirectional SW propagation towards the right can be
observed. b Snapshot of the magnetization dynamics under the
concurrent action of an in-plane current of 24 × 1010 A m−2 and
an external field of 300 mT directed inside the plane to oppose
DW depinning. A wire twice as long as in a is considered. Emis-
sion of SWs is observed both towards the right and the left at
different frequencies and wavelengths; the sampled regions on
the left (L) and right (R) are enclosed by black rectangles, and

they extend 2µm.

Upon the application of a current Jrot < Jc < Jdep through the wire, the domain
wall is driven towards the right and, after a transient time of a few ns (see Fig. 4.9-b),
it reaches a stationary position below the notch, where it slightly oscillates back and
forth (see Fig. 4.9-b) while its spins rotate clockwise in the strip plane, as shown in
Fig. 4.9-c. Because of the reduced lateral dimension of the wire, DW rotation is co-
herent and its spins rotate synchronously. Examining the normalized x- component
of magnetization mx = Mx/Ms, as shown in Fig. 4.10-a for Jc = 6.5 × 1010 A m−2,
we observe the presence of the characteristic pattern of SWs propagating to the right
side of the strip, whereas a much weaker propagation is observed to the left.
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FIGURE 4.11: Study of DW rotation frequency and SW emission
frequency. a Evolution of the averaged x− component of the nor-
malized magnetization during a time window of 0.5 ns. The dark
blue line shows averaging over the whole sample and the light
blue line shows the averaging over the region R away from the
DW. Different periodicities can be observed. b Fourier transform
of the time signals shown in a: the dark blue line shows the main
peak at the frequency of rotation of the DW fDW , and the light
blue line has the principal peak at the SW propagation frequency
fSW = 5fDW . c Frequency spectrum ofmx(t) as a function of x−
position at the center of the strip width. Peaks centred at the DW
position with an odd multiple frequency of fDW are marked.d
f − k diagram extracted from the central line in region R shows
a pronounced peak lying over the right principal branch of the

analytical dispersion relation marked as a dashed line.

In Fig. 4.11-a we monitored the value of the x- component of magnetization av-
eraged over the whole strip, 〈mx〉 (dark blue line) and observed its value oscillate
around zero at the frequency fDW = 6.6 GHz. If we examine the average over a
1.35µm long region R, located 400 nm to the right of the DW (light green line), we
observe a smaller oscillation at higher frequency. By taking the Fourier transform of
these two signals (Fig. 4.11-b), we observe a peak at fDW = 6.6 GHz for the signal
averaged over the whole strip, while the main signal from the region R represents
the SW frequency fSW = 33.0 GHz. The secondary peak in the global signal, corre-
sponding to 3fDW , represents an odd higher harmonic. To gain more insight into the
magnetization dynamics, we examine the frequency signal distribution over space
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(Fig. 4.11-c) by taking the Fourier transform of mx(t, r) at every cell situated along
the x- central axis of the strip. A large amplitude signal can be observed at the cen-
tre of the strip where the DW rotates, remaining pinned below the notch, with the
largest amplitude at the frequency fDW = 6.6 GHz, at which the DW rotates fully
in-plane. Additional peaks at odd multiples of fDW can be seen with a propagating
branch corresponding to the fifth harmonic, indicating a definite propagation of the
SW towards the right. Taking the Fourier transform in space and time of mx(t, r)

in the same central row of cells restricted to region R, we obtain the f − k diagram
showing a single focused spot corresponding to fSW (Fig. 4.11-d). The analytical
dispersion relation for exchange spin waves in our sample (4.42) is also shown in
the figure:

ω(k) = ω0 + ωMλ
2
exk

2, (4.49)

where ω0 = γ0 (Hk,eff +Ha), Hk,eff is the effective out-of-plane anisotropy, ωM =

γ0Ms and λ2
ex = 2A

µ0M2
s

. Indeed, fSW = 5fDW = 33.0 GHz is the first odd harmonic
that is allowed to propagate in the system, being above the threshold frequency
f0 = ω0/2π = 23.3 GHz. This emission of SWs has the remarkable property of being
unidirectional, coherent and directly dependent on the applied current density as
we will discuss below.

Varying the applied current intensity between Jrot and Jdep leads to different
DW rotation frequencies extracted from F(〈mx〉), as shown in Fig. 4.12-a and b. In
addition, the amplitude of the emitted signal increases with current density, as de-
noted by the size of the hexagons in Fig. 4.12-b. This observation is due to the fact
that 〈mx〉 oscillation increases with Jc because the DW moves further away from the
centre of the notch and, therefore, its length increases and so does the number of
spins precessing.

It is predicted by the analytical model [116] that a linear relationship exists be-
tween fDW and the applied current (4.20). However, the spatial variation of cur-
rent density introduces additional complexity to the problem. In fact, local current
density at the DW is maximum when it is located at the centre of the notch and it
decreases as the DW is pushed away from the centre, as shown in Fig. 4.5. This is
clarified by looking at both DW rotation frequency and average position as function
of the current density at the DW position as it is shown in Fig. 4.13-b. As the current
density increases, the DW moves further away from the notch where current density
is lower. As can be observed, if we take the data from Fig. 4.13-a (same as Fig.4.12-b)
and plot them against the current Jc flowing at the DW position, we first obtain a
linear increase of fDW with Jc, as predicted by the analytical model (4.20). Above
8.5 ×1010 A m−2, however, the further displacement of the DW from the centre of
the notch and concurrent reduction of the local current density yields a stabiliza-
tion of the effective current density flowing at the DW, yielding an almost constant
fDW . Average DW displacement is computed from micromagnetic simulations as

∆xDW = −Lc
2 +

√
L2
c

4 +Atot〈mz〉, representing the width of the trapezoidal region
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FIGURE 4.12: Frequency analysis of DW rotation and SW emis-
sion. a Frequency spectra of 〈mx〉 showing the peaks from which
fDW is extracted. b DW frequency (full hexagons) as a func-
tion of applied current extracted from the peaks in a; the size
of the hexagons is proportional to the height of the peaks. Av-
erage DW position in the pinned rotation regime for the corre-
sponding current (triangles). c Principal peaks in the frequency
spectrum extracted from region R away from the DW. The peak
height is denoted by the circle size and the colour scale, (dark to
bright). The dashed lines denote fDW as in b and its odd multi-
ples. The shaded region denotes the non-propagating frequency

gap f < f0.

that reversed magnetization, assuming the DW as a straight line, as schematically
shown in inset in Fig. 4.13-a, Atot being the total upper surface of our sample.

If we now examine the frequency spectrum away from the notch, we observe a
different distribution of amplitude peaks with Jc. In Fig. 4.12-c, peaks in the fre-
quency signal sampled over region R are plotted against the applied current den-
sity with different colours and sizes to mark their amplitude. Dashed blue lines
denote the frequency-current density curve of the rotating DW and its odd higher
harmonics. As can be observed, all peaks lie on odd harmonics of fDW , and their
amplitude is maximum when SW can actually propagate, i.e., above the threshold
frequency f0. The frequency gap region where propagation is forbidden is shaded
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FIGURE 4.13: a DW rotation frequency and position as func-
tion of nominal current density. Inset: schematic showing how
∆xDW is evaluated. b DW rotation frequency and position as
function of the current density measured at the centre of the DW.

Dashed line is the analytical prediction from equation (4.20).

in blue. The highest emission intensity is achieved for current densities between 4.5
and 7× 1010 A m−2 on the fifth harmonic, which is the first branch largely above the
propagation threshold f0. Emission is highly coherent with linewidths below 150
MHz.

4.4.3 Application of external field

To extend the operating window of the device, we apply an external field opposing
the driving force exerted by the STT. In our situation this means applying an exter-
nal field Ha pointing into the plane along the −ẑ direction. We can estimate such an
effect by means of the 1D model: the external field together with the pinning effec-
tive field must balance the STT so that we have a linear dependence of the depinning
current on the external field:

Jdep(Ha) =
eMs

PµB

αγ0∆

1 + αβ
(Hp(q) +Ha) = J0

dep +
eMs

PµB

αγ0∆

1 + αβ
Ha, (4.50)
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where J0
dep is the threshold current for depinning without an applied field from

equation (4.24).
The increase in the depinning current in the presence of an external field is shown

in Fig. 4.14-a together with the analytical prediction (4.50) (dashed line). Thresh-
old current Jdep increases almost linearly with the applied field for a wide range of
fields, with 120 mT giving a 100% increment of the depinning current at zero field.
In this manner, we can extend the current density window for DW rotation and
achieve higher DW rotation frequencies (up to 15.7 GHz at Jc = 22 A m−2 for an
applied field of 300 mT) as shown in Fig. 4.14-c. An interesting consequence of the
application of the field is its antisymmetric contribution to the effective field in the
two magnetic domains in which our strip is divided, which leads to the vertical dis-
placement of the left and right propagating branches (Fig. 4.14-b), depending on the
relative orientation with the magnetization.
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FIGURE 4.14: DW rotation and SWs dynamics in the presence
of an external field. a Depinning current Jdep as a function of a
counter-acting external field applied along the −ẑ direction. The
dashed line represents the theoretical prediction made using the
one-dimensional model (4.50). b Splitting of the dispersion re-
lation branches in the positive and negative directions with re-
spect to the DW caused by the application of an external field,
as prescribed by equation (4.49). c DW rotation frequency as a
function of the applied current when an external field of 300 mT
is applied. d SW propagation observed in the regions distant
from the DW on the left (triangles) and on the right (squares),
as indicated in Fig. 4.10-b. The size of the symbols express the
SW amplitude. The SW propagates to the left at fDW , whereas it

propagate to the right at 3fDW .

This splitting of the dispersion relation in the left and right domains opens the
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possibility of SW propagation in the left domain. In fact, for an applied field of
300 mT, f0 = 23.3 GHz becomes fR0 = 31.4 GHz and fL0 = 14.6 GHz for the right and
left domains, respectively, with the latter being below fDW for a wide range of Jc (see
Fig. 4.14-c and d). We perform simulations with an external applied field−Haẑ with
µ0Ha = 300 mT and we monitor the magnetization in two regions L and R, both
of them 2µm long and situated 1.296µm from the centre of the strip, as shown in
Fig. 4.10-b. The DW rotation frequency is extracted as usual as F(〈mx〉) and is plot-
ted in Fig. 4.14-c. In Fig. 4.14-d, the peaks in frequency of mx(t) in the two sampled
regions are plotted, where the size of each symbol represents the peak’s amplitude.
In the left domain (triangles), we have SW propagation towards the left at the DW
rotation frequency when this exceeds the propagation threshold frequency fL0 , and
no higher harmonic excitation is observed. On the right side, the third harmonic is
now accessible for SW propagation via the increased DW rotation frequency and is
the one at which SWs propagate. This result adds an important feature to this spin
wave emitter because spin wave propagation can be tuned in two different aspects:
the propagation frequency can be regulated by changing the applied current, while
bidirectional or unidirectional emission from the DW and additional frequency reg-
ulation can be selectively chosen via the application of an external field.

4.4.4 Role of dipolar field and unidirectionality

This novel scheme for tuneable and short-wavelength SW emission suggests new di-
rections in low-power magnonic devices. Unidirectional and asymmetric spin wave
propagation is a peculiar feature of this system. The intrinsically asymmetric nature
of the Dzyaloshinskii-Moriya interaction (DMI) has been exploited to obtain uni-
directional propagation of SWs along nanowires [127] and focusing of SWs in thin
films [128]. However, in our system, the effect of DMI is negligible, and the origin
of such an effect is purely geometric, as will be shown below. The precession of
the domain wall’s spins is the source of spin wave excitation, and SW propagation
at odd higher harmonic of the DW rotation frequency is the signature of a periodic
and non-linear excitation [129, 113]. If the simple oscillation of the DW below the
notch or its change in width when passing from Néel to Bloch configuration were
the main mechanism of excitation, we would observe emission at 2fDW and its har-
monics. However, the absence in the frequency spectrum of the amplitude peaks at
even multiples of fDW makes us disregard this hypothesis.

To shed more light on the excitation mechanism, we focus our attention on the
role played by the stray field of the rotating DW. Because of the reduced width of
the strip, precession of the spins in the DW occurs in a very coherent fashion, mak-
ing the DW appear as a dipole rotating in the strip plane, as represented schemati-
cally in Fig. 4.15-a. The stray field generated by such a dipole has a strong in-plane
component and it rotates at f = fDW . To verify that the DW behaves as a rotat-
ing dipole and to show that this is the main mechanism that excites propagating
SWs, we proceed in two steps. First, we examine the SW emission induced in a
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uniformly magnetized thin film via the external field generated by a point dipole
B(r) = µ0

4π

(
3r(m·r)
r5 − m

r3

)
rotating in-plane at f = 5 GHz. After a period of transient

turbulent dynamics with incoherent emission of SWs, when a stationary regime is
reached, we observe an isotropic and rather weak emission of spin waves in all di-
rections (Fig.4.15-b). When 2-dimensional Fourier transform is performed on mx(t)

along a 1.25µm long line starting 400 nm from the centre of the square (rectangular
region in fig. 4.15-b), we see in the f − k diagram a spot at 5 GHz and k = 0 corre-
sponding to the non-propagating oscillation induced directly by the external dipolar
field. The principal branch of the propagating SW is also marked, showing a peak
at 25 GHz; i.e., emission is stronger at a frequency 5 times larger than the driving
rotation rate. In other words, the rotating dipolar field is responsible for excitation
of SWs at odd harmonics and such excitation is weak, comparable to the one also
observed in the left domain in Fig. 4.10-a.

FIGURE 4.15: Comparison of the SW excitation caused by a rotat-
ing dipolar field and a pinned rotating DW. a Schematic spatial
configuration of the in-plane stray field generated by the DW.
b Snapshot of the magnetization dynamics in a thin film where
the excitation is produced by a dipolar field located at the film
centre rotating at 5 GHz. c Snapshot from simulations, where an
applied current induces rotation of a DW pinned at the centre. d
f − k diagram extracted from the region indicated in b, showing
the non-propagating oscillation at 5 GHz and the propagating
one at 25 GHz. e f − k diagram showing propagation of SWs in

the region indicated by the rectangle in c.

In order to highlight the analogy with the case of the rotating DW, we carve a
very deep symmetric notch in the square film to obtain a 20-nm channel in the mid-
dle, as in the nano wires under examination. We then set an up-down magnetization
configuration with the DW pinned at the channel and apply a current of 6 GA m−2

(uniform for simplicity) that yields a DW rotation frequency fDW ∼ 4.8 GHz. In
Fig. 4.15-c, a snapshot representing mx during the stationary dynamics shows a
strong SW emission to the right, whereas the perturbation in the left domain is
much weaker and is not capable of exciting SWs. Extracting the f − k diagram
from the same spatial region and over the same time span as in the rotating dipole
case (Fig. 4.15-e), we find a spot at fDW and k = 0, while the spot on the dispersion
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relation branch is exactly at 24 GHz = 5fDW with no additional SW emission along
the branch.
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FIGURE 4.16: Role of non-local stray field in exciting SWs. a DW
rotation frequency as a function of current for full micromagnetic
simulations (blue hexagons) compared with simulations without
the non-local effect of the magnetostatic field (orange triangles).
b Fourier transform of mx(t) averaged over the whole sample
and in the regionR 400 nm from the notch, as in Fig. 4.10-a (light
and dark blue lines), under the application of 6.5 × 1010 A m−2.
Simulations without computation of the dipolar fields (orange
and red lines) show a single peak at the DW frequency and no

signal away from the DW.

To further prove the essential role of the DW’s stray field in exciting SWs, we
run micromagnetic simulations without considering the long-range dipolar interac-
tion; i.e., considering an anisotropy parameter Keff = Ku − 1

2µ0M
2
s that includes

the local demagnetizing effect of the dipolar field, we can achieve DW pinned rota-
tion with a behaviour and a rotation frequency very similar to those observed in
full simulations (Fig. 4.16-a). However, only a weak dissipative radiation of ex-
change SWs is present [112, 114], and no coherent SW emission at a well defined
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frequency is observed, as shown in Fig. 4.16-b, where the frequency spectrum at
Jc = 6.5 × 1010 A m−2 is compared with the standard simulations that take into ac-
count dipolar interaction. From these observations, we can conclude that the dipo-
lar field of the DW is responsible for the coherent excitation of SWs, behaving as a
rotating antenna. However, additional contributions from the wire edges must be
considered to explain the unidirectionality. When neglecting dipolar interaction, the
DW rotation excites circular oscillations in the spins close to the DW only via ex-
change interaction passing from Bloch to Néel configuration at fDW frequency. Such
perturbation is very strong close to the DW and decays exponentially with distance.
On the other hand, the magnitude of the DW dipolar field decays as |r|−3 from the
DW. In Fig. 4.17-a and b, the magnitude of the in-plane component of both exchange
(H ip

ex) and dipolar (H ip
d ) fields is shown in dark to bright colour scale before applying

the external current, when the DW is pinned at the centre of the notch pointing up-
wards and no propagating SW perturbs the configuration. Moreover, when the DW
is set into rotation by the application of a current, the in-plane component of the two
fields rotates in opposite directions: clockwise H ip

ex following the DW rotation and
anticlockwise H ip

d , so there is competition between the excitation of the spins due to
the exchange interaction close to the DW and that due to dipolar interaction further
away from the DW. Their combined effect results in a strongly elliptical excitation
of the magnetization in the region where the two fields have a similar magnitude, as
shown in Fig. 4.17-c, which produces the non-linear excitation of SW and the gen-
eration of higher harmonics. Furthermore, the fact that such excitation is periodic,
leads to the cancellation of the excited modes of even order, allowing propagation of
the odd higher modes exclusively.

FIGURE 4.17: Competition between the in-plane components of
exchange and dipolar field is the origin of SW excitation. The
intensity of the in-plane component of the exchange field (a) and
the dipolar field (b) for a DW placed at the center of the wire at
rest is plotted in dark to bright colour scale. The arrow indicates
the direction of rotation of the in-plane component of the field
when the DW is led to rotation via an applied current. c The sign
of Hip

ex−Hip
d marked as bright (dark) for positive (negative). Ar-

rows indicate the direction of rotation of the combined in-plane
excitation.
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FIGURE 4.18: Non-geometrical constriction produces bidirec-
tional SW emission. a Snapshot of the magnetization dynam-
ics showing the x− component of the magnetization when a
DW is forced to rotate via the application of a current density
Jc = 9 × 1010 A m−2. The pinning is realized via a decrease of
20% in uniaxial anisotropy constant Ku in the shaded region. b
Close view of DW magnetization distribution. The DW stretches
across the whole wire width and its rotation is no longer uni-

form, causing a more irregular SW excitation and waveform.

At the wire edges, where in-plane tilt of the spins produces surface charges and
an additional stray field component, this effect is strengthened. The fact that the
DW is pushed by the STT from the centre of the notch towards the right makes the
excitations at the edges much weaker on the left side, where both fields have small
in-plane components, so that their combined action is not capable of exciting higher
harmonics. To prove this point, simulations with a different DW pinning strategy
have been performed. A 20% lower uniaxial anisotropy constant Ku in a 30-nm
wide band at the centre of the nanowire (indicated by the blue rectangle in Fig. 4.18-
a) creates an energetically favourable position for the DW, giving rise to a strong and
localized potential well for the DW without changing the local geometry. Applying
a current Jc = 9× 1010 A m−2 produces SW emission in both directions (as shown in
Fig. 4.18-a). This result also proves that the small non-adiabatic torque we use does
not play a role in suppressing spin waves that propagate against electron flow, as it
has been argued in the literature [130]. Therefore, we conclude that the dipolar field
of the rotating DW is responsible for the higher harmonic SW emission, and because
this excitation has a geometrical dipolar origin, the displacement of the DW on the
right side of the pinning site causes the screening of the emission towards the left
side. Such emission is recovered when fDW > f0, and the simple DW rotation can
excite the SW towards the left (see Fig. 4.10-b and 4.15-d).

In conclusion, we have presented a novel paradigm to excite spin waves via the
spin transfer torque-induced rotation of a domain wall pinned at a geometrical con-
striction in a narrow wire. We showed that, by selecting the notch shape and the wire
cross section, spin wave emission in the direction of electrons’ flow can be achieved
for extremely low current densities. Spin wave emission occurs at an odd multiple
of the DW rotation frequency up to 40 GHz, without any external applied field. Such
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spin wave emission is very coherent and of short wavelength down to 60 nm, typ-
ical of exchange spin waves. The application of an external field opposing the STT
has the twofold effect of, on one hand, extending the operation window of the DW
pinned rotation regime leading to higher DW rotation frequencies and,on the other,
affecting anti-symmetrically the dispersion relation in the two domains, thus modu-
lating the SW emission in the direction of electrons flow and allowing propagation in
the opposite direction. In other words, the SW emitter can work as unidirectional or
asymmetric bidirectional SW emitter depending on the application of an adequate
external field. The dipolar field of the rotating DW is the main cause of periodic
non-linear excitation of SWs that propagate at higher harmonics of the DW rota-
tion frequency in the system. The displacement of the DW on one side of the notch
enhances the excitation on that side and weakens it on the other, giving rise to the
unidirectionality.
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Chapter 5

Conclusions and Outlook

This thesis has been devoted to the study of magnetic domain wall dynamics in
nanostructures such as thin films and nanowires with strong perpendicular mag-
netic anisotropy. In particular, we have worked on two aspects: the effect of disorder
on field driven domain wall dynamics in thin films and a SW emitter based on the
pinned rotation of a domain wall at a constriction along a nanowire. Two theoretical
tools have been used for this purpose.

On one hand, the one dimensional model simplified the system under study,
allowing us to get an understanding on which are the most relevant forces involved
in domain wall motion and how they act. By comparing the predictions of this model
with experimental data, we have been able to isolate those aspects of DW dynamics
that needed clarification, focusing on the characteristics of a system responsible for
deviations from the analytical predictions.

On the other, full micromagnetic simulations granted an accurate quantitative
description of the dynamics, unravelling the complex magnetization dynamics of
large magnetic systems, where the different energy terms compete over different
length scales. The development of a customized micromagnetic code made it pos-
sible to include in simulations different features needed for the studies performed:
spatially varying material parameters to describe disorder, accurate monitoring of
energy dissipation at a local level, spatially varying current density and applied
fields. Importantly, parallel programming on GPUs granted fast integration times,
opening the possibility of systematic studies of domain wall dynamics in large sys-
tems.

Advanced micromagnetic simulations and 1D model analytical description of
domain wall dynamics have been used in diverse projects within the WALL net-
work, enhancing the interconnection between experimental observations and the
underlying theory behind it.

• In the experimental measurement of the efficiency of pure spin current in de-
pinning a DW pinned at a geometrical constriction in a non-local spin valve
geometry, the preliminary understanding of the field-driven depinning of the
DW was crucial to understand experimental observations. [A. Pfeiffer, 2017]

http://www.itn-wall.eu/
http://www.itn-wall.eu/
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• Multi-turn counter sensors based on DW propagation have been on the market
for years, but the number of turns that they can count is limited by their geo-
metrical design [5]. They could achieve a potentially unlimited count of turns
with a different geometrical design that would prevent their failure. Extensive
micromagnetic simulations have been used to optimize the sensor geometry
and guide the realization of a potentially infinite turn counter. [B. Borie, 2017]

• Ion irradiation is a novel and promising technique to achieve local control of
material properties [131]. In particular, the degree disorder in the material
can be tuned via irradiation, leading to different DW dynamics in the creep,
depinning and flow regimes. The accurate reproduction of disorder features
in micromagnetic simulations is a very useful tool that gives insight into the
effects of ion irradiation on DW dynamics, leading to the understanding of the
effects of disorder on DW dynamics and on the exploitation of ion irradiation
for future applications. [L. Herrera-Diez, in preparation]

• Conventionally, the depinning field is considered independent on the Gilbert
damping since it is assumed to be the field at which the Zeeman energy equals
the pinning energy barrier (both damping independent). However, the analy-
sis of the domain wall depinning field as a function of the Gilbert damping in a
system with perpendicular magnetic anisotropy, performed via full micromag-
netic simulations, shows a dependence on the Gilbert damping. In particular,
depinning field strongly decreases for small damping parameters. We explain
this dependence with the 1D model and we show that the reduction of the
depinning field is related to the finite size of the pinning barriers and to the
domain wall internal dynamics, which is enhanced for low damping values.
[S. Moretti, 2017]

• Understanding the interaction of adjacent domain walls in presence of DMI
is an important step in understanding the interaction of neighbouring mag-
netic bubble and skyrmions. The field driven annihilation of domain walls in
hall-cross geometry is used to experimentally investigate the effect of DMI on
stabilizing neighbouring homochiral domain walls and prevent their annihi-
lation. 1D model and micromagnetic simulations are used to understand the
competition of DMI and dipolar fields in preventing or favouring DW annihi-
lation. [G. V. Kahrnad, in preparation]

Although the work on these projects is intimately related to the development of
this thesis and it served as an inspiration and as a stimulus for the research pre-
sented, for the sake of conciseness it is not covered in the thesis. The results of such
collaborations are presented at page 117 in the list of scientific papers that have been
published or that are in preparation.
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5.1 Domain wall dynamics in disordered systems

In chapter 3, the need for an understanding of the experimental work on field driven
domain wall propagation in CoFeB thin films led us to study the effect of disorder
in these systems and to go beyond the "extrinsic damping" contribution. This ex-
planation, often found in the literature to globally address all energy dissipation
mechanisms, does not give insight into the phenomena that lie behind the discrep-
ancy between the dissipated energy in the real system and the prediciton given by
analytical models describing DW dynamics. Our explanation involves the internal
dynamics of the domain wall, taking place in the precessional regime. In this regime,
domain wall velocity drops because the energy injected in the system is not directly
converted in domain wall displacement but is stored as kinetic energy of the pre-
cessing spins of the domain wall and slowly dissipated. We showed how disorder
triggers different spin dynamics that lead to a release of energy from the domain
wall into the domains. This transfer of energy to the domains permits a faster en-
ergy dissipation to the lattice, since more spins are led to precession in the system
and more dissipation channels are accessed.

This result suggests that the estimation of system’s parameters from the fitting
of one dimensional model to experimental measurements of domain wall motion
need to be treated with caution. In fact, as it was shown in chapter 3, the features
introduced by disorder cannot simply be included in the existing one dimensional
model parameters.

Via micromagnetic simulations we have been able to isolate the contribution of
disorder to domain wall velocity in the flow regime and we have shown how that
is independent of intrinsic damping parameter and on the applied field. However,
an analytical description of these processes is lacking, and an explicit dependence of
the additional dissipated power as a function of the external field is missing.

A further step to be taken in this direction would be, on one hand, to describe in
a simplified system how the component of dissipated power generated by disorder
is not dependent on Gilbert’s damping and at least sub-linear with external field. On
the other hand, to test this approach experimentally on micron-wide wires; systems
that permit field driven domain wall motion at large fields and still allow internal
domain wall dynamics.

The study of disordered systems via micromagnetic simulations faces at least
two big challenges: on the one hand, disorder in materials shows over many dif-
ferent length scales, from sub-nanometre imperfections such as atomic vacancies
and lattice dislocations to surface and thickness inhomogeneities to granular struc-
ture, grain boundaries and external impurities. An accurate description of disor-
der would require a multi-scale software able to resolve the sub-nanometre features
while simulating a large system where domain wall related magnetization dynam-
ics can be observed. On the other hand, a statistically significant study of disordered
systems requires several realizations of disorder and the introduction of thermal
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agitation increases the number of realizations required for the study. These two re-
quirements cannot be satisfied simultaneously by nowadays simulation tools and
computational power, so that a choice need to be made to balance the accuracy of
simulations and the reliability of the obtained results. An important help in defin-
ing disorder in simulations comes from the experimental insight on the material
structure, through which we can determine what feature of disorder is most likely
dominant in the magnetic system.

The choice that has been made in our study, that focused on the flow regime in
annealed CoFeB, relied on the granular structure and on the dispersion of anisotropy
constant and easy axis. However, space dependent damping, reduced exchange
constant at the grain boundaries and modulation of saturation magnetization Ms to
simulate thickness variations could have added accuracy to the study. In particular,
the choice of time integration window did not allowed for an accurate description
of the creep and depinning regime of domain wall dynamics in the system, which
require extremely long time windows [79].

Experimental measurements on the effects of disorder involve the study of DW
dynamics in systems exposed to ion irradiation [52]. The intensity of irradiation is,
to certain extent, proportional to the amount of disorder introduced in the system.
On the other hand, material parameters such as Ms, Ku, damping and DMI constant
can be tuned via ion irradiation, allowing a spatial control of material properties that
can find applications in DW based memories and sensors.

5.2 Domain Wall-based Spin Wave emitter

The second part of the thesis has been devoted to the proposal and study of a new
concept of spin wave emitter. In chapter 4 we have presented this concept and
proved its functioning and characteristics via micromagnetic simulations in an ideal
and optimized system. The study was composed of two steps: first, the one di-
mensional model was used to understand the pinned precessional dynamics for
a domain wall oscillator and lay down the basic geometrical requirements for the
working window of the spin waves emitter; the second step involved the systematic
study of the dependence of spin wave emission from the injected current.

The systematic micromagnetic study of this kind of problem requires a great
computational effort. The analysis of frequency and wave vector spectra require
a high time- and space- resolution to explore the high frequency spin wave emis-
sion. On the other hand, the self-oscillatory state of a pinned domain wall stabilizes
after tens of nanoseconds, requiring long integration time. CUDA-based parallel
computing revealed to be fundamental both in the micromagnetic simulation and in
the post-processing step.

From the point of view of applications, our work presents three remarkable re-
sults

1. Very low current density of operation of the device
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2. The possibility of modulating the signal by changing the applied voltage and
by applying an external field

3. The high frequency and coherence of the emitted signal

From a more theoretical point of view, we have explored how coherent spin wave
emission is generated from the domain wall by the competition between the short-
range exchange interaction and the long-range dipolar field generated by the rotat-
ing domain wall and how this non-linear and periodic interaction leads to spin wave
emission at higher odd harmonics of domain wall rotation.

The choice of a very common material for our study on the domain wall spin
waves emitter and the relatively simple device structure call for experimental ver-
ification of our predictions. Although CoFeB with low damping was used, recent
studies on ultra-low damping [132] CoFe alloy make a good candidate for such sys-
tem. On the other hand, the detection of domain wall oscillation via anisotropic-
magneto-resistance (AMR) signal can be difficult due to the low signal-noise ratio of
such small domain wall rotating in a long wire. Detection techniques for spin waves
such as micro Brillouin-Light-Scattering (µBLS) and indirect current measurements
such as inverse spin-hall effect generated by spin pumping in a heavy metal sub-
strate are viable alternative solutions [90].

An important aspect to be considered is disorder: edge roughness deriving from
patterning does not affect spin waves propagation. Intrinsic material defects, on the
other hand, can oppose domain wall rotation and limit the working window of the
device.

Further exploration of the capabilities of this concept of spin wave emitter in-
volves multiple emitters on the same wire, with the objective of amplifying the emit-
ted signal. This can be achieved either by applying a current through a series of
pinned domain walls and looking for the superposition of the emitted signals, or
by applying the current antiparallel through two notches, looking for a constructive
interference in the central region separating them.





113

Appendix A

Voronoi tessellation code

void Grains2D(geo& Geo,int grains,d_int_field& tessel, bool jump=true)
{

int * seeds=new int [grains];
generate_seeds( Geo,seeds,grains);
place_seeds2D( tessel,seeds,grains);
if(jump)
{

Voronoi2D_jumpFlooding( Geo,tessel);
}
else
{

int maxDiameter=int(3*sqrt(Geo.Xcell*Geo.Ycell*Geo.Vcellsize.x*Geo.
Vcellsize.y*PI/grains)+1);
Voronoi2D_floodingVersion( Geo, tessel, maxDiameter);

}
free(seeds);

}

CODE A.1: Function that generates the 2D tessellation of an ar-
ray of cells.

To generate a Voronoi tessellation of plane, we have to compute the number of
grains we want to generate. According to the surface of our sample and the average
grain radius r that we desire, the number of grains will be Nseeds = grains = S

πr2 ,
where S is the surface that we want to tessellate. We generate then Nseeds random
numbers between 0 and Ncells− 1, where Ncells is the total number of mesh points of
the discretized sample A.2.

0 ≤ si ≤ Ncells − 1, i = 1, . . . , Nseeds.

We then position the seeds over the sample at the position corresponding to their
own value A.3, we do so filling a new array tessel initialized with zeros, and think
of the labelling of this array as of the colouring. For now we are colouring with a
different color each seed position, leaving blank the rest of the sample.

tessel[seeds[i]]=seeds[i], i = 0, . . . , Nseeds.

Afterwards, we select the algorithm to use to propagate the colouring through-
out the sample, if the choice of the flooding algorithm is made A.5, at every iteration
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void generate_seeds(geo & Geo, int* seeds, int N)
{

std::random_device rd;
std::mt19937 mt(rd());
std::uniform_int_distribution<int> distribution(1,Geo.ndim-1);
for(int i=0; i<N; ++i)
{

seeds[i]=distribution(mt);
}

}

CODE A.2: Generate N random seed positions between cell #0
and cell #Geo.ndim-1.

void place_seeds2D(d_int_field& tessel, int* seeds, int N)
{

h_int_field h_tessel(tessel.X,tessel.Y,tessel.Z);
for(int i=0; i<N; ++i)
{

for(int k=0; k<tessel.Z; ++k)
{

int3d u(seeds[i]/(tessel.Y*tessel.Z),(seeds[i]%(tessel.Y*tessel.Z))
/tessel.Z,k);

h_tessel(u.i,u.j,u.k)=seeds[i];
}

}
tessel.toDev(h_tessel);

}

CODE A.3: Place seeds at their mesh grid position in 2D space.
Cells that are seeds are labelled with the number of their posi-

tion, all other cells are labelled with zero.

the algorithm looks at all cells, if a cell is coloured already, it will look at its neigh-
bours and if a neighbour does not have a color yet, will assign the cell’s color to
it. If a neighbour cell is coloured, then the colour tells us the position of the seed,
the algorithm then measures to which of the two seeds the cell in question is closer,
using the function A.4, and updates its color accordingly. The jump-flooding al-
gorithm A.6 works similarly, except that, once a coloured cell is found, instead of
looking at its adjacent cells, the algorithm jumps at a distance xJump or yJump and
there repeats the color comparison procedure. This distance is large at the beginning
at is reduced by half at every iteration.

In the presented code, the tessellation is performed in the two planar dimensions,
a similar code that expands the colouring also along the z−direction can be used to
generate 3D grains in bulk samples.



Appendix A. Voronoi tessellation code 115

__device__ float neighbors_distance_2D(geo& Geo, vect u, int neighbor)
{

int3d W=Geo.crd(neighbor);
vect z(Geo.Vcellsize.x*W.i+Geo.Vcellsize.x/2.,Geo.Vcellsize.y*W.j+Geo.
Vcellsize.y/2.,Geo.Vcellsize.z*W.k+Geo.Vcellsize.z/2.);
return sqrt((z.x-u.x)*(z.x-u.x)+(z.y-u.y)*(z.y-u.y));

}

__global__ void voronoiKernel2D(geo Geo, d_int_field tessel0, d_int_field
tessel1, int xJump, int yJump)

{
int idx=threadIdx.x+blockIdx.x*blockDim.x;
if(idx<Geo.ndim)
{

int3d u=Geo.crd(idx);
vect U(Geo.Vcellsize.x*u.i+Geo.Vcellsize.x/2.,Geo.Vcellsize.y*u.j+Geo.
Vcellsize.y/2.,Geo.Vcellsize.z*u.k+Geo.Vcellsize.z/2.);
tessel1.V[idx]=tessel0(u.i,u.j,u.k);
float dist0=neighbors_distance_2D(Geo,U,tessel0.V[idx]);
for(int jx=-xJump; jx<=xJump; jx+=xJump)
{

for(int jy=-yJump; jy<=yJump; jy+=yJump)
{

if(dist0>neighbors_distance_2D(Geo,U,tessel0(u.i+jx,u.j+jy,u.k)
) )
{

dist0=neighbors_distance_2D(Geo,U,tessel0(u.i+jx,u.j+jy,u.k
));
tessel1.V[idx]=tessel0(u.i+jx,u.j+jy,u.k);

}
}

}
}

}

CODE A.4: Kernel function that checks the four cells at dis-
tance ±xJump,±yJump from each target cell. The target cell is
re-labelled with the label of the closest seed between the four la-

bels checked.

void Voronoi2D_floodingVersion(geo& Geo, d_int_field& tessel, int maxDiameter)
{

int xJump=tessel.X;
int yJump=tessel.Y;
int test=0;
d_int_field tessel1(tessel.X,tessel.Y,tessel.Z);
while(test<=maxDiameter)
{

voronoiKernel2D<<<tessel.gridSize,blockSize>>>(Geo, tessel,tessel1,1,1)
;

gpuErrchk( cudaDeviceSynchronize() );
gpuErrchk( cudaPeekAtLastError() );
xJump+=1;
yJump+=1;
test++;
copy_int_kernel<<<tessel.gridSize,blockSize>>>(tessel.V,tessel1);

}
tessel1.~d_int_field();

}

CODE A.5: Flooding algorithm. Each cell accesses the four
neighboring ones.
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void Voronoi2D_jumpFlooding(geo& Geo, d_int_field& tessel)
{

int xJump=tessel.X/2;
int yJump=tessel.Y/2;
d_int_field tessel1(tessel.X,tessel.Y,tessel.Z);
while(xJump>=1 || yJump>=1)
{

voronoiKernel2<<<tessel.gridSize,blockSize>>>(Geo, tessel,tessel1,xJump
,yJump);

gpuErrchk( cudaDeviceSynchronize() );
gpuErrchk( cudaPeekAtLastError() );
xJump/=2;
yJump/=2;
copy_int_kernel<<<tessel.gridSize,blockSize>>>(tessel.V,tessel1);

}
tessel1.~d_int_field();

}

CODE A.6: Jump-flooding algorithm. Each cell is compared with
four cells distant from it half of the total size, then one quarter

and so on.
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Come ogni fior languisce e giovinezza
cede a vecchiaia, anche la vita in tutti
i gradi suoi fiorisce, insieme ad ogni
senno e virtù, né può durare eterna.
Quando la vita chiama, il cuore sia
pronto a partire ed a ricominciare,
per offrirsi sereno e valoroso
ad altri, nuovi vincoli e legami.
Ogni inizio contiene una magia
che ci protegge e a vivere ci aiuta.

Dobbiamo attraversare spazi e spazi
senza fermare in alcun d’essi il piede,
lo spirto universal non vuol legarci
ma su di grado in grado sollevarci.
Appena ci avvezziamo ad una sede
rischiamo di infiacchire nell’ignavia;
sol chi è disposto a muoversi e partire
vince la consuetudine inceppante.

Forse il momento stesso della morte
ci farà andare incontro a nuovi spazi;
della vita il richiamo non ha fine. . .
Su, cuore mio, congedati e guarisci!

Hermann Hesse
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