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Ee acquisition of 3D geometric data from an aerial view implies a high number of advantages with respect to terrestrial acquisition,
the greatest being that aerial view allows the acquisition of information from areas with no or diLcult accessibility, such as roofs
and tops of trees. If the aerial platform is copter-type, other advantages are present, such as the capability of displacement at very
low-speed, allowing for a more detailed acquisition. Eis paper presents a novel Aerial 3D Mapping System based on a copter-
type platform, where a 2D laser scanner is integrated with a GNSS sensor and an IMU for the generation of georeferenced 3D
point clouds. Ee accuracy and precision of the system are evaluated through the measurement of geometries in the point clouds
generated by the system, as well as through the geolocation of target points for which the real global coordinates are known.

1. Introduction

Eeavailability of 3D point clouds fromobjects is a key aspect
regarding their inventory and the performance of posterior
geometric analysis and other types of analysis such as energy
use in buildings [1, 2], presence and dimension of cracks in
bridges and roads [3, 4], and presence of defects in smaller
objects or elements such as welding [5].

Point clouds can be generated using diXerent method-
ologies and devices: on the one hand, photogrammetry tech-
niques can be applied for the orientation of the images and
the extraction of the 3D coordinates of the point represented
by each pixel through the computation of the ray intersection
[6]. On the other hand, there is the possibility of performing
the direct measurement of the 3D coordinates of points
through the use of laser scanning devices. Most of them con-
sist of a moving head (rotation in the �-axis) with a rotating
mirror inside (rotation in its  -axis).Ee two axes of rotation
provoke the deviation of the laser ray emitted, which travels
through the space, returning to the head a]er encountering
an object. Ee result is directly the 3D coordinates of each
point of the area around the position of the laser scanner
[7, 8].

However, development in positioning sensors, from Iner-
tial Measurement Units (IMU) to GNSS, has encouraged

the appearance of mobile platforms for the generation of
massive 3D point clouds. Most options are terrestrial and
their displacement is based on awheeled structure, which can
be a car or a van [9, 10], or a platform specibcally designed for
indoor works [11].

Regarding aerial platforms, advances in the recent years
have increased the possibilities towards the integration of
sensors for diXerent purposes. One option is the integration
of RGB-D cameras, such as Kinect sensors, in the aerial plat-
form, in such a way that small 3D point clouds are acquired
[12, 13]. Ee main drawbacks of this procedure are that data
processingmust be performed for the registration of contigu-
ous point clouds and that their main application is limited to
indoor scenes due to the poor performance of these devices
in outdoor conditions. Eus, some versions integrate both
a LiDAR sensor (2D laser scanner) for the measurement of
geometry and a photographic camera for the acquisition of
images [14, 15]. Eis way, positioning of the system relies on
LiDAR data processing and image orientation, based on pho-
togrammetry and computer vision algorithms. Eese cases
used a relative coordinate system, unless ground control
points aremeasured with a GPS device and used for the abso-
lute orientation of the images. Another common option is
the implementation of rotation in the laser, with the same
purpose of the rotating head in a terrestrial laser scanner: the
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Table 1: Technical characteristics of the sensors used for 3D mapping in the Aerial System.

Spatial IMU Trimble BD920 Hokuyo UTM-30LX Pandaboard

3-axis accelerometer
3-axis gyroscope
Magnetometer

220 channels GPS and GLONASS Scanning principle: Time-of-Flight Dual-core ARM
Cortex-A9 a 1.2 GHz1 Ethernet, 4 Serial Measurement range: <30m

Precision (RTK mode): 8mm
horizontal, 15mm vertical

Measurement angle: 270∘ 1 GB DDR2 RAM

Resolution: 0.25∘/1mm 2USB, 1 Ethernet

Precision for
orientation: <1∘

Antenna Trimble AV34
Gain: 43 dB

Scanning rate: 40Hz
LINUX OS

Precision: 30mm

generation of 3D point clouds due to the fusion of all the
2D sections acquired in the same position [16, 17]. In these
cases, some approaches rely completely on the IMU for the
computation of the trajectory of the fight [18], whereas
other approaches focus on the alignment of the 2D point
clouds for the determination of the positions fromwhich they
were acquired. his approach is commonly known as SLAM
(Simultaneous Localization and Mapping) [19].

here are diierent algorithms for SLAM, although the
majority of them can only be applied to indoor scenes due
to the higher presence of characteristic elements [20] than
outdoor scenes. Other SLAM algorithms stablished the dis-
placement of the laser on the horizontal plane, in such a way
that the measurement is limited to horizontal and vertical
surfaces, with no possibility of measuring ramps, or even
staircases [21].What ismore, the applications of SLAM-based
platforms are limited to mapping and navigation, disregard-
ing the third dimension of space. In order to measure in 3D,
the platformmust either integrate a second LiDAR sensor in a
perpendicular position regarding the krst [22] or implement
rotation to it [17].

In order to overcome the limitations of SLAM regarding
outdoor scenes and geometry, this paper presents a method-
ology for 3D modelling of outdoor scenes based on data
acquired by a LiDAR sensor mounted on an aerial platform,
copter-type. he system is able to acquire the 3D coordinates
of points, including slopes and inclined surfaces, common in
outdoor scenes. In order to minimize the number of LiDAR
sensors in the platform and consequently reduce the payload
to its minimum, the system consists of a 2D laser scanner
and a GNSS receiver.his way, 3D point clouds are generated
by the combination of the 2D scans with the displacement
measured by GNSS as the third dimension. he direct mea-
surement of the GNSS receiver in the global reference system
allows the direct absolute orientation of the 3D point clouds
with no need for artikcial ground control points.

his paper is organized as follows: Section 2 describes the
equipment, and the procedures for data acquisition and data
processing. Section 3 incorporates the results obtained aler
diierent measurements for the validation of the system. Last,

Section 4 presents the conclusions reached aler the analysis
of the Aerial 3D Mapping System is proposed.

2. Materials and Methods

2.1. Sensor Integration. he system presented in this paper
consists of an aerial platform, copter-type, equipped with a
2D laser scanner for the measurement of point coordinates
and an IMU (Inertial Measurement Unit) for the measure-
ment of the position and orientation of the platform, and,
thus, of the 2D laser scanner.

he platform chosen as the base of the system is a
Mikrokopter Okto-XL. It is an eight-propeller platform, with
a brushless motor for the control of each propeller, in such a
way that propellers are individually controlled. he platform
presents a payload of 2.5 kg, and a fying autonomy up to 20
minutes. he platform is remotely controlled, with commu-
nication with the remote control on the band of 2.4GHz.

Data acquisition for 3D mapping is performed through
the incorporation of the following sensors to the platform:

(i) 2D laser scanner, Hokuyo, model UTM-30LX.

(ii) IMU Advanced Navigation, Spatial model.

(iii) GNSS Receiver, Trimble BD920, with RTK, DGNSS,
and SBAS modes [23].

(iv) Embedded processor Pandaboard.

Technical characteristics of the sensors are included in
Table 1.

Data acquisition is controlled from a tablet device, which
communicates with the Aerial 3DMapping System through a
wireless communication module, in the channel of 433MHz.
What is more, the embedded processor is equipped with a 3G
module for receiving GPS corrections of the position of the
platform, in the NTRIP protocol.he GNSS receiver Trimble
BD920 imports the corrections received, which are used for
the precise computation of the position of the system, in real
time. Data from the laser (scanning sections), IMU, and GPS
aler corrections are stored on-board, in a storage system
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Figure 1: Communication between sensors.

consisting of an external portable memory. Figure 1 shows a
schema of the diBerent connections between sensors.

As shown in Figure 1, every measurement of the laser is
associated with a measurement of the IMU and the GNSS
receiver, making possible the posterior generation of a 3D
point cloud. Me synchronization is performed through a
trigger-out signal sent by the laser every time a measurement
is performed. Me signal is received by the IMU, which sends
its measures and resends the order of acquisition to the GNSS
receiver.

In order to avoid the entrance of Qying elements and dust
in the electronics of the system, all the components are pro-
tected by an aluminium box, 2 mm thick, with the exception
of the laser and the GNSS antenna. Me box is aSxed to the
UAV with a tappet, also made in aluminium. Me laser sensor
is placed in such a way that the 90∘ with no measurement are
oriented upwards. Mis way, no information is missed from
the area of interest (ground and vertical elements such as
buildings, trees); in addition, there is no record of the wing
and the motors of the vehicle, which could disturb the point
cloud appearing as points with no interest. Figure 2 shows the
system developed for aerial 3D mapping.

Me positions of both the GPS antenna and the laser
scanner are calibrated with respect to the IMU, so that the
respective measurements of global and 2D coordinates are
referred to the same origin in the system and their integration
is possible.

2.2. Data Acquisition. While the Qight is controlled with the
remote control by the operator, data acquisition is controlled
from the tablet device, with a so\ware speci]cally developed
by the authors for this operation. DiBerent screen captures of
the so\ware are shown in Figure 3.

Me so\ware is developed in such a way that data acquisi-
tion is controlledwith buttons “Start” and “Stop”. In addition,
the number of measurements can be followed in real time
(top of the screen, legends “NumSurvey” and “NumScans”,
together with the measurements of the IMU sensor for both
positioning and orientation (latitude, longitude and height,

Figure 2: Aerial 3D Mapping System developed.

and roll, pitch and yaw)). Regarding the GNSS, the “Status”
legend shows at every moment the quality of the GNSS
positioning. In particular, the green light for acquisition is
given when the acquisition mode is RTK Fixed, as shown in
Figure 3(b).

When global positioning is optimal (RTK Fixed), the
“Start” button can be pressed. In this moment, the laser data
acquisition starts, and all the measurements by the IMU, the
GNSS receiver, and the laser are stored.

2.3. Data Processing. Given the high precision of data acqui-
sition, data processing is a simple procedure.Meposition and
orientation of the aerial system in each laser measurement are
known through the measurements of the IMU and the GNSS
sensors associated. Mus, the procedure for the generation
of the 3D point clouds of the area Qown consists in the
placement of each laser measurement (a 2D point cloud) in
the position of the UAV in the moment of the acquisition,
projected with the orientation of the UAV. Consecutive 2D
point clouds are projected to their respective positions, taking
into account that the displacement line is the 3rd dimension
of the point cloud. Me projection of each point is determined
by the measurement of angle and distance from the IMU
provided by the laser scanner, and the angles of roll, pitch, and
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Figure 3: Screen captures of the so;ware developed for controlling data acquisition. (a) System not working. (b) System logging data.

Figure 4: Example of point clouds acquired from the Aerial 3D Mapping System developed. Ke red line shows the path followed by the
system in the diLerent Mights required for the complete coverage of the buildings. Colour is applied according to diLerent levels of height.

yaw measured by the IMU in each position. Figure 4 shows
some examples of 3D point clouds of buildings acquired from
the Aerial 3D Mapping System.

3. Results and Discussion

Ke performance of the Aerial 3D Mapping System is evalu-
ated in twoways. On the one hand, the quality of the 3D point
cloud is analysed through its comparison with a point cloud
of the same buildings acquired with a terrestrial laser scanner

FAROFocus3D.Kis way, the accuracy of the geometry acqui-
red by the proposed system is calculated. On the other hand,

the quality of the global positioning of the system is evaluated
through the comparison of the 3D coordinates of seven target
points between the point cloud generated and independent
GPS measurements.

3.1. RelativeMeasurements. Two diLerent single-houses were
acquired with the Aerial 3D Mapping System and with a ter-

restrial laser scanner FAROFocus3D X330.Ke high accuracy
in the 3D measurement of scenes of the latter (2mm) makes
it the optimal option for being considered as a reference. Ke
measurement of the Aerial 3D Mapping System consists in
following a Mying path surrounding the buildings, at a Mying
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Figure 5: 3D point clouds acquired of buildings (1) and (2) used for the validation of the system proposed. (a) Point clouds from the Aerial
3D Mapping System. (b) Point clouds from TLS FARO Focus3D X330. Oe main diPerence is the lack of information from the roofs in the
point clouds of the latter.

Table 2: 3D dimensions of buildings in Figure 5; comparison between the point cloud acquired with FARO Focus3D and the Aerial 3D
Mapping System proposed. DiPerences over 5% are highlighted in bold.

Building System Height Diff (%) Length Diff! (%) Width Diff" (%)

1
FARO 5.30m

3.60%
9.00m

1.10%
6.80m

5.90%
Aerial 3D 5.11m 8.90m 6.45m

2
FARO 4.72m

1.48%
21.21m

3.06%
9.62m

3.11%
Aerial 3D 4.72m 21.86m 9.32m

height 1-2m over the building. Height is dependent on the
horizontal distance between the Aerial System and the build-
ing, given that the two parameters, height and horizontal
distance, determine the view angle of the laser sensor. In order
to acquire information of the façades and the roof, the recom-
mended view angle of the laser sensor is between 30∘ and 50∘.

Regarding FARO Focus3D X330, data acquisition is per-
formed from one scan position, located next to one corner
of the building. Ois way, information about the main façade
and one lateral façade is acquired. With respect to the roofs,
which appear in the point clouds acquired by the Aerial
3D Mapping System, the information acquired by the FARO

Focus3D is limited to some points visible by the laser from the
scan position.

Oe point clouds resulting from the data acquisitions are
shown in Figure 5, while the results of their geometrical eval-
uation are shown in Table 2.

Results show that the error in the measurement of the
Aerial 3D Mapping System is under 5% except for one mea-
surement. What is more, the highest accuracy is found for

the measurement of the length. Oe higher accuracy in this
dimension, which depends on the measurement of the GNSS
and the computation of the displacement of the system, shows
the quality of the performance of RTK mode. On the other
hand, the lower accuracy in the measurement of the height of
the building can be due to the fact that it can only bemeasured
in one scanning section, the one coincidentwith the top of the
roof, with no security for its coincidence with the real higher
section of the building. On the contrary, this measurement
presents high accuracy in the point clouds acquired with

FARO Focus3D, since they present several points for each
position, including the top of the roof. However, the highest
error is found in the width of the buildings. Oe cause of this
highest error is that the width measurement is a combination
of measurements of the laser and the GNSS, resulting in the
integration of the error from the two sources.

3.2. Absolute Positioning. Oe quality of the global position-
ing of the system is evaluated through the measurement of
the 3D coordinates of 7 control targets, consisting of white
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Figure 6: (a) Side view of the forest clearing with control targets at di>erent heights. (b) Top view of the forest clearing; the position of the
targets is highlighted in red.

Table 3: Mean deviation values between the coordinates measured by the system proposed and the reference values measured with GPS
Trimble R8 for each point. All units are in [m].

Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 7 Mean

Dev. � 0.150 0.202 0.368 0.113 0.275 0.110 0.454 0.239

Dev.  0.259 0.186 0.438 0.206 0.394 0.152 0.723 0.337

Dev. ! 0.187 0.182 0.230 0.287 0.167 0.144 0.211 0.201

rectangular plates placed at di>erent heights (between 0.20
and 1.40m). Ye targets were homogeneously distributed
in a forest clearing, as shown in Figure 6. With the aim of
performing a statistical analysis, the coordinates of the targets
are measured in 10 di>erent \ights, performed at 8–10m
height. Ye GNSS sensor of the aerial system received online
corrections fromone station: the o_cial national base located
at an approximate distance of 30 km.

Ye reference for the coordinates of the targets is set
on the independent measurement performed directly on the
targets using a GPS Trimble R8.Yus, the spatial coordinates
of the seven targets are measured in the ten \ights, and their
values are compared with the reference values (i.e., values
from the measurements performed with GPS Trimble R8).
Mean deviations from the measurements of the Aerial 3D
Mapping System with respect to the reference values are
0.239m in the �-axis, 0.337m in the  -axis, and 0.201m in
the !-axis. Mean deviation values for the 10 measurements of
each point are shown in Table 3.

Ye highest mean deviation, for all points except point
2, is in the  -axis. What is more, Point 7 is the one with the
highest deviation both in �- and in  -axis, due to an error
in the measurement of the heading angle by the IMU, which
is the measurement in which the IMU presents the worst
performance [24]. In all cases, precision is higher than 0.5m,
with the only one exception of point 7, for which precision in
the  -axis is 0.723m.

4. Conclusions

Yis paper presents the development and integration of a
novel Aerial 3D Mapping System, constituted by an aerial
platform, copter-type, and a 2D laser scanner for the mea-
surement of point coordinates in outdoor scenes. Position

of the system during acquisition is measured with a GNSS
sensor, which accepts corrections from GPS stations, both
local (positioned by the operators) and o_cial, provided they
communicate usingNTRIP protocol. In addition, orientation
of the system is measured by an IMU, which also calculates
the trajectory of the system in case GNSS signal is lost. Yus,
the gnal objective of the system is the generation of 3D point
clouds of the area under study, with coordinates in the global
coordinate system.Ye global coordinate system used in this
paper is ETRS89, with UTM projection and time zone being
dependent on the location (from 29 to 31 in the case of Spain).

With the presented congguration, and using GPS correc-
tions from an o_cial base, precision in global positioning is
under 0.400m in all axes, being the worst precisionmeasured
in the  -axis with a value of 0.337m. Yus, the system
provides results with a precision 10 times lower than the
theoretical precision provided by GPS RTK mode, which is
1-2 cm. Yis decrease in precision is caused by errors in the
measurements of the IMU, which in\uence the projection of
each point to its 3Dposition.Ye IMU is the sensor that intro-
duces higher deviations, especially in themeasurement of the
heading angle, which is the one with the worst performance.

Regarding the generation of 3D point clouds and the
accuracy of their geometry, two houses were measured, and
the evaluation of their dimensions with respect to those mea-
sured by a terrestrial laser scanner results in error below 5%
formost cases. Regarding the di>erent dimensionsmeasured,
the highest error is found in the width of the buildings. Ye
reason for this higher error is that this dimension is transver-
sallymeasured by the laser, and the orientation of the points is
calculated from the values of translation and rotation between
positions of the system, instead of being directly measured.
Yis fact highlights the importance of a proper \ight plan-
ning, in which the key dimensions of the object of interest are
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measured directly by the system (either by the laser scanner
or by the GNSS in case the measurement is parallel to the
trajectory of the Aerial System).

Improvements to the Aerial 3D Mapping System would
imply the integration of an IMU with better technical char-
acteristics, as well as a laser scanner with capacity to measure
at higher frequencies, so that more scans are measured in
each Gight and thus the error produced in the measurement
of the dimensions of the objects is reduced. Regarding the
generation of 3D point clouds, future work will focus on the
processing step, through a procedure of plane extraction in
consecutive 2D sections for the adjustment of the points to
Lt the plane, resulting in the generation of more accurate 3D
models.
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modelling using point cloud data for energy-edcient retroLt-
ting,” Applied Geomatics, vol. 6, no. 2, pp. 95–113, 2014.
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