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Abstract

Power and energy systems are changing their traditional paradigm, from centralized systems to
decentralized systems. The emergence of smart grids allows the integration of decentralized energy
resources and promotes inclusive management involving the end-users, driven by demand-side
management, transactive energy, and demand response. In this new paradigm of smart grids, the
stability and quality of the service provided by the grid are harder to get because there is no single
centralized operation room where all decisions are made. To successfully implement smart grids, it is
necessary to combine efforts between electrical engineering and computer engineering. Electrical
engineering must ensure the right physical operation of the smart grids and of their components,
establishing the basis for adequate monitoring, control, management, and operation methods.
Computer engineering plays a major role in providing the right computational models and tools to
manage and operate the smart grid and its constituent parts, adequately representing all the
different players that are involved. These models must consider the players’ individual and common
goals that provide the foundations for ensuring competitive and cooperative interactions able to
satisfy the individual players as well as meeting common requirements regarding the technical,
environmental, and economic sustainability of the system.

The distributed nature of smart grids enables, incentivises, and highly benefits from the active
participation of end-users, from large players to smaller players, such as residential consumers. One
of the main issues in electric grids planning and operation is the variation of energy demand, which
often more than doubles during on-peak hours when compared with off-peak demand. Traditionally,
this variation resulted in the construction of power generation plants, and in high investments in
network lines and substations. The massive use of renewable energy sources brings volatility to the
generation-side, making it harder to balance consumption and generation. The active participation
of smart grid players, enabled by transactive energy and demand response, can provide flexibility on
the demand side, easing the system operation and coping with the increasing renewables share.

In the scope of smart grids, it is possible to build and operate smaller grids, named microgrids.
Those are geographically bounded grids with local management and operation. They can be seen as
restricted geographical areas for which the electric grid usually operates physically connected to the
main grid but can also operate in islanded mode, providing independence from the main grid.

This PhD research, conducted under the Computer Engineering Doctoral Programme of the
University of Salamanca, addressed the study and analysis of microgrid management, considering
the active participation of end-users, and the energy management of end-users’ electrical loads and
energy resources. This PhD research studied the use of computer engineering concepts, particularly
from the field of artificial intelligence, to support the management of microgrids, proposing a
microgrid intelligent management system (UGIM) based on a multi-agent approach and on the active
participation of end-users. This solution is composed of three systems, combining hardware and
software: the virtual to reality (V2R) emulator, the internet of things environmental awareness smart
plug (EnAPlug), and the agent-based single-board computer for energy (S4E) to enable demand-side
management and transactive energy. These systems were conceived, developed, and tested to
enable the validation of microgrid management methodologies, namely for the active participation
of end-users, and for the intelligent resource optimization.

This document presents the major models and results obtained during this PhD research,
regarding state-of-the-art analysis, systems conception, systems development, experimentation
results, and main findings. The systems were tested in real scenarios, from laboratory to pilot sites.
In total, this PhD research accounted for twenty published papers, of which nine in journals. This PhD
research made contributions to two H2020 projects (DOMINOES, and DREAM-GO), two ITEA projects
(M2MGrids, and SPEAR), three Portuguese projects (SIMOCE, NetEffiCity, and AVIGAE), and one
H2020 cascade funding project (Eco-Rural-l1oT).

Keywords: Deep learning, Demand-side management, Internet of things, Microgrids, Multi-agent
systems, Transactive energy
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Resumen

Los sistemas de potencia y energia estan cambiando su paradigma tradicional, de sistemas
centralizados a sistemas descentralizados. La aparicién de redes inteligentes permite la integracion
de recursos energéticos descentralizados y promueve la gestion inclusiva que involucra a los usuarios
finales, impulsada por la gestion del lado de la demanda, la energia transactiva y la respuesta a la
demanda. Garantizar la escalabilidad y la estabilidad del servicio proporcionado por la red, en este
nuevo paradigma de redes inteligentes, es mas dificil porque no hay una Unica sala de operaciones
centralizada donde se tomen todas las decisiones. Para implementar con éxito redes inteligentes, es
necesario combinar esfuerzos entre la ingenieria eléctrica y la ingenieria informatica. La ingenieria
eléctrica debe garantizar el correcto funcionamiento fisico de las redes inteligentes y de sus
componentes, estableciendo las bases para un adecuado monitoreo, control, gestién, y métodos de
operacidn. La ingenieria informatica desempefia un papel importante al proporcionar los modelos y
herramientas computacionales adecuados para administrar y operar la red inteligente y sus partes
constituyentes, representando adecuadamente a todos los diferentes actores involucrados. Estos
modelos deben considerar los objetivos individuales y comunes de los actores que proporcionan las
bases para garantizar interacciones competitivas y cooperativas capaces de satisfacer a los actores
individuales, asi como cumplir con los requisitos comunes con respecto a la sostenibilidad técnica,
ambiental y econdmica del Sistema.

La naturaleza distribuida de las redes inteligentes permite, incentiva y beneficia enormemente la
participacion activa de los usuarios finales, desde actores grandes hasta actores mas pequeios, como
los consumidores residenciales. Uno de los principales problemas en la planificacién y operacién de
redes eléctricas es la variacién de la demanda de energia, que a menudo se duplica mas que durante
las horas pico en comparacién con la demanda fuera de pico. Tradicionalmente, esta variacién dio
como resultado la construccién de plantas de generacién de energia y grandes inversiones en lineas
de red y subestaciones. El uso masivo de fuentes de energia renovables implica mayor volatilidad en
lo relativo a la generacidn, lo que hace que sea mas dificil equilibrar el consumo y la generacioén. La
participacion de los actores de la red inteligente, habilitada por la energia transactiva y la respuesta
a la demanda, puede proporcionar flexibilidad en desde el punto de vista de la demanda, facilitando
la operacidn del sistema y haciendo frente a la creciente participacidn de las energias renovables.

En el ambito de las redes inteligentes, es posible construir y operar redes mas pequeiias, llamadas
microrredes. Esas son redes geograficamente limitadas con gestion y operacion local. Pueden verse
como areas geograficas restringidas para las cuales la red eléctrica generalmente opera fisicamente
conectada a la red principal, pero también puede operar en modo isla, lo que proporciona
independencia de la red principal.

Esta investigaciéon de doctorado, realizada bajo el Programa de Doctorado en Ingenieria
Informatica de la Universidad de Salamanca, aborda el estudio y el andlisis de la gestién de
microrredes, considerando la participacion activa de los usuarios finales y la gestion energética de
lascarga eléctrica y los recursos energéticos de los usuarios finales. En este trabajo de investigacion
se ha analizado el uso de conceptos de ingenieria informatica, particularmente del campo de la
inteligencia artificial, para apoyar la gestion de las microrredes, proponiendo un sistema de gestidn
inteligente de microrredes (UGIM) basado en un enfoque de multiples agentes y en la participacién
activa de usuarios. Esta solucion se compone de tres sistemas que combinan hardware y software: el
emulador de virtual a realidad (V2R), el enchufe inteligente de conciencia ambiental de Internet de
las cosas (EnAPlug), y la computadora de placa Unica para energia basada en el agente (S4E) para
permitir la gestion del lado de la demanday la energia transactiva. Estos sistemas fueron concebidos,
desarrollados y probados para permitir la validacién de metodologias de gestidn de microrredes, es
decir, para la participacion de los usuarios finales y para la optimizacién inteligente de los recursos.

Este documento presenta todos los principales modelos y resultados obtenidos durante esta
investigacién de doctorado, con respecto a andlisis de vanguardia, concepcién de sistemas, desarrollo
de sistemas, resultados de experimentacién y descubrimientos principales. Los sistemas se han
evaluado en escenarios reales, desde laboratorios hasta sitios piloto. En total, se han publicado veinte
articulos cientificos, de los cuales nueve se han hecho en revistas especializadas. Esta investigacién
de doctorado realizd contribuciones a dos proyectos H2020 (DOMINOES y DREAM-GO), dos
proyectos ITEA (M2MGrids y SPEAR), tres proyectos portugueses (SIMOCE, NetEffiCity y AVIGAE) y
un proyecto con financiacién en cascada H2020 (Eco-Rural -1oT).

Palabras claves: Aprendizaje profundo, gestion del lado de la demanda, Internet de las cosas,
microrredes, sistemas de agentes, energia transactiva.






Resumo

O paradigma tradicional dos sistemas de energia tem sofrido alteracdes relevantes, passando de
um sistema centralizado para um sistema descentralizado. O aparecimento das redes inteligentes
veio permitir a integracdo de recursos de energia descentralizados e promover a gestdo inclusiva
envolvendo os utilizadores finais, através da gestdo no lado da procura (demand-side management),
da energia transitiva (transactive energy) e de programas de gestdo ativa de carga (demand
response). Neste novo paradigma de redes inteligentes, a garantia de estabilidade e qualidade do
servico é dificultada pela auséncia de um local de operacdo central onde todas as decisGes sejam
tomadas. O sucesso da implementacdo das redes inteligentes exige a combinac¢do de esforgos entre
engenharia eletrotécnica e engenharia informatica. A engenharia eletrotécnica devera garantir a
operagdo correta das redes inteligentes e dos seus componentes, estabelecendo as bases para
monitorizacdo, controlo, gestdo e operac¢do adequadas. A engenharia informdatica desempenha um
papel fundamental, fornecendo os modelos e ferramentas computacionais necessarios para a gestao
e operac¢do da rede inteligente e das suas partes constituintes, com modelos adequados de todas as
entidades envolvidas. Esses modelos devem considerar os objetivos individuais e coletivos dessas
entidades e permitir as interagcGes competitivas e cooperativas necessdrias para atingir os objetivos
coletivos relacionados com a sustentabilidade técnica, ambiental e econdmica do sistema.

A natureza distribuida das redes inteligentes permite, incentiva e beneficia a participagao ativa
dos utilizadores finais, de grande e pequena dimensao, tais como os consumidores residenciais. Um
dos maiores desafios na gestdo das redes de energia é a variacdo da procura, que muitas vezes mais
do que duplica durante os periodos de cheia, quando comparada com a procura nos periodos de
vazio. Tradicionalmente, essa variagdo resulta na construgao de centrais adicionais de gera¢do de
energia e em investimentos elevados em linhas e subestagdes. O uso massivo de energias renovaveis
conduz a uma maior volatilidade no lado da geragao, dificultando assim o equilibrio entre consumo
e geracdo. A participacdo ativa das entidades envolvidas nas redes inteligentes, viabilizada pela
energia transitiva e pela gestdo ativa de carga, fornece flexibilidade no lado da procura, facilitando a
operagdo do sistema e permitindo o uso intensivo de energias renovaveis.

No ambito das redes inteligentes, é possivel surgirem redes de menor dimensdo, denominadas
micro-redes. Estas sdo redes geograficamente delimitadas e com gestdo e operacgdo locais. As micro-
redes podem ser vistas como areas geograficas restritas que normalmente operam ligadas a rede
principal, mas que permitem também a operacdo em ilha, desconectadas da rede principal.

A investigacdo realizada no ambito da presente tese de doutoramento, a qual decorreu
enquadrada no Programa de Doutoramento em Engenharia Informatica da Universidade de
Salamanca, abordou o estudo e a analise da gestdo de micro-redes, considerando a participagao ativa
dos utilizadores finais e a gestdo dos recursos destes utilizadores. Este doutoramento estudou o uso
de conceitos de engenharia informdtica, nomeadamente da drea da inteligéncia artificial, para apoiar
a gestdo de micro-redes, propondo um sistema de gestdo inteligente de micro-redes (UGIM) baseado
numa abordagem multiagente e na participacdo ativa dos utilizadores finais. Esta solu¢do é composta
por trés sistemas que combinam hardware e software: o emulador virtual to reality (V2R), a tomada
inteligente environmental awareness smart plug (EnAPlug) e a solugdo baseada em agentes single-
board computer for energy (S4E) que permite a gestdo no lado da procura e energia transitiva. Estes
sistemas foram concebidos, desenvolvidos e testados para permitir a validagdao de metodologias de
gestdo de micro-redes, nomeadamente para a participacdo ativa dos utilizadores finais e para a
otimizagdo inteligente de recursos.

Este documento apresenta os principais modelos e resultados obtidos durante os trabalhos de
doutoramento, particularmente o estado da arte, concecdo de sistemas, desenvolvimento de
sistemas, resultados de experimentacdo e principais conclusdes. Os sistemas foram testados em
cenarios reais em laboratério e em instalacdes piloto. A investigacdo realizada no ambito deste
doutoramento deu origem a publicagdo de vinte artigos cientificos, dos quais nove em revistas
internacionais. A investigacdo realizada contribuiu para dois projetos H2020 (DOMINOES e DREAM-
GO), dois projetos ITEA (M2MGrids e SPEAR), trés projetos Portugueses (SIMOCE, NetEffiCity e
AVIGAE) e um projeto com financiamento em cascata do H2020 (Eco-Rural -10T).

Palavras-chave: Aprendizagem em profundidade, Energia transitiva, Gestdo no lado da procura,
Internet das coisas, Micro-redes, Sistemas multiagente
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Acronyms

AC alternating current

ACL agent communication language

ACU air-conditioner unit

Al artificial intelligence

AMQP advanced message queuing protocol

ANN artificial neural networks

API application programming interface

cac click to control

CAGR compound annual growth rate

CSP curtailment service providers

DALI digital addressable lighting interface

DC direct current

DDS data distribution service

dEF-Pi distributed energy flexibility platform and interface

DF directory facilitator

DL4J deep learning for Java

DLC direct load control

DLT distributed ledger technology

DR demand response

DSM demand-side management

EF-Pi energy flexibility platform and interface

EMS energy management system

EnAPlug environmental awareness smart plug

EPRI Electric Power Research Institute

FAN Flexible Power Alliance Network

FIFO first in first out

FIPA Foundation for Intelligent Physical Agents

FM frequency modulation

GECAD Research Group on Intelligent Engineering and Computing for Advanced Innovation and
Development

GHE Global Himalayan Expedition

GLPK GNU linear programming kit

GPIO general-purpose input/output

GVE Green Village Electricity

HDMI high-definition multimedia interface

HIL hardware-in-the-loop

HTTP hypertext transfer protocol
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HVAC heating, ventilation, and air conditioning
loT internet of things

IP internet protocol

I1SO independent system operator

JADE Java agent development framework

JOM Java optimization modeler

JSON JavaScript object notation

LAN local area network

LP linear programming

LSTM long short-term memory units

MAS multi-agent system

MASGriP multi-agent smart grid simulation platform
MIP mixed integer programming

MQTT message queuing telemetry transport

NIC network interface controller

OpenADR automated demand response

(6N operating system

pP2p peer-to-peer

PHIL power hardware-in-the-loop

PLC programmable logic controller

PREC Puerto Rico Energy Commission

RES renewable energy sources

RF radio frequency

RIAPS resilient information architecture platform for smart grid
RMA remote monitoring agent

RNN recurrent neural network

RPC remote procedure call

RTC real-time clock

RT-DRP real-time demand response program

RTDS real-time digital simulators

SAE single-board computer for energy

SBC single-board computers

SCADA supervisory control and data acquisition
SD decure digital

SMB server message block

SoC system-on-a-chip

SOICAM scada office intelligent context awareness management
SPIDERS Smart Power Infrastructure Demonstration for Energy Reliability and Security
sQL structured query language

SSH secure shell
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TE transactive energy

UART universal asynchronous receiver-transmitter
ucsD University of California in San Diego

UPS uninterruptible power supply

URI uniform resource identifier

V2R virtual to reality

VEN virtual end node

VPN virtual private network

VPP virtual power plants

VTN virtual top nodes

WLAN wireless local area network
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1.1. Motivation

Power and energy systems are under significant changes and are evolving from centralized
management systems to distributed management systems. The smart grid concept drives power and
energy systems decentralization by promoting renewable energy sources and distributed energy
resources. The decentralization enables the appearance of small communities that should join forces
to participate in the smart grid. Microgrids are small communities (when compared to smart grids)
where individual and independent players can interact among them considering their own needs and
the microgrid needs. A microgrid is able to manage its own energy resources and loads, generate its
own energy, and possibly operate in islanded-mode, without connection to the main grid.

The development of microgrids brings advantages to both the microgrids’ end-users and for the
smart grid (Hosseini, 2018)(Srivastava, 2018a). There are several international and national-level
projects for the development of microgrids, demonstrating their advantages in operation,
management and reliability (Marnay, 2014). However, the functionalities currently considered for
microgrids are not yet sufficiently exploited, and there is a clear need for innovative and efficient
methodologies for energy management (Strasser, 2015). The current state-of-the-art includes
important contributions to microgrid’s equipment and resources, but it lacks individual
representation of players and collective management models. Although a microgrid can be seen as a
single player in the smart grid, the individual players/end-users that compose the microgrid must be
considered when managing the microgrid. The context, needs, and goals of each end-user must not
be disregarded.

The development of microgrids is a growing market. In 2017, the microgrid market was evaluated
in USD 17 billion, and in 2023 the expected evaluation is USD 33 billion (IMARC Group, 2018),
representing an annual growth of 11.5 %. The solid grow of this market puts microgrids in the spot
of new companies and research and development projects, trying to explore this emerging market.
The development of microgrids is also a key factor for the integration of distributed energy generators
and renewable energy sources. The wide use of renewable sources creates challenges that the
current management models are not ready to give answer to (Muruganantham, 2017).

There are several players interacting with a microgrid, such as the microgrid operator, consumers,
producers, prosumers, and aggregators (Faria, 2014). Players have individual goals and collective
goals that they try to reach using their internal energy resources and loads or by interacting with
other players. For instance, a consumer in a microgrid can have the individual goal of finding the
lowest energy price possible to fulfill his needs and the collective goal of having a stable microgrid.

Microgrids and smart grids can be computationally represented using multi-agent systems (MAS)
(Coelho, 2017)(Vale, 2011). Some examples can be seen in (Khan, 2016a), (Anvari-Moghaddam,
2017), and (Pinto, 2018). MAS are an artificial intelligence solution that enables the individual
representation of agents/players with individual goals that can work together and communicate with
each other's to achieve global goals. According to (Wooldridge, 2009), “An agent is a computer system
that is situated in some environment, and that is capable of autonomous action in ovder to meet its
delegated objectives”. By using MAS, it is possible to have a distributed system regarding
computational processing (Bychkov, 2017) and management (Khan, 2016a). Agents can be deployed
in multiple machines and each agent can represent a player in a microgrid and/or smart grid.

One of the main changes in the smart grid, relative to conventional power grids, is the active
participation of end-users (Pitt, 2017)(Bourazeri, 2018). The involvement of end-users in the smart
grid improves demand management by enabling the bidirectional interaction among smart grid’s
players. This allows the shift and management of energy demand in end-users-side. The interaction
among players can be provided by transactive energy that can balance energy supply and energy
demand (GridWise, 2015). Energy prices changes encourage end-users to change their energy
profiles, enabling the efficient use of renewable resources and distributed resources, and allowing
the decrease of energy costs and increase of grid stability and reliability (Khan, 2016b)(Eid, 2016).
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Transactive energy comes with benefits for the grid and for the users by enabling a decrease in
energy costs, it increases the fast response of end-users, and their ability to change the energy profile.
By integrating energy management systems in end-users, it is possible to provide demand-side
management and demand response solutions that can automatically and autonomously manage
end-users energy loads to produce changes in the energy consumption (Hayn, 2018). This way,
business models can be implemented, in smart grids and microgrids, for end-user participation
without requiring manual actuation from end-users.

The energy management system (EMS) market is expected to have a compound annual growth
rate (CAGR) of 13.5 % between 2017 and 2023 (Yadav, 2018). According to the Allied Market Research,
the market will evolve from USD 25.8 billion in 2016 to 62.3 billion by 2023 (Yadav, 2018). In this
report it is mentioned that EMS market for monitoring and control will triplicate from 2016 until 2023
and that EMS for buildings will have a CAGR of 14.8 % during the period from 2016 to 2023. According
to Navigant Research, utilities will be forced to increase their energy usage reductions targets for grid
stabilization and carbon emission reductions, promoting growth in the demand-side management
(DSM) market (Nhede, 2016). By 2025, DSM market will reach USD 1.2 billion, where the U.S.A market
alone will reach USD 405 million (Nhede, 2016).

The conceptual definition and the proposed architectures and solutions for DSM and EMS exist in
the literature for some time now. However, their implementation in our homes raises some issues,
such as the lack of retrofitting and affordable solutions. Most of these issues can be overcome by
using internet of things (loT) devices, that can provide remote monitoring and control of electrical
loads (Pocero, 2017). The loT market is growing fast, worthying USD 235 billion in 2017 and with an
expected worth of USD 520 billion by 2021 (Columbus, 2018). By using market available IoT products,
it is now possible to develop EMS capable of changing the energy profile (Mashima, 2016). By
combining loT hardware and solutions proposed for EMS, DSM, ambient intelligent systems, and
smart homes, it is possible to change how people interact with their homes, energy loads, and energy
resources (Mano, 2016)(Al-Ali, 2017)(De Silva, 2018). loT devices are great enablers for physical
development; the use and integration of such devices in energy-related solutions bring vast
advantages and enable the deployment of solutions in today's homes.

The last day of February 2012 marked the announcement of the first Raspberry Pi (Lawler, 2012).
This single-board computer (SBC) was one of the first to provide a system-on-a-chip (SoC) and is
maybe the most mediatic and known SBC in the world. They completely changed the way how
software can be deployed, allowing the merge of high-end software and low-end hardware. An SBC
provides users with an operating system (OS) combined with general-purpose input/output (GPIO)
pins (Peytchev, 2016). According to (Global Market Insights, 2019), in 2018 the market for SBC was
USD 600 million and it is expected to reach USD 1 billion in 2025. The growth of this market explains
why more and more SBC are emerging in the market. This PhD research does not contribute to SBC,
but it uses SBC as deployment units, taking advantage of their features and capabilities.

The main purpose of this PhD research is to analyse, model, and represent end-users in a
microgrid context with transactive energy, and conceive, develop, and test a multi-agent system for
the intelligent management of a microgrid considering the end-user representation. The proposed
solution uses IoT devices and single-board computers to enable transactive energy and the active
participation of end-users in the microgrid. The representative agents should also enable the energy
management for the buildings they represent. The topics and main purpose of this PhD research have
been highly motivated by the growing markets, mentioned above, and the emergence and
proliferation of smart grids. The main purpose of this PhD research can be expressed as the following
PhD’s statement:

The energy management of microgrids benefits from the end-users’ active participation.
The individual energy management of each end-user potentiates the increased efficiency of
the microgrid energy management. Microgrid’s end-users must be seen as independent
players with individual goals joint by the greater good of the microgrid as a whole.
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1.2. Research questions

Facing the current change of paradigm happening in power and energy systemes, it is important to
conceive, test and validate decentralized systems that can positively contribute to the thriving of
smart grids. The lack of tested systems ready to deploy, capable of retrofitting, and that can enable
the end-user active participation in the smart grid is a problem that must be overcome. Trying to
address these issues the research question of this PhD research is:

Q0. Can a multi-agent system represent end-users in a microgrid, providing services for
energy management, demand-side management, and transactive energy while deployed in
multiple single-board computers spread among end-users?

In order to answer question QO, the state-of-the-art survey was made for the concepts of
microgrids, multi-agent systems, transactive energy, demand-side management, internet of things,
and single-board computers. The main research question Q0 has been decomposed into specific
research questions that must be answered before the main research question:

= QI. Can an agent represent an end-user, integrating electric loads, energy resources,
and monitoring equipment while providing an energy management system that can
efficiently manage the end-user's loads?

= Q2. Can a multi-agent system efficiently manage a microgrid?

* Q3. How can the internet of things devices be integrated into an energy management
system?

= Q4. Can single-board computers efficiently run the agent described in Q1 and the
multi-agent system of Q27?

= Q5. How can transactive energy be used by microgrid's end-users?

Each specific research question corresponds to smaller objectives that were approached during
this PhD research. Some issues that appeared during the PhD had to be addressed in order to answer
all the above questions. The lack of residential loads, needed to answer Q1, was an issue solved with
the conception and development of an open source emulation device that can simulate, emulate or
represent energy loads and resources. This open source solution was conceived and developed under
this PhD research and enables the use of virtually any residential or industrial electrical load or
resource in a laboratory environment. Its conception and development are presented in section 111.2.

While searching for answers for questions Q1 and Q3 it was encountered an issue regarding the
lack of contextual information of electrical loads, limiting the efficiency of energy resources
optimization. The retrofitting of buildings is possible by installing internet of things devices, but if not
carefully planned, it will lack contextual information. Therefore, a new smart plug was proposed, the
environmental awareness smart plug. This smart plug, detailed in section Ill.2, provides context-
aware and distributed load management.

1.3. PhD context

This PhD research was developed under the Computer Engineering PhD programme at the
University of Salamanca. The program enrolment started in the school year of 2015/2016. The PhD
was supported by Fundacdo para a Ciéncia e a Tecnologia (FCT), Portugal, with a PhD Scholarship,
approved for funding as a result of a national application. The author applied in electrical and
informatics engineering areas together with other 132 applications. The final score has put the author
in the 4% place with a classification of 4.688 out of 5. The scholarship (with reference
SFRH/BD/109248/2015), started July 1%, 2016, had a duration of 36 months (until 315t June of 2019).

The PhD program and the PhD scholarship have started in different dates. Therefore, in order to
synchronize both, the PhD work has only started on the 15 of July of 2016 at the end of the first school
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year at University of Salamanca. Along this document, PhD years will be mentioned as being the
scholarship years (i.e., three in total), and school years will be mentioned as academic years in which
the author was enrolled at the University of Salamanca (i.e., five in total).

The University of Salamanca is the oldest University of the Iberian Peninsula and one of the oldest
in the world, being in the top 3 of the oldest Universities in the world. The history of the University
brings a rewarding learning experience difficult to find anywhere else. The PhD research was
proposed in 2015 to the Academic Committee of the Computer Engineering’s doctoral program. Later
that year, it was approved, and supervisors were officialised: Professor Zita Vale, and Professor Juan
M. Corchado. This PhD research falls under the doctoral program areas, namely: intelligent systems,
software engineering, knowledge engineering, and intelligent control.

The PhD program demanded the completion of seven activities, listed below, promoting the
learning and growing of the student. These activities allowed the author to collaborate with three
research centres, five European projects, and six Portuguese national projects. The activities where
the following:

= Seventeen hours of seminars regarding advances in research lines of the PhD — the
original Spanish activity title is: seminarios sobre avances en las lineas de investigacion
del PD;

= More than twelve hours of meetings regarding projects, research work or research results
—the original Spanish activity title is: reuniones de seguimiento de proyectos, de trabajos
o de resultados de investigacion;

= The conclusion of the course “Understanding Research Methods” for the activity
regarding methodological, specialized or practical training courses —in its original Spanish
name: cursos de formacion metodoldgicos, especializados o prdcticos;

= Participation in ten conferences — the original Spanish activity title is: Asistencia a
Congresos Nacionales o Internacionales:

= International Conference on Autonomous Agents and Multi-Agent Systems (AAMAS)
2020, hosted online;

= International Conference on Electromagnetics in Advanced Applications (IEEE
ICEAA) 2019, in Granada, Spain;

=  EPIA Conference on Artificial Intelligence 2019, in Vila Real, Portugal;

= |EEE Wireless Communications and Networking Conference (WCNC) 2019, in
Marrakesh, Morocco;

=  Encontro de Ciéncia e Tecnologia in Portugal 2018, in Lisbon, Portugal

= |EEE 87 Vehicular Technology Conference 2018, in Porto, Portugal;

=  EPIA Conference on Artificial Intelligence 2017, in Porto, Portugal;

= Distributed Computing and Artificial Intelligence (DCAIl) 2017, in Porto, Portugal;

=  Practical Applications of Agents and Multi-Agent Systems (PAAMS) 2017, in Porto,
Portugal;

=  Global Information Infrastructure and Networking Symposium (GIIS) 2016, in Porto,
Portugal;

= Seven journal publications as the first author and with Journal Citation Reports (JCR)
impact factors of 3.301, 3.347, 2.707, 6.395, 4.624, 2.791, and 4.098 — the Spanish activity
title is: Publicaciones cientificas;
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=  More than the necessary 150 hours in a research centre outside the University of
Salamanca, in the GECAD (ISEP/IPP, Portugal) research centre — the original Spanish
activity title is: Estancias en otros centros de investigacion;

= Atotal of three months in the Intelligent Systems Lab (ISLab) from the University of Minho
in Portugal; this activity was mandatory to provide the international mention to this PhD.

Regarding the participation in conferences, the author made public presentations in eight of the
mentioned conferences: AAMAS 2020, IEEE ICEAA 2019, EPIA 2019, WCNC 2019, IEEE 87t Vehicular
Technology 2018, EPIA 2017, DCAI 2017, and PAAMS 2017.

During the third school year of this PhD research (2017/2018), the author had the opportunity to
participate in the 3-minute thesis challenge. This is an interactional challenge where the University
of Salamanca is part of. This participation brought a new perspective that enabled the author to grow
and be more focused. The defence of a PhD thesis within a three-minute presentation is not easy and
demands presentation skills that the author at the time did not possess.

This PhD research has been mainly done in the Research Group on Intelligent Engineering and
Computing for Advanced Innovation and Development (GECAD). This research centre accepted this
PhD research plan and provided its facilities, equipment, and availability to the researcher. The
availability demonstrated by the research centre was outstanding and enabled the results that are
shown in this document. The GECAD research centre is located in the School of Engineering (ISEP) of
the Polytechnic Institute of Porto (IPP), Portugal. GECAD combines in a seamless and efficient way
concepts from artificial intelligence and smart grids. Therefore, this was the perfect environment for
this PhD research. Since 2013, GECAD has been involved in a total of 41 projects (17 internationals, 5
of which Horizon 2020 EC), had partnerships with more than 100 companies from 14 countries, and
had 18 concluded PhD works. Currently, it has 17 PhD works undergoing. Moreover, GECAD has also
brought an advantage for this PhD research, since it made their laboratories and office building
available, facilitating the deployment of this PhD research results in a real office building.

The integration of this PhD research in GECAD research centre allowed the participation,
collaboration, and contribution with international projects and Portuguese projects. The 9 projects
that had the collaboration of the author are the following:

= (2017-2020) (execution) DOMINOES — the result of this PhD research contributed to
DOMINOES regarding the energy management of communities and the design of new
business models for peer-to-peer energy transactions;

= (2015-2019) (execution) DREAM-GO — this project main focus was the application of
demand response business models to leverage demand flexibility and renewable energy
generation. The author contributed to the execution of this project by providing a load
emulator to test demand response and an indoor location framework for an energy
management system;

= (2018-2019) (proposal and execution) Eco-Rural-loT — small project with the main goal
of providing an energy management system for farming irrigation. This is a problem
affecting more and more countries due to climate changes. The participation in the
proposal and in its execution gave the opportunity to gain awareness of this new line of
action — energy management in agriculture — and allowed the opportunity to go to the
field and study a real problem;

= (2014-2018) (execution) M2MGrids — this was an international ITEA project to build a
machine-to-machine framework focusing on streaming data. During its execution, from
2016 till 2018, it has provided support in the developed and coordination of this project.
Close collaboration with Empower, TNO and Nokia Labs enabled the developed of a
conjoint case study used in the project. The concepts behind the developed case study
and machine-to-machine framework empowered the developed of this PhD research,
due to the insight provided by the close collaboration with such important partners;
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(2016-2018) (execution) SIMOCE — this project was the national project under M2MGrids
ITEA project; ITEA demands national funding from the partners. During its execution it
was provided support in the developed and coordination of this project, in an equal
manner than M2MGrids;

(2016-2018) (execution) NetEffiCity — this was a Portuguese national project that
involved three villages. The project developed a community energy management system
where energy sharing among private and public buildings were possible. During its
execution, it was provided support in the developed and coordination of the project. The
close work with end-users given important insight on the end-user’s point-of-view and
their feedback regarding energy management systems and their difficulties to understand
the real benefits of such systems;

(2018) (proposal) TIOCPS — this is an ITEA project resulted from the participation of the
ITEA PO days 2018. The idea behind this international project is the creating of a machine-
to-machine platform for device negotiation. The thesis author contributed to the energy
case scenario and know-how;

(2018) (proposal and execution) SPEAR — this was a Portuguese national proposal that
integrates an ITEA international project. The goal of the proposal was the monitoring and
control of factory floors. The proposal used single-board computers to monitor factory
machines, measuring real-time energy and providing vital information regarding the
machine. The project will be able to optimize production lines according to energy costs
and machine’s availability. The thesis author contributed to writing of the proposal and
also to the execution of the national and the international projects, by providing expertise
in single-board computers and resource optimization based on genetic algorithms;

(2015-2017) (execution) AVIGAE — this project aimed at the development of an intelligent
system for building energy efficiency. During its execution, from 2016 till 2017, it was
provided support in the developed and coordination of this project.

During the three years of this PhD research, the author published 20 papers, 11 conference papers
and 9 journal papers. The list of published and submitted publications is the following, the Mx
indicates the month of publication where MO is the first month of the PhD scholarship (1% of July of
2016). Papers where the thesis author is not the first author are justified regarding context and
contributions, journal papers are in colour green:

(M2) Luis Gomes, Omid Abrishambaf, Pedro Faria, Zita Vale, “Retrofitting Approach for
an Automated Load Testbed”, in Proceedings of the Final ELECON Workshop Federal
Institute of Santa Catarina (IFSC), 12-14 Sep. 2016;

(M7, IF: 2.707) Omid Abrishambaf, Pedro Faria, Luis Gomes, Jodo Spinola, Zita Vale, Juan
M. Corchado, “Implementation of a Real-Time Microgrid Simulation Platform Based on
Centralized and Distributed Management”, in Energies, vol. 10, pp. 806, 26 Fev. 2017. Doi:
10.3390/en10060806 — this work allowed the thesis author to have a small contribution
in the real-time simulator platform, giving technical support in the platform configuration
and parameterization, the close collaboration with Omid Abrishambaf a fresh insight into
the importance of distributed systems and real-time simulators for microgrids;

(M11) Luis Gomes, Zita Vale, “Computational Platform for Household Simulation and
Emulation to Test and Validate Energy Management Methodologies”, in: Demazeau Y.,
Davidsson P., Bajo J., Vale Z. (eds) Advances in Practical Applications of Cyber-Physical
Multi-Agent Systems: The PAAMS Collection. PAAMS 2017. Lecture Notes in Computer
Science, vol 10349. Springer, Cham. Doi: 10.1007/978-3-319-59930-4_29;

(M11) Luis Gomes, Zita Vale, “Energy Analyzer Emulation for Energy Management
Simulators”. In: Omatu S., Rodriguez S., Villarrubia G., Faria P, Sitek P., Prieto J. (eds)
Distributed Computing and Artificial Intelligence, 14th International Conference. DCAI
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2017. Advances in Intelligent Systems and Computing, vol 620. Springer, Cham. Doi:
10.1007/978-3-319-62410-5_26;

(M11) Ricardo A. S. Fernandes, L. O. Deus, Luis Gomes, Zita Vale, “Statistics-Based
Approach to Enable Consumer Profile Definition for Demand Response Programs”, in:
Omatu S., Rodriguez S., Villarrubia G., Faria P., Sitek P., Prieto J. (eds) Distributed
Computing and Artificial Intelligence, 14th International Conference. DCAI 2017.
Advances in Intelligent Systems and Computing, vol 620. Springer, Cham. Doi:
10.1007/978-3-319-62410-5_8 — this work enabled the thesis author to have a clear
insight on how the user profile can be made and how it can be used in demand response,
the author was able to test methodologies in this collaborative work;

(M11) Eugénia Vinagre, Tiago Pinto, Isabel Praca, Luis Gomes, Jodo Soares, Zita Vale,
"Shared intelligence platform for collaborative simulations using sequences of
algorithms: An electricity market participation case study", in Proceedings of the 2017
IEEE Manchester PowerTech, Manchester, 2017, pp. 1-6. Doi: 10.1109/PTC.2017.7981228
— this collaborative work enabled the test of a centralized platform for knowledge that
was later used in the environmental awareness smart plug proposed in this PhD research;

(M12) Luis Gomes, Zita Vale, “uGIM — Microgrids Intelligent Management System Based
on a Multi-agent Approach and the Active Participation on Demand Response”, in: De la
Prieta F. et al. (eds) Trends in Cyber-Physical Multi-Agent Systems. The PAAMS Collection
- 15th International Conference, PAAMS 2017. PAAMS 2017. Advances in Intelligent
Systems and Computing, vol 619. Springer, Cham. Doi: 10.1007/978-3-319-61578-3_37;

(M13) Luis Gomes, Filipe Sousa, Zita Vale, “EnAPlug — An Environmental Awareness Plug
to Test Energy Management Solutions for Households”, in: Oliveira E., Gama J., Vale Z.,
Lopes Cardoso H. (eds) Progress in Artificial Intelligence. EPIA 2017. Lecture Notes in
Computer Science, vol 10423. Springer, Cham. Doi: 10.1007/978-3-319-65340-2_21;

(M18) Luis Gomes, Zita Vale, “Virtual to Reality Emulator for Electrical Loads”, in
Proceedings of the Intelligent load management in local and wholesale demand response
markets — Third DREAM-GO Workshop, 23-24 Jan. 2018. Doi: 10.5281/zenodo0.2677528;

(M23) Luis Gomes, Filipe Sousa, Zita Vale, "An Agent-Based loT System for Intelligent
Energy Monitoring in Buildings", in Proceedings of the 2018 IEEE 87th Vehicular
Technology  Conference  (VTC  Spring), Porto, 2018, pp. 1-5. Doi:
10.1109/VTCSpring.2018.8417868;

(M28, IF: 3.031) Luis Gomes, Filipe Sousa, Zita Vale, “An Intelligent Smart Plug with Shared
Knowledge Capabilities”, in Sensors, vol. 18, pp. 3961, 15 Nov. 2018. Doi:
10.3390/518113961;

(M30) David Silva, Luis Gomes, Filipe Sousa, Zita Vale, “Indoor Real-Time Locating System
comparison: Polaris vs FIND3”, in Proceedings of the Demand response approach for real-
time renewable energy integration — Fourth DREAM-GO Workshop, 16-17 Jan. 2019. Doi:
10.5281/zen0do.2672914 — this work is a direct result from the supervision of the
undergraduate student David Silva, that applied an indoor location system used for
energy management systems;

(M30, IF: 3.347) Luis Gomes, Pedro Faria, Zita Vale, Jorge Silva, "Energy Analyzer Emulator
for Microgrid Implementation and Demonstration and Respective Gateway", in IEEE
Transactions on Industry Applications, vol. 55, no. 1, pp. 134-144, Jan.-Feb. 2019. Doi:
10.1109/TIA.2018.2866451;

(M32) Luis Gomes, Carlos Ramos, Aria Jozi, Bruno Serra, Lucas Paiva, Zita Vale, “loH: A
Platform for the Intelligence of Home with a Context Awareness and Ambient Intelligence
Approach”, in Future Internet, vol. 11, pp. 58, 22 March 2019. Doi: 10.3390/fi11030058;




(M33) Bruno Serra, Luis Gomes, Zita Vale, “Lightweight Architecture for loT Devices with
Context-aware Autonomous Control”, in Proceedings of the IEEE Wireless
Communications and  Networking Conference, 15-19 Apr. 2019. Doi:
10.1109/WCNCW.2019.8902882 — this work is a direct result from the supervision of the
undergraduate student Bruno Serra, that proposed a lightweight architecture for loT
devices that is able to control energy loads according to the building’s context;

(M33, IF: 2.707) Luis Gomes, Filipe Sousa, Tiago Pinto, Zita Vale, “A Residential House
Comparative Case Study Using Market Available Smart Plugs and EnAPlugs with Shared
Knowledge”, in Energies, vol. 9, pp. 1647, 30 April 2019. Doi: 10.3390/en12091647;

(M41, IF: 6.395) Luis Gomes, Jodo Spinola, Zita Vale, Juan M. Corchado, “Agent-based
Architecture for Demand Side Management using Real-Time Resources’ Priorities and a
Deterministic Optimization Algorithm”, Journal of Cleaner Production, vol. 241, 118154,
20 December 2019. Doi: 10.1016/j.jclepro.2019.118154;

(M42, IF: 4.624) Gabriel Santos, Zita Vale, Pedro Faria, Luis Gomes, “BRICKS: Building’s
reasoning for intelligent control knowledge-based system”, Sustainable Cities and Society,
vol. 52, 101832, January 2020. Doi: 10.1016/j.5¢cs.2019.101832 — this work allowed the
thesis author to have a small contribution in the knowledge-based energy management
system, giving an insight in knowledge-based systems and how they can be implemented
in energy management systems;

(M44, IF: 2.791) Luis Gomes, Zita Vale, Juan M. Corchado, “Microgrid Management
System Based on a Multi-Agent Approach: an Office Building Pilot”, Measurement, vol.
154, 107427, 15 March 2020. Doi: 10.1016/j.measurement.2019.107427,;

(M45, IF: 4.098) Luis Gomes, Zita Vale, Juan M. Corchado, “Multi-Agent Microgrid
Management System for Single-Board Computers: A Case Study on Peer-to-Peer Energy
Trading", in IEEE Access, vol. 8, pp. 64169-64183, 02 April 2020, Doi:
10.1109/ACCESS.2020.2985254.

Besides the mentioned publications, the author also had the opportunity to review 11 papers
during his PhD program. The revision process helped the author to better understand the side of
reviewers and how the review process is conducted. This insight enabled professional growth on how
a publication should be written and presented. The revisions done are lists as follows:

(2020, IF: 3.343) one manuscript revision for the International Journal of Energy
Research;

(2019, IF: 3.456) one manuscript revision for the Sustainable Energy Technologies and
Assessments journal;

(2019, IF: 8.426) one manuscript revision for the Applied Energy journal;

(2019, IF: 3.022) four manuscript revisions for the Electric Power Systems Research
journal (special issue for the XXI Power Systems Computation Conference 2020);

(2019, IF: 5.768) one manuscript revision for the Future Generation Computer Systems
journal;

(2019, IF: 4.495) one manuscript revision for the Energy and Buildings journal;
(2019, IF: 2.707) one manuscript revision for the Energies journal;

(2019, IF: 0.757) one manuscript revision for the Discrete Dynamics in Nature and Society
journal;

(2017) one manuscript revision for the International Federation of Automatic Control
(IFAC) 2017 conference.
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The described context allowed the author to grow as a researcher, but that was not all the contact
the author had with academic and research fields. The author also had the incredible opportunity to
supervise and co-supervise 21 undergraduate students and teach two courses in the ISEP’s computer
engineering degree, from 2017 to 2019. All these experiences, by themselves, made this PhD an
amazing and successful journey.

1.4. Thesis organization

The present document is divided into five chapters that describe the work conducted during the
PhD. Chapter I, the current chapter of “Introduction”, does the needed introduction of the work,
detailing the motivations, research questions, and the PhD context. In the PhD context section are
detailed the main research contributions and the university requirements for the PhD conclusion.

Chapter Il, “Context”, is dedicated to the state-of-the-art, where the main concepts addressed in
the PhD are explained. Besides the research state-of-the-art, it is provided, when applicable, a market
analysis, identifying development opportunities. The addressed concepts are: microgrids, multi-
agent systems, transactive energy, demand-side management, internet of things, single-board
computers, competitor analyses, and open source and software licenses. The concepts were
described according to their applicability in microgrids. The open source and software licenses were
included because of their relevance for software systems.

Chapter lll, “Proposed Systems”, presents the conception and development of the three solutions
proposed in this PhD, and that were conceived, developed, and tested during the PhD research. As
introductory section, all three systems are described according to their motivation. The described
systems are: virtual to reality (V2R) emulator, environmental awareness smart plug (EnAPlug), and
the single-board computer for energy (S4E).

Chapter IV, “Deployment and Case Studies”, describe, present and analyse the results of multiple
use cases applied to the three systems described in Chapter Ill. The chapter is divided into three
sections that describe the use cases of each proposed systems. In each section present three use
cases. Most of these results already have been published in papers and/or open access datasets.

To conclude this document, Chapter V presents the “Conclusions” of the PhD work. It also
includes, a looking forward section detailing the next steps for the three proposed systems.
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11.1. Demand-side management

The continuous grow of consumption and distributed energy resources, namely from renewable
energy sources, has great impact on the electrical grid. To avoid high consumption peaks, the concept
of demand-side management (DSM) was introduced to enable an energy demand decrease in the
end-user side. In 1985, the IEEE Terminology Task Force defined DSM as:

“The planning and implementation of those utility activities designed to influence
customer use of electricity in ways that will produce desired changes in the utility's load
shape, i.e., changes in the pattern and magnitude of a utility’s load. Demand-side
management encompasses the entire range of management function associates with
directing demand-side activities, including program planning, evaluation, implementation,
and monitoring. Opportunities for demand-side management can be found in all customer
classes, including residential, commercial, industrial, and wholesale.” (IEEE Terminology
Task Force, 1985)

In the literature, there is not a consensus classification of DSM types, with multiple authors
defending different types. In (Hungerford, 2015), there are three major application types: energy
efficiency, energy conservation, and demand response. Other three types are proposed in (Riaz,
2017): energy efficiency, demand response, and dynamic demand. In (Palensky, 2011), four types are
defined: energy efficiency, time-of-use, demand response, and spinning reserve. Although different
characterization is proposed, it is consensual that DSM can be grossly divided in energy efficiency and
demand response. The demand response concept in DSM can be seen as end-user’s participation in
smart grid. In this PhD research, because energy efficiency is out of scope, DSM will be focused on
the ability of end-users to make changes in their energy demand considering smart grid participation,
such as demand response programs or peer-to-peer (P2P) energy transactions.

The application of DSM has an impact on end-users’ energy profile, and it can result in rebound
peaks. This is a direct result of end-users consumption shifting from on-peak periods to off-peak
periods, creating new on-peak periods (Zhang, 2019). This issue can be solved by individualizing
demand response programs by areas, avoiding collective shift of end-users (Hayes, 2017).

The developments and implementation of DSM methodologies can be divided in two groups
(Barbato, 2012)(Gomes, 2013b): online, and offline. If a methodology is executed prior to control
signals, it is considered offline, being the case of scheduling algorithms. If the execution matches the
control signals, it is considered working in online, being the case of real-time optimization algorithms.

To not impact, in a negative way, the users’ comfort, DSM must take into consideration the users’
preferences (Gomes, 2013a). In (Mahmood, 2015), a survey have been made regarding DSM
applications that considers and benefits the user’s comfort, eight publications were analysed:
demand response management via real-time electricity price control in smart grids (DRM) (Qian,
2013), intelligent home energy management system to improve demand response (IMEM) (Ozturk,
2013), modelling for residential electricity optimization in dynamic pricing environments (MREODP)
(Hubert, 2012), optimal power scheduling methods for demand response in home energy
management system (OPSMDR) (Zhao, 2013), genetic-algorithm-based optimization approach for
energy management (GABOAEM) (Arabali, 2013), algorithm for intelligent home energy management
and demand response analysis (AIHEMDR) (Pipattanasomporn, 2012), demand-side management in
smart grid using heuristic optimization (DSMSGH) (Logenthiran, 2012b), and optimal power
scheduling for smart grids considering controllable loads and high penetration of photovoltaic
generation (OPSSG) (Ziadi, 2014). Solutions for DSM and energy management systems must be tested
and validate using proper tools, such as the household simulator proposed in (Gomes, 2017a).

The users’ comfort can be modelled by attributing priorities to energy loads. The prioritisation of
loads is usually done using individual weights representing the priority of the user. This can be seen
in several published works, such as in (Liu, 2012) where the forecast of renewable resources and
market prices is used in a resource optimization algorithm. In (Yang, 2018), it is proposed a resource
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optimization algorithm to maximize users’ comfort. In contrast, in (Joo, 2017) is proposed the
minimization of discomfort and energy costs, while complaint with the used resources constraints.

Currently in Europe, the CROSSBOW project, involving eight South-Eastern European countries is
creating an aggregation platform for the use of DSM, renewable energy resources, and electrical
energy storage (Hasan, 2018). In this project, a survey in which nine operators of the eight countries
participated, concluded that the size of DSM is not enough when compared to the total generation
and consumption. In (Mehra, 2018), the main conclusion is that DSM can reduce the microgrid need
of solar panels and storage units if a real-time management and control is implemented.

DSM can be found in literature in multiple implementations using demand response programs.
However, there are implementations of DSM that are implemented in the level of energy
management systems, managing the demand in the user-side even without the application of
demand response programs. In (Sobhani, 2019), a distributed DSM enables the end-user’s
individually optimization of energy consumption and storage, while achieving the convergence of
end-users’ profiles. A game theoretic model for DSM is proposed in (Noor, 2018), where storage units
are considered and used in load shedding hours — periods when users are incentivised to reduce their
energy demand from the grid. In the School of Renewable Energy Technology at Naresuan University,
a DSM algorithm for storage units was implemented (Mansiri, 2018). The university’s microgrid has
540 kWh of storage capacity and it is used for consumption (i.e., charging mode) and generation (i.e.,
discharging mode) when needed.

The application of DSM is an opportunity to naturally reduce energy cost, by optimizing resources’
consumption, as well as it is an opportunity for end-users to actively participate in transactive energy,
namely demand response programs. However, this opportunity can vanish if not well implemented.
The users’ comfort must be taken into consideration.

1.2. Transactive energy and demand response

Transactive energy (TE) is a relatively new concept that promotes distributed economic benefits
for end-users in order to control the balance between energy demand and energy supply. There are
two main definitions of TE, one from the GridWise Architecture Council, and another from the Smart
Grid Dictionary, respectively:

“A system of economic and control mechanisms that allows the dynamic balance of
supply and demand across the entire electrical infrastructure using value as a key
operational parameter.” (GridWise, 2015)

“A software-defined grid managed via market-based incentives to ensure grid reliability
and resiliency. This is done with software applications that use economic signals and
operational information to coordinate and manage devices’ production and/or consumption
of electricity in the grid. Transactive energy describes the convergence of technologies,
policies, and financial drivers in an active prosumer market where prosumers are buildings,
EVs, microgrids, VPPs or other assets.” (Hertzog, 2013)

TE is the broader concept that integrates several end-user participation mechanisms and
methodologies, such as local markets and demand response (Abrishambaf, 2019). They can be
applied in any level of the smart grid, from transmission to distribution. The distributed operation of
a smart grid and its high penetration of RES and distributed generation makes the balance between
consumption and generation an issue that must be addressed (Tchuisseu, 2019)(Shirzeh,
2015)(Mukhopadhyay, 2013). TE can manage this balance by promoting economic-based models to
smart grid players. This includes small and medium players, such as buildings and homes, enabling
these end-users to participate in market trades, based on prices and energy blocks (i.e., quantities),
in a two-way negotiation model (Kok, 2016). The energy is seen as a transactable product among
smart grid players.
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A characterization of TE is proposed by (Kok, 2016), where TE is divided in four quadrants: top-
down switching, centralized optimization, price-reactive systems, and transactive control and
coordination. Figure 1 is an adaptation from the energy management matrix proposed in (Kok, 2016).

A
Price reaction Transactive control
Decisions on local
issues made + Full use of response potential + Full use of response potential
locally - Uncertain system reaction + Certain system reaction
- Market inefficiency + Efficiency Market
+ No privacy issues + No privacy issues
Top-down switching Centralized optimization
Decisions on local
issues made - Partial use or response potential + Full use of response potential
centrally - Uncertain system reaction + Certain system reaction
- Autonomy issues - Privacy and autonomy issues
- Low scalability

One-way Two-way
communications communications

Figure 1. Energy management matrix proposed in (Kok, 2016)

The top-down switching quadrant consists of the traditional demand response programs that
relay on signal flowing in the grid to remotely switch end-user's loads (Kok, 2016). The control,
allowed in this quadrant, does not take into consideration the user’s comfort, and the result of the
control relies on estimations of the end-user baselines. Because only switching control is provided,
the end-user potential is not entirely used. In (Zhu, 2015), the demand response program of direct
load control is used to provide a remote control over end-users’ loads. A direct load control program
for distributions system operator and aggregators using teletraffic tools is proposed in (Neglia, 2018).

The centralized optimization approach comprises two-way communication between end-users
and the centralized optimizer that will optimize all resources, as a whole, and control/schedule them
(Kok, 2016). Being a centralized system, it suffers from the same disadvantages of a centralized MAS,
the scalability becomes an issue and changes in the end-user's loads usually demand changes in the
centralized optimization algorithm. The centralized optimization approach can be seen in the
literature, in publications, such as in (Wang, 2018) where a scheduling model for end-users’ resources
is proposed, and (Silva, 2014) where a centralized optimization algorithm is used to apply demand
response programs to maximize the grid profit and minimize the costs.

Although difficult to predict the result, price-reactive approach is easy, private and give to end-
users the responsibility of managing his/her loads as they like (Kok, 2016). The signalling of prices to
the end-users transfer to the end-user the responsibility to manage the loads or pay more for his/her
consumption. Lower prices will stimulate end-users to increase consumption while high prices will
result in a decrease of the consumption, and/or increase of generation (Faria, 2011). In demand
response there are a several programs priced-based that can be used for price-reactive systems, such
as in (Liu, 2017) where price signals are used for grid’s stability and reliability, or in (Ramdaspalli,
2016) where a real-time market for price-based control is done in heating, ventilation, and air-
conditioning (HVAC).

The last quadrant of transactive control and coordination enables all the benefits from the others
by promoting a market-based approach where end-users are represented by agents or energy
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management systems capable to communicate, interact, and negotiate with smart grid players (Kok,
2016). End-users can communicate their energy bids by using bid curves, and these bids are
aggregated in each level until they reach the market, this way, privacy over end-user's data are saved
(Pinto, 2016). (Fuller, 2011) defines that to be able to participate in transactive control, end-users
need to have three abilities: “change its energy consumption based on the cleared market price”,
“determine the price it is willing to pay for electricity”, and “bid its desired demand”. Examples of
transactive control can be found in (Gazafroudi, 2019) where end-users submit bidding curves, or in
(Katipamula, 2015), where a methodology is proposed for transactive control which can be integrated
in building automation systems.

Currently, there are several methodologies and practical implementations of TE. In (Liu, 2017) the
authors present a state-of-the-art review on transactive energy. The Clean Energy and Transactive
Campus Project, developed in the U.S.A., by the Pacific Northwest National Laboratory with the U.S.
Department of Energy is using the open source solution VOLTTRON to deploy transactive energy using
a local market within buildings (Hao, 2013). In Europe, the Flexiblepower Alliance Network uses the
open source EF-Pi for demand-side management (DSM) and the open source PowerMatcher to
enable transactive energy to balance distributed energy loads (Kok, 2013).

TE allows P2P transactions among end-users, potentiating the decrease of energy cost and the
active participation of end-users. In (Forfia, 2016), a P2P market is proposed, where grid operator
supervises P2P markets. A broader review of existing projects using P2P trading can be seenin (Zhang,
2016a). Simulations of P2P transactions can be found in the literature in works, such as (Zhang, 2018)
where a non-cooperative P2P auction model using Nash equilibrium is proposed, (Alam, 2019) where
an algorithm to coordinate P2P trading and DSM is proposed, and (Morstyn, 2019) where price
adjustments are applied in P2P auctions trading.

The blockchain enables a fully distributed market without any centralization. This concept is
compatible with smart grids and specially with P2P transactions. The PeerEnergyCloud project, in
Germany, uses a cloud-based approach for P2P market (Brandherm, 2012). End-users, participation
in this project use optical fibre connection to the cloud and cloud-based forecasting services in order
to participate in the cloud-based P2P market. The T77 project, in Bangkok, did its first P2P trade in
22" August 2018 but it keeps growing (Fry, 2018). When finished, the project will have a total peak
of 400 kW photovoltaic generation that can be trade among end-users, having a generation peak
higher than the community’s energy demand.

The Brooklyn project, in the U.S.A., is maybe the best known microgrid with P2P transactions using
the distributed ledger of blockchain (LO3ENERGY, 2018). Brooklyn microgrid enables the willing
participation of end-users, allowing end-users to transact energy among them by specifying the
maximum price to pay for energy source. This model facilitates end-users to prioritize the energy
source that they want, freeing them from using non-renewable sources. This project was able to
integrate around fifty end-users, where Transactive Grid elements (a.k.a. TAG-e meters) were
deployed (Cardwell, 2017). In Brooklyn it is used a virtual microgrid that uses public transmission
lines, the end-users do not share a private network independent from end-users that are not part of
the microgrid. Therefore, transactions are made in a contractual level.

Energy P2P trading can be implemented in under-developed countries to improve the quality of
lives in communities. The trading of energy can be achieved by applying several business models and
market models (Pinto, 2016). A different energy trading project was implemented in Rampur and
Manpur, in India (Singh, 2018). In each village, were distributed solar panels among chosen people,
while rechargeable resources, such as LED bulbs, were distributed among the community. The
community can trade uncharged LED bulbs with charged LED bulbs or rent solar panels to charge the
LED bulbs. The payment of transactions is defined and agreed between buyers and sellers. The project
results showed that between 27 % and 45 % of payments were made without using cash.
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Demand response (DR) programs can be seen as part of TE, providing mechanisms to enable the
active participation of end-users in smart grids. The U.S. Department of Energy defined DR as:

“Changes in electric usage by end-use customers from their normal consumption
patterns in response to changes in the price of electricity over time, or to incentive payments
designed to induce lower electricity use at times of high wholesale market prices or when
system reliability is jeopardized.” (U.S. Department of Energy, 2006)

The differentiation among transactive energy and DR is not clear. Both can use price variations to
promote the change of consumption profiles in the end-user-side. By analysing both definitions, DR
can be used for grid stability while transactive energy is used to balance demand and generation.

DR programs can be price- or incentive-based (Faria, 2016a)(Yan, 2018). Price-based programs fall
into the definition of transactive energy (Li, 2019), they use price variations to promote changes in
end-user consumption profiles. Incentive-based programs reward end-users that changed their
consumption by request (Yu, 2017), they need previous communication and usually an opt-in or opt-
out action from the end-user. There are several DR programs that can be used in a microgrid, and
some required a minimum of participation (i.e., a reduction of 20 MWh). End-users are usually below
the minimum participation and they cannot directly participate in such programs. The participation
of end-users is enabled by aggregators that create end-user collectives to achieve the minimum
required by the DR program (Hansen, 2016).

The use of transactive energy and DR programs have a major impact on how end-users participate
in the smart grid context. In this PhD research, a P2P transactive market for microgrid was conceived
and developed. Also, the work on this PhD research did not limit the solution to a P2P market,
enabling future developments and integration of new TE models. Regarding the end-user
participation in DR programs, the solution conceived in this PhD research integrated energy loads
optimization mechanisms that can be used to reduce the end-user energy demand and participate in
DR programs.

11.3. Microgrids

Power systems paradigm is evolving into a decentralized system over the old centralized system.
The smart grid is the new key concept that will transform how energy is produced, distributed and
consumed (Farhangi, 2010)(Fang, 2012). This will have a significant impact in larger players, such as
distribution utilities, but also in end-users. The end-users, including small and medium players, will
be requested to be part of the smart grid (Bayat, 2015)(Wei, 2016)(Steriotis, 2018). The
decentralization of power systems potentiates the rise smart grids and microgrids (Mendes,
2011)(Tian, 2016)(Long, 2018).

There is not a unique conceptual description of microgrid, but two definitions are commonly used:
one from the United State Department of Energy Microgrid Exchange Group, and another from the
CIGRE Working Group C6.22 Microgrids Evolution Roadmap, respectively:

“A microgrid is a group of interconnected loads and distributed energy resources within
clearly defined electrical boundaries that acts as a single controllable entity with respect to
the grid. A microgrid can connect and disconnect from the grid to enable it to operate in
both grid-connected or island-mode.” (Ton, 2012)

“Microgrids are electricity distribution systems containing loads and distributed energy
resources, (such as distributed generators, storage devices, or controllable loads) that can
be operated in a controlled, coordinated way either while connected to the main power
network or while is landed.” (Marnay, 2015)

The CIGRE Working Group C6.22 Microgrids Evolution Roadmap also provides important
definitions for generators, storage devices, and controlled loads. These resources are important
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enablers for microgrids and smart grids, allowing future applications of transactive energy, demand-
response programs and demand-side management.

Although renewable energy sources (RES) are common in microgrids, they are not mandatory.
Therefore, CIGRE C6.22 Working Group currently defines generators as being “all sources possible at
the scales and within the context of a microgrid”. The use of RES is important to combat the climate
change that it is a reality and must be addressed (Quéré, 2018). However, the use of RES brings
generation volatility impacting the amount of generation and energy prices. Trying to solve this issue,
end-users are called to actively participate in the smart grid and microgrid contexts by adjusting their
energy demand according to energy prices and available generation (Rintamaki, 2017).

The active participation of end-users enables a high penetration of RES in the grid. In (Nwulu,
2017) itis proposed an advanced interactive multidimensional modelling system to minimize the cost
of fuel generators by maximizing RES use and by applying demand response. A microgrid’s load
dispatch considering wind turbines and electrical vehicles is proposed in (Shi, 2018), by applying a
multi-objective optimal model. A day-ahead scheduling and intraday dispatch model for the grid of
Hainan Island, in China, is proposed in (Chen, 2016).

The definitions from the United State Department of Energy Microgrid Exchange Group and the
CIGRE Working Group C6.22 Microgrids Evolution Roadmap are not clear regarding the geographical
extension that a microgrid may have. They state that a microgrid is a “group of interconnected loads
[...] within clearly defined electrical boundaries” and that they are “electricity distribution systems
containing [ ...] resources”. These definitions do not clarify the size of a microgrid, that can vary from
a single building, as seen in (Jin, 2017), to extensive local areas, as presented in (Anderson, 2011),
where a microgrid with about 14,000 residents, a peak of 2 MW photovoltaic generation, and 3 MW
of diesel generation is presented.

A microgrid can use direct current (DC) or alternating current (AC) (Justo, 2013). In the main grid,
the standard is AC, providing AC at end-users’ buildings. But, in a microgrid with DC resources, it is
possible to create an entire DC network. The majority of our home appliances convert AC to DC,
usually using inefficient converters. If a microgrid with DC energy sources, near end-users, uses an
AC network, it will have DC-AC-DC conversions for most of our consumption (Justo, 2013). DC
microgrids avoid the current conversion but also make it impossible to connect the microgrid to the
main grid, unless a DC-AC invertor is used. Hybrid microgrids, using both DC and AC, are also a
possibility (Eghtedarpour, 2014).

The microgrid can have the possibility to be disconnected from the main grid, allowing its current
operation even when the main grid is down. This capability is important when natural disasters
happen. In 2012, the hurricane Sandy left downtown Manhattan without power, but the New York
University microgrid disconnected itself from the main grid and provided energy using the islanded
operation mode (Wald, 2012). Also, in Japan, during the massive earthquake of 9.0 magnitude on
11t May 2011, followed by a tsunami, the Sendai Microgrid demonstrated its value by supplying
energy to one hospital and one nursing facility during the three-day blackout (Hirose, 2013).

As seen in Sendai Microgrid and New York University, microgrids can be very reliable during
disasters. By operating in islanded mode, they can provide energy to end-users and even save lives.
After the hurricane Maria reach Porto Rico in 2017, the island took eleven months to restore the
energy in the entire island (Campbell, 2018). The Puerto Rico Energy Commission (PREC) understood
the crises and new legislation for microgrids’ developments on the island were passed. PREC specified
that microgrids must have at least 75 % of their energy supplied from renewable sources, and three
types of microgrids were specified: personal, cooperative, and third-party microgrids (Runyon, 2018).

When operating in islanded mode, the microgrid is responsible for its grid frequency (Bevrani,
2016). To connect to the main grid, the microgrid first needs to synchronize its frequency with the
main grid (Choi, 2019). However, it is not mandatory for a microgrid to provide connectivity to the
main grid. There are off-grid/remote microgrids that cannot be connected to the main grid (Chalise,
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2016), because they do not have a physical electrical connection. This is the case of several microgrids
developed in islands or remote areas.

The involvement of people in a microgrid is an important feature. Microgrids can be developed
everywhere and are for everyone, including people without any knowledge of power and energy
systems. This is especially true in cases of off-grid microgrids developed in remote communities, such
as villages and islands. The inclusion of these people in microgrid’s management can increase the
efficiency of resources use and provide continuous support and maintenance of equipment and
resources (Jimenez-Estevez, 2014). Not different from the main grid, microgrids also have stability
issues that must be addressed (Farrokhabadi, 2019). Therefore, the need of operational training is
necessary for the continuous microgrid operation.

As referred before, the New York University microgrid can operate in islanded mode, avoiding
main grid blackouts. Besides this capability, the main advantages of this microgrid are the annual
energy savings, between 5 and 8 million dollars, the 68 % decrease in pollutants (according to the
United States Environmental Protection Agency, EPA, criteria), and the 23 % decrease in greenhouse
gas emission (Overton, 2014). Still in the United States of America, the University of California in San
Diego (UCSD) developed a campus microgrid, enabling annually savings of 8 million dollars and
generating 92 % of its annual consumed energy (Washom, 2013). This enables UCSD to participate in
demand response programs, being the largest end-user participating in demand response programs
of San Diego Gas & Electric (Francklyn, 2018). In China, the University of Hangzhou Dianzi has the first
microgrid to achieve a photovoltaic generation penetration of 50 %, while diesel generators provide
the remaining 50 % (Zeng, 2014). Storage units are used to store the surplus energy generated by the
photovoltaic panels, so it can be used during periods without enough photovoltaic generation. The
use of microgrids in University campuses is common as they enable energy cost reduction and enable
the University staff to interact and conduct research over microgrids, acting as real-size testbeds for
the university’s research centres. Some, such as the GECAD microgrid, enable the combination
between real, simulated and emulated buildings and resources (Gomes, 2019a).

A microgrid for transactive energy has been developed in Brooklyn. This is a virtual microgrid that
uses the existing electrical lines available without being able to operate in islanded mode. More
information about this microgrid is included in section 11.2. Because microgrids provide independency
from the main grid, microgrids are often used in military premises. One of the pioneer military
projects was the Smart Power Infrastructure Demonstration for Energy Reliability and Security
(SPIDERS) (SPIDERS, 2015), that developed three microgrids in military bases (Anderson, 2011). The
biggest microgrid, developed under project SPIDERS, is located in Fort Carson base in Colorado,
U.S.A., that is the house of about 14,000 people. Smaller developments can also be seen, such as in
Wheeler Army Airfield and Schofield Barracks East Range (Skowronska-Kurec, 2012).

Remote and off-grid locations can benefit from microgrids, enabling high penetration of RES and
easing the management of grid and energy transmission. Natural off-grid remote locations, such as
islands or remote villages, are perfect to developed microgrids that can change the live of people,
providing continuous energy distribution, boosting local economy, and improving life quality. The Isle
of Eigg microgrid was completed in 2008 (Chmiel, 2015). Before its development, the island was
dependent on private individual generators, that were used inside people. With the microgrid, the
island started using renewable generation with a peak capacity of 197 kW — 119 kW of hydro power,
24 kW wind power, and 54 kW photovoltaic power —and a 160 kW backup diesel generator (Chmiel,
2015). In Chile, the Huatacondo microgrid enables and enhances the participation of end-users using
a social SCADA where end-users manage the microgrid (Jimenez-Estevez, 2014). The social SCADA
monitors the microgrid and provides decision support to end-users (Palma-Behnke, 2011). In Canada,
a microgrid was developed in the remote bay of Hartley Bay, resulting in annual savings of 77,000
litters of diesel (Wrinch, 2012). This microgrid uses demand response programs, targeting commercial
buildings, to reduce peak demands (Wrinch, 2012).

The use of microgrids in remote areas brings new opportunities to communities. Since 2010, IEEE
Smart Village is creating partnerships to develop microgrids in poor and remote locations (IEEE Smart
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Village, 2019). In India, they partner with the Global Himalayan Expedition (GHE) to electrify several
villages located above 4,000 meters (Anderson, 2017). One of these microgrids electrified the 1,000-
year-old Lingshed Monastery and the Lingshed School, that had never been electrified before. These
microgrids, developed by GHE, use DC networks. The GHE developed and installed LED lights, LED
high-definition (HD) televisions, and LED streetlights. In order to generate income to support new
microgrids, the new electrified villages are announced as touristic remote locations where tourists
can go and stay. Since 2014, and until now, the GHE already electrified 22 villages using 95 microgrids
with a total capacity of 19.6 kW, where 2,000 LED lights, 36 LED TVs, and 60 LED streetlights were
installed, resulting in an annual reduction of 157 tons of carbon dioxide (CO;) released to the
atmosphere (Anderson, 2017). The GHE also installed innovation centres with consumptions under
150 W, with satellite internet access, low-power computers, and LED monitors (Anderson, 2017).

Founded in 2013 in Nigeria, the Green Village Electricity (GVE) is a partner of IEEE Smart Village.
The GVE already electrified more than 1,000 households. The impact of GVE microgrids is vast, in
Egbeke it reaches more than 3,000 people, and between 200 to 500 households were reached in
each of the Bisanti, Kolwa and Onono-Anam microgrids (Anderson, 2017). The Bisanti microgrid
achieved a record of one year without energy interruptions, beating some of the electrified cities of
the country (Anderson, 2017). Considering consumption peak and available generation, this type of
microgrids is much smaller than the previously described microgrids of University campus and
military bases, and it is not based on high technology solutions, but it has the potential to change
lives and communities, truly showing the benefits and the empowerment provided by microgrids.

The above referred microgrids are only a few examples. In the last years, the development of
microgrids is booming. The microgrid annual capacity of 2018 was 1,231 MW for remote microgrids,
and 1,463 MW for grid-tied microgrids, but projections indicate significant grows, reaching 4,230 MW
for remote microgrids and 11,576 MW for grid-tied microgrids in 2027 (Wood, 2018). Also, the
microgrids market is expected to grow from USD 17 billion, in 2017, to USD 33 billion in 2023, with a
Compound Annual Growth Rate (CAGR) of 11.5 % (IMARC Group, 2018).

In the held microgrid state-of-the-art, several microgrid features have been identified: grid-tied
or off-grid, building or local-area, DC or AC, and personal or cooperative or third-party. Figure 2 shows
the proposed model for microgrids characterization, considering the state-of-the-art. The model seen
in Figure 2 categorizes a microgrid implementation, and not its operation type. A microgrid can be
managed using a centralized or a decentralized system. Since several management systems have been
proposed in the literature, it is convenient to use simulators, such as the one proposed in
(Abrishambaf, 2016), capable of simulating and testing management systems in a microgrid
environment using real-time simulations.

Microgrid

.//R.

Grid-tied Off-grid

—

Building Local-area

—

DC AC

Personal Cooperative

Third-party

Figure 2. Microgrid characterization
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There is a clear opportunity in microgrids. They have the potential to grow in near future and
solutions for microgrid management must be ready to be deployed in heterogenous locations. This
PhD research takes this opportunity and conceived, developed and promoted a dynamic and
distributed microgrid management system that can be easily deployed almost everywhere.

11.4. Multi-agent systems applications in energy
management systems

An energy management system (EMS) enables the management of energy loads and energy
resources with, or without, interaction with other players. In a microgrid, there is a combination of
players, such as consumers, producers and prosumers, that share a physical location and grid — they
should be physically connect among them. The energy management system of a microgrid,
centralized or distributed, must take into consideration that there are individual end-users in the
microgrid. The use of multi-agent systems (MAS) enables the modelling of microgrids, having into
consideration the individually goals of end-users and the main goal of the microgrid.

MAS belong to artificial intelligence field and have an efficient fit in the smart grid context, and
microgrids can also benefit with MAS (Dou, 2013)(Malik, 2016). In the microgrid context, each end-
user can manage its own energy and can interact with other end-users and the microgrid operator.
The end-users’ individual representation in the microgrid, as well as other agents, such as the
microgrid operator, can be done using agents in a MAS. According to (Wooldridge, 2009), each agent
must have the following abilities:

=  Reactivity — to environment changes that happen in the physical world and in the
computational world;

=  Pro-activeness —to achieve the agent’s individual goals, agents must act and change their
behaviour to pursuit the individual goals;

= Social — to enable the interaction with other agents, enabling discovery of new agents
and build direct communications to collaborate, cooperate or compete with other agents.

In a microgrid context, MAS can be used for operation and end-user representation. Agents in a
microgrids can use the abilities proposed by (Wooldridge, 2009) as follows: reactivity can be used to
allow end-users to react to grid events and energy loads and resources changes, pro-activeness can
be used to allow end-users to pursuit their individual goals that can be aligned, or not, to the
microgrid’s goals, and social ability can be used to enable end-users to exchange information and
energy among them and with external players (e.g., aggregators).

The operation of microgrids can be centralized and/or decentralized, and this can be model by
MAS. In a centralized MAS, the decision is made in a single centralized/control agent responsible to
manage all the system (Colson, 2011). The centralization of management demands all agents to send
data and reply to the control agent (Karavas, 2015), meaning that the minimum needed
communications is equal to the number of agents in the MAS (Colson, 2011). To allow a centralized
MAS, there should be a synchronized mechanism for all communications (Yorino, 2015), usually
provided by the control agent (Colson, 2011). The communications from all agents to the control
agent, and vice-versa, can be compared to a star topology, where the control agent is in the centre
and all the other agents are directly connected to it.

Centralized MAS applied to EMS can be found in literature. An EMS to ensure the continuity of
power supply, using an agent-based controller is proposed in (Digra, 2013). A microgrid with a
centralized MAS operation system was developed in the island of Kythnos, in Greece (Chatzivasiliadis,
2008). A day-ahead, hour-ahead and near real-time EMS is proposed in (Silva, 2014) using a
centralized MAS. A mixed-integer nonlinear programming algorithm is proposed in (Marzband, 2013)
for the centralized management of microgrids in islanded mode. The centralized approach minimizes
decision conflicts among agents (Karavas, 2015). However, it lacks enough reliability, because all
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management is done by a single agent, meaning that the control agent is a single point of failure
(Colson, 2011). The complexity of a centralized MAS can escalate very quickly with the deployment
of new agents (Karavas, 2015)(Khan, 2017). Ultimately, the deployment of new agents can severely
impact the control agent, usually requiring changes in the management methods and algorithms
while demanding the re-code of the control agent (Karavas, 2015)(Khan, 2017)(Colson, 2011).

To avoid the issues of a centralized approach, decentralized MAS can be used, where decisions
are distributed among agents, promoting agent communications and cooperation (Karavas,
2015)(Colson, 2011). In a decentralized approach, a total of n(n — 1) /2 communications are possible
(Colson, 2011) — where n represents the number of agents in the MAS. The number of possible
communications is higher in a decentralized approach, but there is no need of synchronized
communications because they can be asynchronous (Colson, 2011). A decentralized MAS increases
reliability, failure tolerance and scalability (Karavas, 2015)(Khan, 2017)(Colson, 2011).

A MAS for real-time control and management in a decentralized microgrid is proposed in
(Logenthiran, 2012a), where real-time digital simulators (RTDS) are used. A decentralized frequency
control MAS for autonomous microgrids is proposed in (Liu, 2014). An event-triggered average
consensus for MAS communications is proposed in (Wang, 2015). And an event-triggered, with
cooperative control design for uncertain MAS is proposed in (Zhou, 2017). In (Yorino, 2015), the
author proposes a control scheme for onload tap-changing transformers. Although decentralised
MAS solve some issues when compared to the centralized approach, they arise some issues regarding
performance during big disturbances in the system (Dou, 2014), because there is no control agent
that can easily manage the system disturbance. Trying to solve this, (Yorino, 2015) proposes a MAS
where agents collaborate using a blackboard, reducing the number of agents’ communications.

Agents in a MAS can be event-triggered and/or self/time-triggered (Brunner, 2019). These
specifies how/when actions and communications occur inside the agent. The event-triggered agents
are triggered every time a specific event happens in the agent’s environment (Yang, 2019). A self-
triggered event is triggered by the agent itself, such as a loop or time alarm (Tahir, 2015). Agents can
implement simultaneously event- and self-triggered communications, taking advantage of both, as
seen in works, such as (Almeida, 2017), (Brunner, 2019), and (Wang, 2019).

MAS can be characterized by their organization type, that defines their behaviours regarding roles,
relationships, and structure of authority. According to (Horling, 2004), there are a total of ten
organization types applied to MAS: hierarchies, holarchies, coalitions, teams, congregations,
societies, federations, markets, matrix organizations, and compound organizations. Figure 3 is an
adaptation of multiple figures from (Horling, 2004), where all organizations types are demonstrated.

The hierarchical organization is one of the oldest organization types, and it is a simple organization
where agents are interconnected according to its hierarchical level. Holarchies are groups of
individual hierarchical organizations, where each hierarchy can be a part of another hierarchy.
Coalitions are dynamic organizations that form temporary groups to achieve a common goal. The
coalition is formed using the individual goals of agents. In a team organization, a similar approach to
coalitions is applied, but the team is unified to achieve a common goal and not individual goals. The
aggregation of agents not by goals but by functionalities creates a congregation organization, where
similar agents are aggregated in a long-term aggregation. A society organization is comparable to a
human society where heterogenous agents can enter and leave at any time, but where agents are
rolled by law and norms specified in the society. The human democratic government organization is
also used in MAS, the federation organization defines groups of agents where each group is
represented by a single agent. This agent represents the group and it is delegated by the agents in
the group. A market organization tries to emulate markets, especially auction markets, where buyers
and seller communicate their needs. Matrix organizations start from the assumption that an agent
can be managed or influenced by several agents, building a complex connection matrix. The
presented organizations are not able to represent every scenario where MAS can be applied.
Therefore, the last organization, compound organization, allows the combination of the previous
organizations using virtual peers where each peer can have a different organization.
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Figure 3. MAS organizations

Smart grids can be perceived as compound organizations where each virtual peer represents a
player or group of players, and where each virtual peer can have multiple representative agents. For
instance, the energy market can use the market organization, a microgrid can use a society, coalition
or team organization, depending on its business model, and a building can use a hierarchical
organization to represent zones and energy loads and resources.

The study of MAS for microgrids reveals that it is common to divide the system by layers that
separate agents by functionalities. In (Vaahedi, 2017), a five-layer architecture is presented: physical
equipment layer, system protection and control layer, automation and control layer, “monitoring,
scheduling, optimization, and dispatch” layer, and “energy market, grid, and transactive operations”
layer. A hierarchical three-layer control system is proposed in (Azevedo, 2017): a distributed energy
resource layer with real-time control, a microgrids global control layer with near real-time control
(reacting in few seconds), and a microgrid optimization layer with delayed control (reacting in
minutes). Another MAS with hierarchical organization using a three-layer solution is proposed in
(Mao, 2014) with layers for: local control, central control, and system control. More layered MAS for
microgrids can be found in (Dou, 2016), (Logenthiran, 2015), (Yazdanian, 2014), and (Nunna, 2013).
In MAS applied in microgrids, layers are used to separate operation levels, aggregating agents by their
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energy management operation level (e.g., microgrids, energy markets, building optimization), or
control levels, aggregating agents by control speed and priority.

Moreover, it is common to develop MAS that represent different players, end-users, or resources.
In (Azevedo, 2017), five types of agents are proposed: load agent, renewable distributed energy
resource agent, conventional distributed energy resource agent, energy storage agent, and utility grid
agent. Ten more agent types are proposed in (Mao, 2014): distributed generation agent, load agent,
storage agent, SCADA agent, generation coordination control agent, economic dispatch control agent,
energy forecast agent, system operator agent, and static switch agent. More agent types can be found
in (Dou, 2016), (Yazdanian, 2014), (Wang, 2012), (Colson, 2011), (Amicarelli, 2016), and (Nagata,
2014). Agent types are usually developed and proposed to perform a single and specific task in the
microgrid context.

In this PhD research, it was conceived a MAS for microgrid operation using a distributed approach
with agents combining event- and self-triggered communications. The proposed solution uses a
compound organization. The use of MAS in microgrids is shown to be efficient and advantageous, as
seen in previous works. In the MAS, conceived in this PhD research, each agent represents an
individual consumer, producer or prosumer, and where each agent has an energy management
system capable of handling the end-user’s loads, resources, and needs.

11.5. Internet of things applied in energy management
systems

The internet of things (1oT) concept is not new, the first known loT device was a Coke machine in
1982 (Teicher, 2018). This machine was installed in the Carnegie Mellon University and enabled
remote monitoring using an internet connection. According to (Gubbi, 2013), loT can be seen as an
ecosystem where all physical devices, such as smart machines and objects, are all connected.
Nowadays, this concept expands to connect almost everything to the web, from smartwatches to
washing machines. For instance, our smartphones are loT devices with several sensors embed
(zanella, 2014). Because they are everywhere, and the market is still growing, loT devices must be
considered in energy-related solutions. By 2022 it is expected to have at least one IoT device installed
in 216.9 million homes worldwide (Statista, 2018).

The concept of smart homes facilitates the control over electrical equipment located inside end-
user’s building/home (Li, 2018)(Fernandes, 2014). The control over energy loads and resources
enables the application of demand-side management (Paudyal, 2019)(Gomes, 2014). This results in
end-users capable of remotely managing their energy and have an active participation in the smart
grid context. In (Correa-Florez, 2018), it is demonstrated how smart homes can be aggregated to
participate in the day-ahead energy market. In (Erdinc, 2015), a home energy management system
(EMS) able to participate in dynamic-pricing-based demand response program is proposed. The
active participation, demand-side management, and smart homes are beneficial for the smart grid
and end-users (Alquthami, 2018)(Liu, 2015). And this can be achieved by using IoT devices. In
(Mashima, 2016), loT devices are applied to enable the end-users’ participation in demand response
programs using a novel mobile app that centralizes loT devices. A context-aware autonomous control
lightweight loT device is proposed in (Serra, 2019).

The use of loT devices is important, and one key device used for EMS is the smart plug. In 2008,
Woods proposed the first “intelligent” plug for energy efficiency and savings (Daily, 2008); this was
the first publication able to be tracked regarding smart plugs. Smart plugs are key devices, because
they enable the retrofitting of electrical loads, providing remote monitoring and control over a
controllable load (i.e., the load connected to the smart plug) (Lee, 2014)(Alquthami, 2018)(Liu, 2015).
Therefore, it is possible to find, in the literature, smart plugs proposed for EMS. In (Morsali, 2012)
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and (Galioto, 2014) it is proposed two smart plugs for EMS integration. Smart plugs are used in (Heo,
2017) for a centralized EMS. In (Ganu, 2012), it is proposed a smart plug capable of identifying off-
and on-peak periods by analysing the voltage variations and it is able to control the controllable load
according to the period identification. A smart plug for consumption classification and profiling is
proposed in (Petrovié¢, 2017). This PhD research also proposed a new smart plug, with a distributed
EMS where each smart plug can learn from its environment and context (Gomes, 2018c).

The proposal for new smart plugs enables a possible evolution for smart plugs that are EMS-
friendly. However, it does not solve the current problem of having loT devices in our buildings that
are not used in energy management-related solutions. This must be addresses because loT devices
should be largely applied in EMS and smart homes in the scope of smart grids. The loT devices’ data
and capabilities could contribute to the increase of efficiency and reliability, and to the decrease of
energy prices for end-users (Faria, 2016b). loT devices, especially smart plugs, can be applied in
demand response programs to manage the consumption in end-users according to the available
renewable generation (Ghazvini, 2017). However, to build an efficient and intelligent EMS, smart
plugs comes with two problems, they are not truly smart, and they lack the ability to understand its
context and the controllable load (Gomes, 2018c).

The IoT devices available in the market have a clear problem of integration. Some devices are
completely closed systems, and others provide few or no information regarding how they can be used
by third-parties. The lack of standards and available application programming interfaces (APIs) are
the main reasons why there are few energy-related solutions using market available 10T devices.
Trying to solve this issue, there are publications that propose systems to integrate loT devices.

A framework for loT integration is proposed in (Barbierato, 2019), the framework also enables the
software-in-the-loop real-time simulation. In (Terroso-Saenz, 2019), a platform able to analyse
heterogeneous energy loT devices’ data is proposed. In (Gochhayat, 2019), a context-aware
architecture is proposed to provide services to the users. Both (Datta, 2014) and (Vallati, 2016)
propose architectures based on gateways for the simplification of development and deployment of
horizontal platforms. A decentralized approach for resource optimization is proposed in (Mocnej,
2018). All these frameworks have similar designs, but they have a big gap between theory and
implementation. Their architectures, and results are usually shown, but they do not provide open
source frameworks that can be actually used by other researchers.

In contrast, there are some open source solutions. Some are developed by open communities,
that enable the integration of market available 10T devices. Three open source solutions that must
be mentioned are: Home Assistant, Domoticz, and openHAB. These three platforms enable the
integration of market available loT devices, as well as the most common protocols used in loT. They
also provide an API to monitor and control the integrated loT devices. Therefore, if the developer
does not want to develop on-top of these solutions, they can still be used through the API, enabling
the EMS to monitor and control the IoT devices using the HTTP API.

Proprietary solutions, such as the ones provided by manufacturers, and more generic solutions,
such as Google Home, Amazon Echo, and Apple HomePod can integrate multiple loT devices, but are
not open for additional development. However, Google, Amazon, and Apple provide voice assistants
that transform our homes and enable users to control the house by voice as if it was a futuristic
house. In open source platforms, the voice control is usually not available by default, but can be
integrated using the open source voice assistant Mycroft.

Although loT devices are natural enablers for DSM, EMS, and the active participation of end-users
in transactive energy, they also have issues. The downside of 10T devices is related to what turn them
special, the connection to the web brings to 10T the inherent problems of data security and privacy
related to web communications (Frustaci, 2018)(Noor, 2019). These issues are already a reality in the
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energy field due to the large deployment of smart meters. In the U.S.A, the data privacy issue was
taken to the court and was ruled out that the energy data must remain private to comply with the
Fourth Amendment of the U.S.A. Constitution (Naperville Smart Meter Awareness v. City of
Naperville, 2018). Therefore, it is mandatory to protect user data to prevent the leakage and
exposure of sensitive data, such as home consumption.

Weighting all the advantages and disadvantages of |oT devices, the conclusion can be only one:
loT devices are here to stay and grow and cannot be ignored nor disregarded by energy management
solutions. loT devices are important enablers that provide retrofitting and allow the current
development of smart homes and EMS. Therefore, this PhD research takes advantage of such devices
and use them to enhance the final solution. In the author opinion, 10T devices and EMS paths should
be brought together in order to join forces and create new and novel solutions. To do so, this PhD
research proposes an evolution for context-awareness smart plugs with learning capabilities.

11.6. Single-board computers

Single-board computers (SBC) do not have a standard definition, although, most definitions agree
that they are computers built in a single board, comprising a microprocessor. A few years ago, in 2005,
Arduino project changed the way designers, developers and hobbyists work with low-level hardware
(Barrett, 2013). The Arduino board completely changed the normal person’s perspective towards
hardware, and now it is used almost everywhere, especially in education. This changed and the fast
adoption of such development board led, in 2006, a group based in the University of Cambridge’s
Computer Laboratory to address the need of a low-cost computing platform (Ortmeyer, 2014). In
2012, the result was announced, and Raspberry Pi was born (Lawler, 2012). This system-on-a-chip
(SoC) changed the market and started being used everywhere. Four years separates the release of
Raspberry Pi Model B and Raspberry Pi 3 Model B, but these four years make Raspberry Pi 3 Model
B ten times faster, than the first model.

Currently, there are a vast variety of SBC available in the market, assuming multiple forms, sizes,
specifications, and prices. In 2018 the market size was USD 600 million, but by 2025 it is expected a
size of USD 1 billion (Global Market Insights, 2019). These values are great accomplishments for a
new technology with less than ten years. Almost every month appears a new SBC in the market,
targeting specific fields and publics. For instance, the NVIDIA Jetson Nano Developer Kit targets the
development of artificial neural networks (NVIDIA, 2019).

The ability to have a full operating system, enables the use of high-level software, while the small
size, low-price, and low consumption bring new possibilities of system deployment (Johnston, 2014).
There are some solutions for energy management systems that are able to run in SBC, such as
VOLTTRON (VOLTTRON, 2019a), RIAPS (RIAPS, 2019), and dEF-Pi (dEF-Pi, 2019). Even not providing a
direct support, other EMS can be run in SBC, for example the Open-ADR VEN and VTN open source
version developed by the Electric Power Research Institute (EPRI) (Johnson, 2014).

The available general-purpose input/output (GPIO) pins in an SBC allows the integration of
sensors, actuators and communication protocols. This opens the possibility of having high-level
programming languages running in the SBC’s operating system connected to external hardware. In
(Vujovié, 2015), a fire-safety web-based sensor was developed and deployed in a Raspberry Pi,
communications use the onboard RJ45 connector to connect to the Ethernet. In a more recent
publication, a MAS for microgrid complying with IEC 61850 standard, FIPA specifications, and data
distribution service (DDS) standard was deployed in SBC (Cintuglu, 2018).

SBC have been used in energy-related scientific publications and research and development
projects. In (Drakontaidis, 2018) and (Matthews, 2017), the detection of grid anomalies in phasor
measurement units was executed by multiple Raspberry Pi units. In (Zhang, 2016b), the multi-level
microgrid control proposed in (Xiao, 2016) was deployed in multiple BeagleBone Black.
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Besides punctual solutions, the use of SBC in energy-related solutions is not yet well disseminated.
The real potential of SBC in microgrids and end-user’s buildings are yet to be achieved. The hardware
cost has decreased, allowing the emergence of more powerful SBC that can perform demand-side
management and transactive energy. The microgrid management system proposed in this PhD
research was conceived for SBC, enabling the easy deployment in end-user’s buildings.

1.7. Competitor analysis

This section identifies and analyses three available solutions for energy management systems in
end-user's buildings. The features of these solutions partially match the goals and objectives of this
PhD research. Therefore, understanding them is essential. This section addresses three open source
platforms that can be installed in SBC: VOLTTRON (VOLTTRON, 2019a), the resilient information
architecture platform for smart grid (RIAPS) (RIAPS, 2019), and the distributed energy flexibility
platform and interface (dEF-Pi) (dEF-Pi, 2019).

I.7.1. dEF-Pi and EF-Pi

The information detailed in this section is the result of the analysis of the available documentation
of dEF-Pi%, in (FAN, 2019). It is the successor of the energy flexibility platform and interface (EF-Pi),
f.K.a FPAI, and it was developed by the Flexible Power Alliance Network (FAN). The idea behind dEF-
Pi was creating an interoperable platform for DSM. dEF-Pi is an open source platform, available in
GitHub, licensed under Apache License (Versions 2.0). This platform can integrate several electrical
resources, allowing monitor and control over them. In the dEF-Pi specifications, resource types are
categorized by the Energy Flexibility Interface (EFI): inflexible, shiftable, adjustable, and storage. EFI
is a common language for energy flexibility, developed by the Netherlands Organisation for Applied
Scientific Research (TNO), one of the key members of FAN. The integration of resources can be
integrated using one of the available communication protocols, such as Zigbee, Z-Wave, IEEE 802.11
(i.e., Wi-Fi), and TCP/IP.

In dEF-Pi, an inflexible resource is a load that cannot be controlled, therefore, does not have
flexibility. Inflexible resources are also monitored, and its data can be used for other services, such as
forecasting algorithms. A shiftable resource is a controllable load that can be reallocated in time
according to the system needs, such as a washing machine. An adjustable resource provides a range
of control and flexibility, and it can be a generation resource or a consumption load without having
many control restrictions. Storage resources are adjustable resources with some type of storage (e.g.,
energy, heat, or cooling). These resources are usually associated with constraints, i.e. storage levels.

The previous EF-Pi was divided in the application driver, and the energy app. The application driver
was able to dynamically define the control limits of each load considering the user’s comfort. While
the energy app tried to monetize the end-user’s flexibility (i.e., difference between current
consumption and the minimum possible consumption). EF-Pi’s energy app was able to search, in local
area or in smart grid, all players and find the best way to monetize the end-user’s flexibility. The dEF-
Pi completely changed this paradigm, creating a distributed system using Docker images. All images
are controlled and instantiate by the orchestrator. dEF-Pi allows the integration of services that are
deployed in Docker images.

In the old version, EF-Pi, it was stated that it could run in an SBC and it was able to communicate
with external players in order to monetize end-user's flexibility. However, there is lack of information
regarding the new dEF-Pi. For instance, the official website of FAN only presents EF-Pi as a solution
developed by the alliance. Therefore, it is not entirely clear on how this platform operates in real
scenarios. Unfortunately, it was not possible to find publications regarding the deployment of dEF-Pi.

! https://github.com/flexiblepower/defpi-core
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However, according to (Waaij, 2015), EF-Pi was deployed in a German pilot during ESC project to
control heating clusters with combined heat and power units.

The dEF-Pi and EF-Pi solutions were studied, and they were coherent in their separation between
the integration of resources and the energy-related management. The possibility of adding new
integration protocols as well as new energy-related services provides a dynamic system that can grow
as needed.

I.7.2. VOLTTRON

VOLTTRON? was developed by the Pacific Northwest National Laboratory (PNNL), and it is a
platform for distributed sensing and control (Akyol, 2016). In 2012 was released the 1%t version and
in 2014 was released the 2" version VOLTTRON as an open source platform under Apache License
(Version 2.0). VOLTTRON is in its 4™ version, released in late 2016. In the official website of
VOLTTRON, appears one statement identifying the main goal and functionality of the platform, the
statement is from Terry Herr, from Intellimation company, and states that “We're [they are] working
to deploy VOLTTRON™ in a big way in buildings, where it will collect and send building automation
system data to the cloud for further analysis in order to optimize building system operations”. The
platform was conceived for retrofitting, allowing old buildings to become smart.

VOLTTRON is an agent-based platform developed in Python 2.7 and that can be deployed in SBC,
such as the small Raspberry Pi Zero W. The platform uses a distributed approach where no centralized
nodes are required. However, they can exist and be part of the system. Centralized agents are used
for service deployment, such as weather forecasting and monitor services. The platform also has a
Central Agent that provides a web service that works as a system graphical interface. In VOLTTRON
platform, there are three types of agents that can be used (VOLTTRON, 2019b): platform agents,
cloud agents, and control agents. The platform agents provide services that can be used by other
agents. The cloud agents provide the cloud connection and are able to store data in remote servers.
The control agents provide control over loads and resources. All agents can communicate with each
other’s and perform more than one role simultaneously.

VOLTTRON control agents integrate loads and resources using drivers, similar to dEF-Pi. There are
some ready-to-use drives that can be used, such as building automation and control networks
(BACnet), distributed network protocol (DNP3), Modbus/RTU, Modbus/TCP, Obix RESTful, Rainforest
Emu2 (an energy monitoring unit), and smart energy profile 2.0 (SEP2, IEEE 2030.5). VOLTTRON also
provides a driver compatible with ChangePoint’s charge stations; the largest company in U.S.A.
operating independent owned electrical vehicle charging networks. By being an open source
platform, it is possible to develop more drivers, such as the Zigbee driver developed in (Karami, 2018).

Agents, from VOLTTRON platform, use topic-based communication messages that allows the
agent to trade messages within itself and with the outside world (i.e., other agents). The exchange is
possible among agents in the same platform, but also with agents among different platforms. This
ability enables the use of transactive energy in the platform(s). Also, VOLTTRON is compliant with
OpenADR 2.0b. This interface considers agents as being virtual end nodes (VEN). The OpenADR
standard enables the autonomous response of end-users to demand response programs. The ability
of agents to participate in transactive energy and be compliant with OpenADR, transforms the
VOLTTRON into a complete system that is not only to be used as an EMS, but also allows DSM and
the active participation of end-users in the smart grid context.

VOLTTRON was already used and deployed in some projects and publications (Katipamula, 2016).
In (Huang, 2018) is proposed a two variable-air-volume fan control implemented in VOLTTRON and

2 https://github.com/VOLTTRON
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using a hardware-in-the-loop (HIL) real-time simulator. In (Huang, 2019), is proposed a transactive
control over a rooftop air conditioner unit using two demand response programs: demand limiting,
and real-time pricing control. This transactive control uses information regarding building occupancy,
and it was deployed in Washing State, in U.S.A., using SBC (there is no more detail regarding building
characteristics). A consensus-based distributed algorithm, for energy price between consumers and
producers, is proposed in (Pourbabak, 2018). This algorithm was tested using a Linux desktop, for
VOLTTRON platform, and sixteen independent agents deployed in sixteen Cubietruck boards. To
prove the scalability of this algorithm, is was also conducted a simulation using 1.400 agents. A
transactive energy scenario, using VOLTTRON agents, can be seen in (Raker, 2017) and (Raker, 2018),
using eight independent agents deployed in Raspberry Pi boards. These agents were deployed in six
buildings, in one 1 MW photovoltaic array (one), and in one energy storage unit of 130 kWh. The
deployment was made in the Scott Park Campus of the University of Toledo. VOLTTRON is regularly
tested in PNNL campus, where it is deployed and continuously controlling the heating, ventilation
and air-conditioners (HVAC) systems using a market-based transactive controls (Corbin, 2016).

The VOLTTRON platform allows the creation of a multi-agent community. It also enables the
communication among communities and provide drivers for resource integration. The topic-based
message communication is simple and provides interoperability throughout the entire platform.
VOLTTRON seems to be the most complete solution, providing a multi-agent system and enabling the
deployment of EMS, DSM, transactive energy and demand response in today’s buildings.

I.7.3. RIAPS

In the middle of 2018, the Linux Foundation (LF) launched the LF Energy, that is an international
coalition involving multi-vendor collaboration and open source projects regarding energy and
electricity sectors (The Linux Foundation, 2018). At its launch, the LF Energy integrated four open
source projects that were already in the development stage, one of which is the Resilient Information
Architecture Platform for Smart Grid (RIAPS3). The RIAPS is a software platform for real-time
embedded applications targeting buildings and microgrids (Eisele, 2017a). Ehen compared to
VOLTTRON and dEF-Pi, RIAPS is the newest platform, and all three share the same open source
license, Apache License (Version 2.0).

The RIAPS was developed based on F6COM computation model proposed in (Otte, 2013) and
(Dubey, 2011). The distributed platform uses nodes that can join and leave groups at any time. As
discovery service, RIAPS uses the open distributed hash table (OpenDHT) library (Eisele, 2017a).
OpenDHT is an open source library under GNU General Public License (Version 3). To avoid the
OpenDHT license, RIAPS can also be executed using Redis as discovery service. Redis is an open source
in-memory data structure store under Berkeley Software Distribution (BSD) license.

Inside the RIAPS platform, there are two types of nodes that can be used: control node, and target
node. The control node is responsible to control the platform and should be placed in the grid’s
control room, this node is mandatory in each deployment of RIAPS platform. The target nodes can
be deployed in SBC and spread across the grid. These are the nodes that integrate energy loads and
resources. The system also deploys service target, such as the timesencct! target agent that is
responsible for the time synchronization service.

In its public repository, the RIAPS provides ready-to-use images of a control node running in a
virtual machine with the amd64 Xubuntu 18.04, and a target node running in the SBC BeagleBone
Black with the armhf Ubuntu 18.04. The RIAPS team also provide software documentation, published
publications, and demonstration videos.

In (Xie, 2017), the RIAPS is used as a distributed under-frequency load shedding scheme, taking
into consideration the IEEE 39-bus grid. The use of HIL real-time simulations with the RIAPS nodes

3 https://github.com/RIAPS
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deployed in BeagleBone Blacks is demonstrated in (Du, 2018). This work achieved phase and
frequency synchronization in a distributed microgrid where RIAPS nodes were connected to two real-
time simulators (i.e., OPAL-RT 5031 and OPAL-RT 5607) simulating a microgrid electrical grid. The
RIAPS was also used to implement an interleaving multi-converter system that can minimize the
harmonics in a DC bus (Tu, 2018). A simple demonstration of transactive energy is demonstrated in
(Eisele, 2017b) using a single consumer and a single generator. Other examples non energy-related
can be found, such as a traffic controller exemplified in (Eisele, 2017a).

The RIAPS does not provide, until this moment, publications regarding its implementation in real
buildings. Furthermore, this platform is not multi-agent and does not show how two platform
instances can collaborate or communicate, the nodes used are not agents in a multi-agent system.
Besides being the newest platform, the RIAPS demonstrations appear to be very promising. Its focus
in equipment and grid technical management standout from the others. However, the functionalities
of energy management systems seem to have a lower focus in the RIAPS.

11.8. Software licenses

The use of open source software is growing and companies developing or supporting open source
solutions are being bought with record breaking values (Myers, 2018). In 2018, GitHub, with more
than 29 million public repositories, was acquired by Microsoft for USD 7.5 billion (Microsoft News
Center, 2018). Open source software enables developers to access the code of a software and
contribute to improve the code or to create new functionalities. This concept has been expanded and
copied by other areas and now it is possible to see a movement for open hardware and open access
publications. The open of content potentiates a fast grow and provides the engagement of
development communities.

There are several licenses that enable and promote open source solutions. In this section, eleven
licenses are presented, some with more than 20 years. These are the most popular licenses and the
licenses with the strongest communities, according to the Open Source Initiative (OSI, 2019):

= GNU General Public License, Version 2 (GPL-2.0 or GPLv2) (1991) (GNU, 1991): was one
of the most popular licenses, it provides access to the code and the possibility to change
the code, however, if a software uses a part of code under GPLv2, the software must be
released also under the same license, meaning it must be open source and publicly
available (at least for three years);

= GNU General Public License, Version 3 (GPL-3.0 or GPLv3) (2007) (GNU, 2007a): it protects
users regarding patent license, and it is compatible with other licenses, any change on
the code must the publicly published under GPLv3, or any compatible license, however,
using software under GPLv3 as a part of a system, does not demand the release of the
new-developed software under GPLv3, or compatible license;

= GNU Lesser General Public License, Version 2.1 (LGPL-2.1) (1999) (GNU, 1999): this license
allows the use of software, however, if the developer wants to keep his/her code closed,
it must use the software as a linked library where the client/users can change or update
without compromising the new-developed software, otherwise, the new-developed
software must be publicly available for at least three years;

= GNU Lesser General Public License, Version 3.0 (LGPL-3.0) (2007) (GNU, 2007b): similar to
LGPL-2.1 but with the text amended to provide improvements, such as multiple the
compatibility with other open source licenses;

= 2-Clause BSD License (1999) (SPDX, 2019a): this is an open source license that does not
have too much restrictions, a developer can freely use and modify the software;

= 3-Clause BSD License (1999) (SPDX, 2019b): similar to 2-Clause BSD but it forbids the use
the endorsement of the software by using the organizations or the developers’ names
without the specific prior written permission;

29




Luis Gomes

= Common Development and Distribution License 1.0 (CDDL-1.0) (2004) (SPDX, 2019c): is
based on the Mozilla Public License and it was created by Sun for OpenSolaris. It is a
friendly license where files are protected, if those files are changed, then they should be
released under the same license, however, it allows developers to add new files that can
have other non-open source licenses, it also protects the users from patents involving the
code licensed under CDDL-1.0;

= Mozilla Public License Version 2.0 (MPL-2.0) (2012) (Mozilla, 2009): it is similar to CDDL-
1.0, files are protected, it allows the addition of new files that are protected with licenses
that are not open source;

= Eclipse Public License - v 2.0 (EPL-2.0) (2017) (Eclipse Foundation, 2019): it is similar to
CDDL-1.0 and MPL-2.0, but it allows the compatibility with GPL licenses;

= Apache License, Version 2.0 (2004) (Apache, 2004): compatible with GPLv3, it is a license
that does not impact the license of the new-developed software, it allows the use and
modification of the software, including its use in patents, but if the software is not
modified, then the Apache license must prevail for that part of code;

= MIT License (unknown) (MIT, 2019): the release of this license is not known, but (Haff,
2019) points to be around 1987, it is a license that enables developers to freely use,
modify or even sell the software as they want without limitations, being the only
restriction the attachment of the MIT license into the new-developed software
(attachment only, the new software does not need to be licensed under MIT).

In open source, the term copyleft is used to describe licenses that allows the free use of a software
but demands the same rights over the new-developed code. The copyleft demands the opening of
the code produced on top of the available open source code. This is the case of GPL-2.0, GPL-3.0,
LGPL-2.1, LGPL-3.0, CDDL-1.0, MPL-2.0, and EPL-2.0. Copyleft is commonly divided in two: weak
copyleft, and strong copyleft. The weak copyleft enforces the copyleft to some derived works,
allowing the linkage of libraries, while the strong copyleft enforces the copyleft to all the derived
works. In the above licenses, strong copylefts are GPL-2.0, and GPL-3.0. The license 2-Clause BSD, 3-
Clause BSD, Apache 2.0, and MIT licenses are not copyleft nor copyright.

There are multiple open source licenses for software, they must be carefully read and analyzed in
order to define if an open source software should be added in a solution. Nowadays, it is very
common to use third-party software in our developments, and this was the case of this PhD research.
Therefore, the analysis of licenses is important to enable the development of software that can be
released as open source or as a closed solution. Also, the compatibility of licenses is important, and
must be addressed during the development and before the software release. In this PhD research,
the priority was given to licenses that are not copyleft, meaning that can be freely used without
significant restrictions.
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111.1. Introduction

After surveying the state of the art, this PhD conceived, developed and tested three systems that
implement multiple concepts and technologies: the virtual to reality (V2R) emulator, the intelligent
environmental awareness smart plug (EnAPlug), and the multi-agent system of single-board
computer for energy (S4E). These three systems were conceived and developed under uGIM solution.
The uGIM is the short name of the work behind this PhD research: microgrid intelligent management
system based on a multi-agent approach and the active participation of end-users. Figure 4 identifies
the systems that will be presented and discussed in this chapter. In the course of this PhD research,
a control centre website was also developed, the uGIM Control Panel Website. All three systems were
integrated in this website to perform reading and writing actions.

Figure 4. uGIM umbrella solutions

The uGIM solution comprises the three systems presented in this chapter. Each system responds
to a specific problem that was addressed in order to enable the development and testing of a
microgrid solution. The S4E system is responsible for the management of a microgrid considering a
multi-agent approach. The EnAPlug provides vital information for the energy management system
that is inside each agent of the S4E system. The V2R emulators allow testing and validating all the
other systems by providing simulation, mirroring, and emulation of energy resources.

In this section and forward, a resource is defined as any energy load, distributed generator, or
storage unit that can be remotely monitored, and optionally controlled. This definition is inline with
the microgrid definition proposed in (Marnay, 2015).

111.2. Virtual to reality (V2R) emulator

The Virtual to Reality (V2R) emulator was conceived in order to enable the simulation, emulation,
and remote representation of unavailable electrical resources (Gomes, 2017b). The inability to bring
theoretical management solutions to real implementations is responsible for the abandonment of
such solutions that end up not being applied in real scenarios and will only live inside the academic
community. The lack of real implementations should be overcome by using feasible proof of concepts,
i.e., near to real deployments on end-users in the case here addresses.

To allow testing and validating the microgrid management system that was conceived and
developed in this PhD research, there was a need of available electrical resources. Fortunately, the
GECAD R&D centre, where the research of this PhD was made, had a previous supervisory control
and data acquisition (SCADA) system enabling monitoring and partial control of the building and its
resources. However, the need of residential loads was an issue that had to be overcome to enable
the test and validation of the microgrid management solution.

Although the main focus of this PhD research is not the conception of such solution, the
conception and development of V2R would create a positive impact in the outcome of this work and
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represent a contribution to other research works. Therefore, the V2R is an enabler that allows the
test and validation of energy management systems as a simulator and emulator under the uGIM
umbrella. The V2R is open source software used inside an open hardware developed board. The
public repository can be found in GitHub* under MIT license. This means that V2R is a free to use and
open source solution that can be used anywhere by anyone. The idea and novelty behind this
emulator are to capacitate power system research groups with a simulator and emulator of electrical
resources. In fact, as it will be explained, the V2R is itself an emulator that provides emulation,
simulation, and mirroring.

Energy analysers are commonly used to provide energy monitoring in buildings and large
resources. They are usually installed in electrical boards and monitor an entire section of the building.
However, the provided information can be enough to identify which individual loads are turned on in
that section of the building (Fernandes, 2017). Energy analysers enable the easy monitoring of
physical resources while providing one, or more, communication protocols. One of the most used
protocol is Modbus/RTU running on top of a RS485 network. The Modbus protocol also has a
Modbus/TCP version that can run on top of a TCP/IP network, usually used in high-end equipment
with RJ45 Ethernet connection.

The V2R emulator is an emulator of an energy analyser with Modbus/RTU protocol. The V2R uses
a proprietary TCP/IP protocol that enables the connection of this emulator to an TCP/IP network,
using an Ethernet cable.

H.2.1. V2R architecture

The software architecture of V2R is presented in Figure 5. A V2R emulator can simulate, emulate
or replicate energy data using, at least, one of its six available modes: discrete simulation, variable
simulation, graph emulation, contextual emulation, mirroring representation, and OPAL-RT
representation.

V2R - Virtual to Reality emulator

Data Publishing

TCP/IP — Modbus/TCP

Discrete Variable Graph Contextual Mirroring OPAL-RT
Simulation Simulation Emulation Emulation Representation l Representation

Multi-Level Simulation/Emulation/Representation

Clock Synchronization
Data Storage
Modbus/RTU

RS485

Figure 5. V2R software architecture

The V2R emulator uses a multi-layer architecture running in a unique single-thread
microcontroller. Therefore, the simplification of code is a restriction that must be considered. The
bottom layer, R$485, is the controlling layer for the RS485 network. This layer is responsible for
integrating the needed hardware to enable the microcontroller to communicate, using serial
communication, with a RS485 network. On top of this layer, is the Modbus/RTU layer that deals with
the same named protocol. This layer provides the ability to communicate with other Modbus/RTU
compliant equipment available in the RS485 network.

4V/2R: https://github.com/lufog-gecad/v2r
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The data storage layer and clock synchronization layer are needed for emulation configurations.
The emulation results are not saved in the emulator, being the data storage layer only responsible for
the configuration data, such as the type of emulation. The clock synchronization layer enables the
use of a real-time clock needed for some emulation types to preserve the data timestamp.

The multi-level layer enables multiple simulation/emulation/representation at the same time. On
top of this layer, there are the available modes allowed in V2R. The TCP/IP-Modbus/TCP layer enables
V2R to create external Ethernet connections and enables the configuration of V2R through the TCP/IP
network, using TCP/IP socket communications and Modbus/TCP requests. The data publishing layer
is responsible for publishing the emulated data in a remote server. For the current version, an external
server was developed to facilitate the data storage in a SQL Server database. The unique functionality
of the server is to receive data from V2R, using HTTP requests, and store the received data in the SQL
Server database. The V2R emulator sends, each second, the data to the server.

Regarding the needed hardware, V2R was developed to be implemented in the following
hardware: an Arduino Mega 2588, an Arduino Ethernet Shield with a micro secure digital (SD) card
slot, an Arduino LCD Shield with menu buttons, a real-time clock (RTC) with external battery, and a
MAX485 chip (or a MAX485 to TTL module). Figure 6 shows the hardware components that integrate
the V2R emulator. Choosing such hardware enables the easy implementation of V2R even among
persons that do not possess knowledge in electronics engineering.

a)

LCD Shield

MAX485
S
Ethernet
Shield

Arduino
Mega

Figure 6. V2R hardware: a) components detail, b) V2R final assembly

l.2.2. V2R discrete simulation

The discrete simulation, enabled by V2R, allows the simulation of energy resources with only two
working states. In the configuration of this simulation, the user must specify two targets (T*, where
x € {0,1} — x represents the two possible states). These targets specified the power energy value
of each working state. This simulation type is recommended for discrete energy resources that only
provide an on/off control mechanism. The power value for a given period (PP), consumption or
generation, is given by equation (1), where Var is obtained from equation (2), using a random value
from —F to F. The F value is a percentage value configured by the user (F € [0,100]).

pP =T* xVar (1)
Var = 1 + random(—F,F)/100 (2)
y? =230 xVar (3)

pp
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For discrete electrical loads, with on/off control, T? specifies the consumption target of the off
state, in this case it will be considered the value zero (0 W). For the on state, T! is used — for instance,
if we want to simulate a fan heater, a 2000 W target can be configured.

The V2R has four readable registers through Modbus/RTU: power, voltage, current, and state. The
power is calculated by equation (1). The voltage and current for each simulation period are calculated
by equations (3) and (4), respectively. The load state is given by the current value of x (i.e., zero or
one). From these registers, only the state register is writable.

H1.2.3. V2R variable simulation

The variable simulation allows the simulation of discrete energy resources with multiple states. In
this case, the energy resource has more than the previous two states allowed in the distributed
simulation. The user must specify the available states and their individual consumption/generation.
The power emulated in V2R is calculated using equation (5).

pP =TY xVar (5)

where y is the state of the energy resource being simulated. The states are sequential, i.e., every
change of state will make the simulated resource to go to the next state. For instance, if the state is
y = 1 then the next state will be y = 2. Equations (2), (3), and (4) are still valid for this simulation
type. This type of simulation is useful for energy resources that provide more than on/off control. For
instance, a dimmable lamp or a heater with more than one heating mode.

ll.2.4. V2R graph emulation

The use of discrete and variable simulations is not suitable for energy resources with consumption
or generation profiles mutable in time. For instance, a refrigerator cannot be represented using the
two previous types. To overcome this issue, the graph emulation was developed. This is in fact an
emulation because real energy profiles from real energy resources are used.

The graph emulation uses a 24-hour graph that indicates values for power (T,i), voltage (T&) and
current (Tf{'), where i is the array index of the time period. The graph emulation index indicates which
row of input data V2R must be read in order to emulate those values. The index can be used in two
modes: simulation-time, and real-time. The simulation-time sets i = 0 when the simulation starts
and then adds 1 every period. The real-time adds the same value (1) every period, but it uses
equation (6) to initiate the i value, where hour, minute and second are the current time. The real-
time mode will execute the chart values using the real timestamp — the values of 13:15 will appear in
V2R at 13:15. The power, voltage and current are calculated using equations (7), (8), and (9),
respectively.

i = hour x 60 x 60 + minute X 60 + second (6)
pP =Tk x Var (7)
v =T xVar (8)
AP = Tl x Var (9)

This emulation uses the real-time clock for the clock synchronization in order to support the real-
time mode of graph emulation. This emulation is capable to follow a consumption/generation profile
during 24-hours. When the index i reaches the end of the array, it is automatically settoi = 0.

H.2.5. V2R contextual emulation

The contextual emulation is very similar to the graph emulation but it allows the control of cyclical
energy profiles, such as washing machines. It uses the same equations for energy values: equations
(7), (8), and (9), and both use graphs with energy profiles. The difference between them are the
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control capabilities. While the graph emulation uses a 24-hour profile — not allowing interaction and
control by the user —the contextual emulation uses a time limited graph where the time of the profile
is variable. This emulation type was developed having in mind the emulation of resources that are
not discrete nor variable. Resources, such as washing machines, with a well-known energy profile
that it is started manually and stopped automatically when it reaches the end of the energy profile,
i.e. a washing cycle.

The contextual emulation also enables to turn off the resource during the profile execution. If this
happens, the profile will start from i = 0 next time the resource is turned on. In the contextual
emulation, the simulation-time and real-time modes are not applied. The index will start at zero every
time the resource is turned on.

I1.2.6. V2R mirroring representation

In V2R, representation means that the V2R emulator will not simulate or emulate any resource.
Using the representation capability, the V2R will mimic the energy values that are presented in a
remote system. The mirroring representation uses Modbus/TCP to query a remote energy analyser
and then mimic its energy values in the V2R. This facilitates bringing remote energy resources to a
local RS485 network, meaning that a remote load or building can be put inside a local microgrid,
where it is not physically in.

For the mirroring representation configuration, the user must specify the update period and the
Modbus/TCP requests needed to retrieve the voltage, current and power. For this mode, the user
must ensure the existence of a TCP/IP connection between V2R and the mirrored resource. The user
can enable the control of a mirroring representation, but this is only possible if the remote energy
resource allows control over Modbus/TCP.

.2.7. V2R OPAL-RT representation

OPAL-RT Technologies® is a world leader in PC/FPGA-based real-time simulations, enabling the use
of hardware-in-the-loop (HIL) and power hardware-in-the-loop (PHIL). Their solutions facilitate the
use of Matlab Simulink and allow the simulation of energy resources and equipment, allowing
validation of power energy systems using simulated scenarios. In (Abrishambaf, 2016), an energy
management system is tested in OPAL-RT using HIL with consumed emulated resources. Grid-level
simulations are also possible, as can be seen in (Bhandakkar, 2018) where the entire IEEE-5-bus
network is simulated in OPAL-RT.

The V2R enables the integration with OPAL-RT using Modbus/TCP in order to mirroring real-time
simulated resources. For instance, it is possible to have a simulated wind turbine in OPAL-RT and, on
using the V2R emulator, inject its generation values in a physical SCADA system integrated in a
building or microgrid. The SCADA system will query the V2R emulator as being a normal energy
analyser and will behave as if an actual wind turbine was installed in the building/microgrid.

Internally in V2R, there is not any differentiation between the mirroring and the OPAL-RT
representations, both use Modbus/TCP to mirroring energy resources. In V2R they are separated only
for organizational proposes, separating real resources and real-time simulated resources.

ll1.2.8. Interaction with V2R

V2R emulators are installed in RS485 networks using Modbus/RTU protocol. The emulators
operate in slave-mode in the Modbus/RTU protocol, using the registers presented in Table 1. The
SCADA system will query each emulator and will be able to read the energy values, meaning that, a
V2R emulator can be monitored and controlled using the Modbus/RTU protocol.

5 https://www.opal-rt.com/
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Table 1. V2R register map

Address (hex) Size (bytes) Data Type Description
0x01 4 IEEE 754 Voltage
0x05 4 IEEE 754 Current
0x09 4 IEEE 754 Power consumption
0x0D 4 IEEE 754 Controllable load status

Additionally, the emulator provides two interaction types: manual, and remote. For manual
interaction, buttons on the LCD Shield are used as inputs and the LCD itself is used for user feedback.
Figure 7 shows the top view of V2R and details the available information displayed in the emulator.
The visual data enables an understanding of the energy resource. The figure also details the buttons’
functions and available icons.

Power

Current

Status

Short Press: manual control
Long press: menu access

Return
button Navigation Menu enter V2R reset
buttons button button

Figure 7. V2R hardware manual user interaction

Figure 8 shows the available menus as well as the information, configuration and how to access
and control the menu using the buttons on the LCD shield. Similar to an energy analyser, the V2R
provides a menu where the energy values can be read. The menu, as seen in Figure 8, also provides
information regarding the type of simulation, emulation, or representation that is running.
Information regarding the RS485 network, IP address and V2R ID are also presented in the menu.

Long press: menu access

Menu enter button

Menu enter button

Editable

Menu enter button

Menu enter button

Menu enter button

Figure 8. V2R manual emulator menu

Besides the visualization capability, the menu provides some editable configurations (Figure 8),
such as the Modbus/RTU slave ID. The energy resource, if controllable, can be manually controlled
using a button in the LCD Shield. For on/off resources, the manual control button (Figure 7) will
change the resource status from on, to off, and back to on. For variable simulations, the controlled
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button will change the status of the resource to the next status, e.g., if a fan heater with modes off,
medium and maximum is simulated, the controlled button will change from off, to medium, to
maximum and back to off.

V2R also allows remote interaction in uGIM control website using TCP/IP protocol. The simulated
and emulated resources can be remotely controlled from this website, in a similar manner they are
controlled in the LCD Shield. The uGIM control website also provides remote monitoring of the V2R,
enabling the near real-time graphical visualization of the energy values emulated, simulated or
represented in the V2R.

Since data is precious, V2R enables the storage of all data in a remote SQL Server. This functionality
can be activated manually in the V2R menu or using the remote control through the uGIM website.
This functionality will force the V2R emulator to send the data to the nGIM website, using a special
uniform resource identifier (URI) provided by the website. All data sent to this URI are stored in a
database. Currently, it is used SQL Server, but other connection strings can be used.

ll1.2.9. V2R configuration parameters

All configurations of V2R are made in the uGIM website running outside the V2R’s hardware. The
website, developed as a control centre in the scope of the PhD research, has the ability to configure
V2R simulations, emulations, and representations and then send this configuration to the V2R
hardware using a TCP/IP connection. A V2R configuration panel of uGIM website can be seen in Figure
9. The uGIM website uses bootstrap and enables a responsive web interface built by blocks, specified
by div tags in the HTML document.
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Figure 9. uGIM control panel website

The website uses computational sockets to connect to the V2R emulator. The configuration
information is sent to the emulator and stored in the SD card placed in the Ethernet Shield. The
configuration of discrete simulation, variable simulation, mirroring representation, and the OPAL-RT
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representation is a simple encoded string that characterizes the energy resource and how the V2R
will emulate the energy values. For graph and contextual emulations, the configuration demands a
dataset of energy values with the proper timestamp. The datasets are sent from uGIM website to
V2R emulator and stored in the SD card.

Figure 10 shows the HTML block for uploading data to the V2R emulator. Some options shown in
Figure 10 are only applied in some of the V2R simulations, emulations, and representation — this is
represented in the figure using comment boxes listing where those options are used. To make the
upload possible, the user needs to specify the V2R IP address, that can be seen when V2R initiates or
in its menu. The user must also provide information regarding the application of random values and
the deviation of this randomness, equation (2). For instance, if the application of random values in a
discrete simulation is desired, the user must activate the random checkbox and input the deviation
value to be applied.

The “start in ON” checkbox, shown in Figure 10, identifies if the V2R emulator will start with the
energy resource turned on or off. The controllable checkbox identifies if the energy resource is
controllable, and if so, the V2R will activate its Modbus/RTU for remote control. The starting-point
option is only applied in graph emulation and indicates if the dataset of energy values will be read
using the simulation-time or in real-time. The simulation-time mode reads the resource dataset using
incremental values, from first line to the last line. The real-time mode uses the resource dataset
according to its timestamp, meaning that at 17h15 the V2R will emulate the values of dataset
corresponding to the 17h15 measurements.

Upload Data
IP Address 192.168.2
Discrete simulation Random
Variable simulation
Contextual emulation Deviation (%) 2
Discrete simulation Start in ON

Variable simulation
Contextual emulation Controllable
Mirror representation

OPAL-RT representation

(|

Starting-point

Graph emulation

LETS EMULATE

Figure 10. V2R configuration block

111.3. Environmental awareness smart plug (EnAPlug)

The V2R emulator fulfils the lack of available resources for laboratory and/or experimental
microgrids and energy management systems. However, the lack of available resources is not the only
issue. The use of old energy resources demands the use of retrofitting techniques to enable its
remote monitoring and control. The massification of internet of things (loT) devices, namely smart
plugs, in our buildings — homes and commerce — can be used in energy management systems for
remote monitoring and control. The issue with this approach is the lack of information provided by
the loT devices. During this PhD research, the lack of information has been identified as a problem
because it limits the efficiency of energy management systems. If the system is not able to understand
its context and the resource usage, then the energy management can compromise the users’ comfort.

The proposed environmental awareness smart plug (EnAPlug) is a solution for energy resources
monitoring and control. The EnAPlug is an upgrade of conventional smart plugs, being able to
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understand the context and environment of the controllable energy resource. Conventional smart
plugs only provide status data and energy monitoring measurements, while EnAPlug monitors
environmental sensor data and understands the controllable energy resource’s context using artificial
intelligence learning algorithms. This context awareness provides additional data for energy
management systems, that can be used to increase the user’s comfort while decreasing energy
consumption and/or costs. It is the author opinion that loT devices can and should be used in energy
management systems. Therefore, 10T devices and energy management systems should trace a joint
path that can benefit both. The EnAPlug is an loT device proposed for energy management systems.

During the PhD research period, two versions of EnAPlug have been proposed: a version with a
microcontroller (i.e., EnAPlug AM), and a version with a single-board computer (i.e., EnAPlug SB). The
software for the EnAPlug AM is an open source solution available in GitHub® under MIT license. The
EnAPlug AM uses the microcontroller Arduino Mega 2560. The concept behind this version is a light-
weight solution for monitoring sensor data and control the resource’s status. In the EnAPlug AM, no
decision nor processing is done inside the microcontroller. All data are read by the microcontroller
and sent to the cloud. Control signals also use the cloud connection. The use of a cloud demands a
centralized system with a unique control point. Although this is a common approach in loT solutions,
this was not the ideal solution for EnAPlug. Therefore, the EnAPlug SB version uses a single-board
computer smaller than an Arduino Mega 2560, capable of locally processing data and taking
decisions. This improves the EnAPlug processing and enables a fully distributed solution where each
EnAPlug can take decisions while exchanging information with other EnAPlugs installed in the same
room and/or building. The EnAPlug SB can learn from its data using machine learning, enabling the
identification of contexts, the forecasting of the resource usage, the forecasting of the resource
consumption, and the sharing of all this information with its peers.

While the EnAPlug AM can be seen as an loT device to support energy management systems, the
EnAPlug SB can act as an intelligent and fully distributed energy management system. Because of its
preliminary development, EnAPlug SB is not yet available as an open source solution. Being a wider
system, more tests are required to create a stable 24/7 working system without significant bugs.

l11.3.1. Market analysis

The loT market is growing rapidly and the proposal of a new loT device should considered the
devices already available on the market. Therefore, a detailed market analysis regarding smart plugs
has been conducted. This analysis took into consideration smart plugs from every continent and
market. The exclusion criteria were: lack of official information by the manufacturer and official
sellers, smart plugs that do not provide energy metering, and smart plugs that were not in the market
until the end of 2018.

A total of 42 smart plugs were analysed, and 25 were later excluded because no official
information was available. Being a commercial product for end-users, the lack of official information
was a surprise, even among worldwide manufacturers, such as Samsung, have market available smart
plugs without sufficient information/documentation. One of the common missing information is the
maximum power that a smart plug can handle. This is in fact a problem because smart plugs with a
type F connection sometimes cannot handle the standard 16 amps of the type F connector.

Table 2 shows the functionalities of the smart plugs that have been analysed. The price column
was filled using prices available in the Spanish and German Amazon websites during the first semester
of 2019, with the exception of the iSocket price that was taken from the official website. From the
presented analysis of 17 smart plugs, only iSocket allows the integration of external sensors, enabling
the reading of context and environment data. However, the price is, by far, the highest. It is important
to note that the price of the proposed EnAPlug considers the prototype price and not a selling price.

6 https://github.com/lufog-gecad/enaplug
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Table 2. Smart plug’s market analysis

u Gim

Smart Plug rotos power (W) (FUR)  (requied)  Alove. Homeldt Aot "5t acsistant "TTTT Snodle, Mules Scenes o0
ANKUOO NEO PRO SW3101M IEEE 802.11b/g/n 3,680" 33.58 x X X X X N4 X N4 X v X
BroadLink Smart plug SP3 IEEE 802.11b/g/n 3,600 24.90 X N X x x v x v v v x
D-Link DSP-W215 IEEE 802.11n 1,800 32.90 x N X v x N N N N v X
EDIMAX SP-2101W V2 IEEE 802.11b/g/n 3,680" 52.90 x N4 x X X N4 X N4 X X X
Elgato-Eve Energy BLE 2,500" 47.99 v x v x x x x v v v x
Fibaro Wall Plug Z-Wave 2,500 44.87 N4 x x x X v x N4 N v x
Fibaro Wall Plug (BLE) BLE 2,500 67.99 v x N x x N x N N v x
iDevices SWITCH LEnE dE BBLOEZ'“b/ g/n 1,800 - x v v v x x x v x x x
iSocket 3G Environment Pro GSM 4,000 160.30 x X X x x X x N4 x x v
Koogeek P1 Plug IEEE 802.11b/g/n 1,800 37.99 x v v v x x x N4 x v x
3’2‘;52/3’;‘;? WiFi IEEE 802.11b/g/n 1,800  22.19 x v x x x x x v VoY x
Revogi Smart Meter Plug BLE 4,000 - x X X X X X X v v x X
Sonoff S31 Smart Socket IEEE 802.11b/g/n 3,520 16.99 x N x v v v v v v v x
TP-Link HS110 IEEE 802.11b/g/n 1,800 24.99 x N4 x v v v v v X v X
TP-Link RE370K IEEE 802.11ac/n/g/b 3,840 - x N4 X v x X X v X v X
Wemo Insight Smart Plug IEEE 802.11/n 1,800 - x N x v v v v v v v x
Xiaomi Mi Smart Socket Plug  |EEE 802.11b/g/n 2,200 - x x x v x v x v x x x
Proposed EnAPlug IEEE 802.11b/g/n 7,360™" ~130 x x x x x N x N N v N

" the maximum power changes according to the plug type
" when installed in an electrical board, otherwise limited to 16 A of a standard type-F plug
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As it can be seen in Table 2, the majority of the analysed smart plugs are compatible with at least
one voice assistant, or system with voice assistant: Amazon Alexa, Apple HomeKit, or Google Home.
Some of these companies are studying the implementation of energy management systems but none
of them is available yet. Nonetheless, their ability to integrate multi-vendor loT devices gives an
advantage regarding the management of energy resources.

Home Assistant is an open source platform that enables the integration of multiple loT devices as
well as multiple loT-used protocols, enabling the possibility to integrate tailor made solutions, as the
ones developed in research centres. The possibility to integrate each smart plug in Home Assistant is
also indicated in Table 2. Home Assistant also allows the integration of the open source voice assistant
software, MyCroft, and the proprietary voice assistants Amazon Alexa and Google Assistant. While
there are several smart plugs on the market, they were not built to be efficiently used in energy
management systems.

1.3.2. EnAPlug AM architecture (microcontroller)

The EnAPlug was initially proposed using centralized approach, with an Arduino Mega 2560 able
to send and receive data from and to the cloud (Gomes, 2017d). The proposed EnAPlug has the same
monitoring and control capabilities of a typical smart plug. Still, it allows the integration of external
sensors able to read and “see” the context where the controllable load is located. Within the scope
of this PhD research, it is considered that a controllable load is an electrical resource that is directly
connected to the EnAPlug.

Figure 11 shows the overall architecture of EnAPlug AM, presenting the needed hardware and its
connections. The software is not detailed in this figure. Simple software is used to read all the sensors’
data, publish the data using hypertext transfer protocol (HTTP) requests, receive HTTP requests, and
control the controllable load accordingly to the received HTTP requests. Ahead, Figure 11 contents
are described from left to right.

HTTP

Energy analyser pmmme Rsass EnAPlug AM D

Control Signal

Actuator pumme GPIO

I Storage API
Sensor 1 Sensor 2 Sensor 3
Controllable l
resource
Sensor 4 Sensor i DB Server

Figure 11. Architecture of EnAPlug AM

The controllable load is a 230 V AC electrical resource, usually a load. This is the target of EnAPlug.
A mono-phase energy analyser is used to read, with precision, all energy data. Usually, smart plugs
do not provide an accurate energy measurement. Though EnAPlug was built for energy management
systems, real-time accurate monitoring data are needed. Therefore, despite compromising its size, a
mono-phase energy analyser is used in EnAPlug AM and EnAPlug SB.

The actuator is also connected to the controllable load and should provide discrete or variable
control over the controllable load. In conventional smart plugs only an on/off control is available. In
EnAPlug, the control type can be fit to the controllable load. The simplest actuator that can be used
is a relay for 230 V AC with a 5 V DC control. When choosing the energy analyser and the relay, it
must be taken into consideration the maximum and recommended current they can handle.

The microcontroller is the processing unit and the core of EnAPlug AM, all data flows through the
microcontroller. In EnAPlug AM, an Arduino Mega 2560 board is used. The open source software was
developed for this board. However, it is still possible to change the microcontroller and still keep the
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EnAPlug concept. The microcontroller must provide the ability to handle GPIO signals, RS485
Modbus/RTU protocol, and HTTP requests. Those communications are vital for EnAPlug and are used
to interact with all the connected hardware and the exterior world.

The integration of external sensors is the main innovation and advantage of EnAPlug. They allow
monitoring the controllable load environment and context. The resource’s context is a key feature to
provide an efficient control over the resource. For instance, if we want to manage a fan heater
according to the room’s temperature we can easily connect it to a conventional smart plug, but we
will lack the temperature reading — using only loT devices this scenario needs a smart plug and a
temperature sensor, also in most cases a centralizer/gateway is also needed for the temperature
sensor. With EnAPlug we can simply add a temperature sensor and any other sensor that the energy
management system’s needs. By integrating sensors in EnAPlug, it is possible to capture the
controllable load context using a single device connected to the cloud. Moreover, the EnAPlug SB will
not even need the cloud to manage resources.

The integration of new sensors must follow the ideology that they must be needed to provide a
more efficient control over the controllable load. Consequently, only sensors that are used and/or
needed for the resource management should be integrated in EnAPlug. EnAPlug should not integrate
unnecessary sensors.

The control signal allows the direct control over the controllable load using the actuator. Control
signals are sent in HTTP requests. However, an loT-oriented protocol should be used instead of HTTP,
such as message queuing telemetry transport (MQTT), advanced message queuing protocol (AMQP)
or streaming text-oriented messaging protocol (STOMP).

The use of a microcontroller simplifies the architecture and deployment of EnAPlug AM, but it
also brings some limitations and disadvantages. As seen in Figure 11, the Arduino is responsible for
reading all the data from the energy analyser and sensors, reading all data from the HTTP requests
(i.e control signals), and also send the reading data to the Storage application programming interface
(API). By using a single core microcontroller to perform these tasks, it is a challenge in its own.

I11.3.3. EnAPlug SB architecture (single-board computer)

After testing EnAPlug AM, inspired by a cloud-based loT approach, it was found that EnAPlug could
be much more than a conventional loT device. Several single-board computers (SBC) in the market
have been analysed, such as NanoPi NEO-LTS, Raspberry Pi Zero W, and Orange Pi Zero Plus2, with
dimensions of 40x40 mm, 65x30 mm and 46x48 mm, respectively. It has been concluded that by
using an SBC, it is possible to reduce EnAPlug’s overall size while improving the processing capabilities
(Gomes, 2018c). In this new version, four goals were pursuit:

= integrate wireless sensors;
= use SBC to replace the microcontroller;
= provide local management capacity inside EnAPlug;

= provide fully distributed energy management system.

The main architecture of EnAPlug SB can be seen in Figure 12. The EnAPlug SB allows the
integration of wireless sensors, shown as dashed green lines in Figure 12. The integration of RF
wireless sensors easy the installation of EnAPlugs and enables the placement of sensors in the
controllable load surroundings without demanding a special location for the EnAPlug. For example,
if an EnAPlug is used to control a bedside table’s light, the clarity sensor should be placed in the
bedside tabletop and not under the bedside table near the power plug.
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Figure 12. Overview of EnAPlug SB

In EnAPlug SB, the connectivity to the cloud is not mandatory, but it is recommended to enable
the usual loT device features. By using SBC, the new EnAPlug stops using the cloud for decision
making and resource management centralizer. The cloud layer still exists, but it will mainly be used
for data storage and energy-related web services. In EnAPlug SB, a software architecture was
conceived, using the new options given by the use of SBC. Figure 13 shows the software architecture
of EnAPlug. The following sections will describe each architecture’s module regarding its
functionalities and usage.

Environmental Awareness Plug

Modbus/RTU & TCP GPIO RF TCP/IP

Energy Sensors & actuators Cloud Shared
metering Resource safety control connection knowledge

Awareness Knowledge
Persistence and historic

JADE framework

Figure 13. Software architecture of EnAPlug SB

111.3.3.1. JADE framework module

In order to provide a fully distributed energy management system using only EnAPlugs, an agent-
based approach was implemented, turning each EnAPlug into an agent. This enables the pursuit of
individual goals and the collaboration between agents. Consequently, in the base of EnAPlug’s
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architecture is the Java agent development (JADE’) framework. The use of this framework enables an
easy implementation of a multi-agent system (MAS) that is compliant with Agent Communication
Language (ACL), from the Foundation for Intelligent Physical Agents (FIPA), and where some of
generic agents are already implemented, such as yellow pages that in JADE context is denominated
as Directory Facilitator (DF).

Although EnAPlug is based on a MAS, standalone installation can be done. A single EnAPlug smart
plug can manage its controllable load and, in its limit, it will work as an 10T device where the user can
remotely monitor and control the controllable load. The MAS will empower EnAPlug performance
and enable sharing of knowledge among agents to perform a fully distributed and collaborative
resource optimization (see section I11.3.5).

111.3.3.2. Persistence and historic module

To avoid data storage limitations, recent data, of EnAPlug SB, is stored locally in the SBC, while
past data is sent to a cloud server. The EnAPlug is able to manage the data storage according to its
needs. Several databases can be used to store data locally. Nonetheless, PostgreSQL so far it was used
because it is a fully open source solution with free licenses — database in licensed under PostgreSQL
License, that is similar to BSD and MIT licenses, and the database connection driver is licensed under
BSD-2-Clause license.

In the persistence and historic module, the EnAPlug agent will read and store all sensor data,
actuator state and internal agent data. The periodicity of storage can be freely designed by the
developer, having into account other modules’ needs. For instance, a resource optimization algorithm
can demand a higher rate of data.

This module is also responsible for sending the local data to the remote storage unit. The module
has a synchronization mechanism to send/receive data to/from the remote storage. The
synchronization has into consideration the local storage size available in the SBC. The module also
provides an internal interface for the other modules, enabling the publication and reading of data. A
seamless internal interface is provided regarding real-time, local data and remote data. Modules
querying the persistence and historic module will not know where the data comes from.

111.3.3.3. Awareness module

The awareness module has the responsibility of monitoring and interacting the controllable load
and its context. All the context-relevant data is read with this module. The data will then be shared
with the knowledge module and with the persistence and historic module. The awareness module
works as an abstraction layer between the system and the physical sensors and actuators.

111.3.3.4. Knowledge module

The knowledge module can read the EnAPlug’s data and give it meaning. This module includes
artificial intelligence (Al) algorithms that will transform information into knowledge. The module will
be better described in section 111.3.4.

To avoid processing limitations in the SBC, the knowledge module is also able to work in a similar
way as the persistence and historic module. The knowledge module is able to send tasks that have a
higher processing demand to an external server in the cloud where the Al algorithms can process the
data. Usually, this capability is needed for algorithms that require training. The training process is
highly demanding in terms of processing capabilities, and they can have long execution periods.
Processing the training in the SBC can damage the system performance. Therefore, external servers
can help and make the system more efficient. Although external servers are used for Al algorithms

7 https://jade.tilab.com/
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training purposes, the already trained algorithms can be executed inside the SBC. After the training,
the algorithm can be executed almost anywhere demanding a lower processing capacity.

[11.3.3.5. Energy metering module

The energy metering module is responsible for reading data from the energy analyser using
Modbus/RTU protocol. The reading period is set to one second, where in each second the module
will query the energy analyser. This module read the energy analyser data and make it available for
the awareness module.

111.3.3.6. Sensors and actuators module

The sensors and actuators module is similar to the energy metering module, but applied to
sensors and actuators. This module is responsible for integrating all sensors and actuators in the SBC.
Each sensor and actuator will start a thread in this module. The thread will communicate with the
sensor/actuator using the appropriate protocol and will make the data available to other modules.
The actuator thread will also receive control signals to activate/deactivate the actuator.

111.3.3.7. Resource safety control module

The resource safety control module is a novelty in EnAPlug SB. This module prevents any damage
on the controllable load provoked by the user and EnAPlug control. The need for this improvement
was raised during the tests of EnAPlug AM when the refrigerator was tuned off during a Friday
afternoon and was kept turned off until Monday morning without anyone noticing.

The resource safety control module uses simple rules that prevent damage in the controllable
load or degradation of its usage. In the refrigerator example, the safety control can monitor the inside
temperature, and if the temperature rises above 10 °C, then the actuator will be activated and control
signals are disabled, not allowing any external control. The resource safety control can disable and
enable the capability of EnAPlug to perform control actions over the controllable load. If a dangerous
situation is detected by this module, the control actions of EnAPlug are disabled until the dangerous
situation ends. The rules in the safety control have access to the data of sensors and actuator. In
future developments, the safety control can be implemented closer to the hardware, within a
microcontroller connected to the sensors and actuator. This will enable a faster response from
EnAPlug and will eliminate problems regarding the SBC operating system (OS).

111.3.3.8. Cloud connection module

The cloud connection module is responsible for the establishment of connections with external
servers. This module will be used for the knowledge module and the persistence and historic module
to send/receive data to/from external servers. For instance, the algorithms available in the shared
intelligence platform firstly proposed in (Vinagre, 2017) can be accessed and used by EnAPlug using
the cloud connection module.

111.3.3.9. Shared knowledge module

The shared knowledge module enables EnAPlug to share its knowledge with its peers. This module
is the most important novel characteristic of EnAPlug SB and it is the enabler that allows the
achievements of the two last points presented as the four goals that EnAPlug SB should implement,
mentioned in section [11.3.3. More on this module will be presented in section I11.3.5.

111.3.3.10. Modbus/RTU and Modbus/TCP module

In the energy field, Modbus protocol is widely used in its two variations: Modbus/RTU, and
Modbus/TCP. The Modbus/RTU is used on top of an RS485 network while the Modbus/TCP is used
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on top of a TCP/IP network. Energy analysers are often sold with Modbus/RTU compatibility that
enable the query of registers to read and write. However, usually the write function is not available
in energy analysers. This module is responsible for coordinating the integration of a MAX485
connected to the EnAPlug’s SBC using serial communication.

111.3.3.11. General purpose input/output pins module

Using the full capabilities of the SBC, the general purpose input/output (GPIO) pins can be used
to directly connect sensors and/or actuators. This module is represented in EnAPlug agent to control
the access of the SBC GPIO pins. The number of available GPI0O pins vary according to the chosen SBC,
as well as, the GPIO pin types. Not all GPIO pins can perform the same tasks, its functionalities are
specified in the SCB datasheet and schema.

11.3.3.12. Radio frequency module

The radio frequency module is responsible for the integration of wireless sensors. The wireless
sensors are a novelty of EnAPlug SB and can be integrated using multiple frequencies. In our tests, a
433 MHz frequency was used.

111.3.3.13. Transmission control protocol/internet protocol module

The TCP/IP module is only responsible for requesting and receiving data from and to the EnAPlug
agent. This module can be used by sensors and actuators to integrate sensors using RESTful APIs or
other HTTP requests, by the cloud connection module to connect with external servers, and by the
shared knowledge module to communicate with other EnAPlug agents.

ll1.3.4. EnAPlug SB deep learning

EnAPlug SB uses deep learning algorithms to acquire knowledge regarding the context of the
controllable load. The concept behind EnAPlug SB is a context-aware smart plug that can share with
its peers the individual knowledge. Therefore, each EnAPlug has learning mechanisms to understand
the controllable load context and usage profile.

In EnAPlug SB, it was defined a set of questions that each EnAPlug must answer. Table 3 shows
these questions and how EnAPlug can answer them. The use of real-time contextual data enables
EnAPlug to respond to the two first questions that are related to real-time events. The deep learning
algorithms are used to answer questions iii and iv that are related to future events. The last two
questions are answered using historical data.

Table 3. EnAPlug’s knowledge questions

N2 Question How to answer
i Is the controllable load being used? Contextual data

ii Are there users near the controllable load? Contextual data

iii Will the controllable load be used in the next hour? Learning algorithms

iv Will there be users near the controllable load in the next hour? Learning algorithms

v What is the average consumption time of the controllable load? Historical data

Vi What is the average user presence time near the controllable load? Historical data

EnAPlug agents use the Deep Learning for Java (DL4J) library as the deep learning enabler (DL4J,
2019a). This library enables the easy use of artificial neural networks (ANN) in Java code. In this PhD
research, long short-term memory units (LSTM) networks were used to forecast the usage and
consumption of the controllable load enabling EnAPlug to reply to questions iii and iv. LSTM networks
are artificial recurrent neural network (RNN) that potentiate continuous learning (Zhifeng, 2018)(Hu,
2018)(Srivastava, 2018b).
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Backpropagation networks were used in EnAPlug SB, where the initial weights were initiated using
the equations proposed in (Glorot, 2010). The gradients were updates using Nesterov momentum,
where a 0.5 threshold was applied to truncate values as proposed in (Mikolov, 2012). Before training,
the DL4J early stopping was used to prevent the neural network to be overfitted or underfitted (DL4J,
2019b). The early stopping of DL4J calculates the training equilibrium point. To use the early stopping,
a time window and a maximum number of epochs to be executed it must be specified. When the
number of epochs is reached, or the time window is reached the early stopping stops its execution
and the epoch with the best equilibrium is returned. For EnAPlugs, a time window of 4 hours and a
total of 50.000 epoch are used as input for the DL4J early stopping.

l11.3.5. EnAPlug SB shared knowledge

Having the ability to answer the six questions of Table 3, EnAPlug becomes knowledgeable about
the controllable load usage and its context. This knowledge can be then shared among other
EnAPlugs to spread and increase the community knowledge. The aggregation of EnAPlug’s agents is
considered a community of EnAPlugs.

Figure 14 shows the representation of the shared knowledge flow process, where each step is
represented by a roman numeral. At the beginning of the process, EnAPlug connects to the cloud
server in order to train the deep learning algorithm (i.e., the LSTM networks). This step is done when
the LSTM networks are not up to date. Otherwise, this step will not be executed. In the next step,
EnAPlug will query the yellow pages agents regarding all the other EnAPlugs located in the same
building’s room. EnAPlug only allows to shared knowledge among peers that are physically in the
same room. After having all the addresses corresponding to EnAPlug’s agents of the same room, the
EnAPlug directly communicates with those agents to share its knowledge, in other words, the
EnAPlug will share the answers of the six questions of Table 3 with other EnAPlug in the same room.

Cloud Yellow
Server Pages
A 4
t > EnAPlug <« ¢
S
Ul vt oz

EnAPlug EnAPlug EnAPlug

Figure 14. Shared knowledge process

Another approach is having EnAPlugs querying the knowledge from other peers. Figure 15 shows
this process where EnAPlug A requests knowledge from peers located in the living room, where
EnAPlug A is located. First, EnAPlug queries an address list from the yellow pages agent, and then it
uses direct communications to request the knowledge from EnAPlug B.

Yellow

EoR EnAPlug A EnAPlug B

Ask for EnAPlugs
in living room

Return list
Request
knowledge

Knowledge
regarding next hour

Figure 15. EnAPlug's requesting peer's knowledge
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Sharing knowledge can increase the knowledge of the entire community. Individually, each
EnAPlug does not have enough knowledge to understand the building, the room, and the users. By
sharing knowledge, EnAPlugs can increase their knowledge and provide good quality resource
optimization. Equation (10) represents the knowledge of the room (;.,om)

n

Aroom = Z Apnapiug; »Where{n € Z} (10)
i=0
where agnapig, represents the individual knowledge of EnAPlug; and the n is the total number of
EnAPlugs inside the same room.

Each EnAPlug must have answers to the six questions identified in Table 3. Still, using the shared
knowledge it can combine individual answers and create global/room answers to the questions
identified in Table 4. Questions from vii to xii are derived from questions i to vi, but for the room’s
perspective. The first four questions of Table 4 are binary, meaning that the answer is one of two
types: positive, or negative. These answers can be formulated using the values one and zero,
respectively.

Table 4. Room’s knowledge questions

N2 Question How to answer
vii Are there controllable loads being used inside the room? Contextual data

viii  Are there users inside the room? Contextual data

ix Will controllable loads be used in the next hour? Learning algorithms

X Will there be users inside the room during the next hour? Learning algorithms

Xi What is the average consumption time inside the room? Historical data

Xii What is the average user presence time inside the room? Historical data

To answer the questions vii, viii, ix and x equation (11) is used. The room’s answer is represented
by Aroom, Where a negative answer is achieved only if all EnAPlug answers (4;) are negative, or a
positive answer is achieved if at least one EnAPlug answer is positive. To answer questions xi and xii,
it is used equation (12) for induvial EnAPlug answers to questions v and vi, respectively.

Aroom iio (11)
1,if ) A;>0
2
n
n oA
Aroom = l_; . (12)

Questions vii, viii, xi and xii are answered using real-time and historic data, meaning that there is
no uncertainty in the answers. However, questions ix and x use the individual EnAPlug forecast results
that are not 100 % accurate, meaning that the forecast accuracy must be considered.

Regarding questions ix and x, the forecast accuracy rate is more important than the actual forecast
result. The accuracy of a room is calculated combining all the individual EnAPlug forecast accuracy
and answers. Equation (13) calculates the probability of a given forecasted answer being positive (i.e.,
a = 1) or negative (i.e., a = 0), by using all the EnAPlugs accuracy rates. The a defines the type of
answer to calculate the probability. The A is the actual answer of EnAPlug, that can be positive (i.e.,
A = 1) or negative (i.e., A = 0). The accuracy of the forecast algorithm is represented by y. The
accuracy is retrieved from the test result during the train of the algorithm. Using equation (13), it is
possible to calculate the probability of positive and negative answers without looking at the forecast
itself. For example, with this equation it is possible to now the probability of having persons near the
controllable load during the next hour (E;) and the probability of not having persons (Ej).

a= (1 _ y)la—Alyll—a—Al (13)

For instance, using an EnAPlug to forecast if a person will be near the controllable load during the
next hour, with a forecasting LSTM network with 80 % of accuracy, considering a negative answer was
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resulted from the LSTM network, the probability of having a person near the controllable load in the
next hour is 20 % (E;), and the probability of not having a person near the controllable load during
the next hour is 80 % (Ej). Even though EnAPlug forecasts that no one will be near the controllable
load, there is still a 20 % probability of having a person near the controllable load. This is because the
accuracy of the forecasting method is not 100 %.

For the room probabilities, a combination between all the room’s EnAPlugs forecast results and
accuracies are needed. Equation (11) is not suitable for this propose. Likewise, the combination of
positive results is not the same as the combination of negative results. This is because positive
answers only need one EnAPlug with positive answer, and negative answers need all EnAPlugs to
have negative answers (i.e., it only takes one EnAPlug to detect a user to be determined the existence
of persons inside the room. This is also reflected in the calculation of the room probabilities).

Equation (14) calculates the probably of a negative result/answer in a room (8%,,,,,). For negative
answers, the product of individual probabilities — of negative answers, E, — can be applied. Where
Ey, is the probability of EnAPlug i having a negative answer (E;), while n represents the number of
EnAPlug inside the room. For positive answers, equation (15) is used. Equation (15) is an adaptation
of the combinatorial mathematics inclusion and exclusion principal (DL4J, 2019a).

ﬁrgoom = l_IEOi (14)
i=0

k=1 indig ik
1<iy<ip<--<igsn

Bloom = i ((—1)’“1 Z p (Eai1 N Eq, N ..N Ealk)) (15)

The shared knowledge is applied not only to individual answers of questions from i to vi, but also
to the individual values of equation (13). This enables each EnAPlug to calculate and have knowledge
regarding the room answers to question from vi to xii (i.e. the combination of all the room’s individual
EnAPlugs’ answers). Using this knowledge, each EnAPlug can optimize its controllable load. The room
knowledge is important for controllable loads that cause impact in the room. For instance, the control
of a fan heater benefits from the knowledge of all EnAPlugs to understand if users will be in the room
or if they already are at the room. This enables turning off and on the fan heater according to the
users’ needs. Without knowledge sharing, the fan heater only has access and is only able to forecast
if users will be near the fan heater, lacking the room’s knowledge.

The shared knowledge is allowed in EnAPlug’s MAS because it is a congregation organization
system. Congregations, in this MAS, are built with agents that share the physical location (i.e., same
room in the building). Moreover, agents can be part of multiple congregations. The physical locations
are delimited by walls and rooms. Therefore, all EnAPlugs from the kitchen will make a congregation.
However, it is possible to have controllable loads with impact in more than one room, such as heating,
ventilation, and air conditioning (HVAC) units, or a simple frequency modulation (FM) radio. The
agents of EnAPlugs with such controllable loads are part of multiple congregations.

The room knowledge is acquired inside each EnAPlug and the result of equations (11), (12), (14),
and (15) are not shared. This is because individual resource optimization in executed inside each
EnAPlug and the data that is used can, and usually is, different for each EnAPlug. For instance, an
EnAPlug in two congregations — with impact in two rooms — must consider all the EnAPlugs of those
two congregations to calculate equations (11), (12), (14), and (15).

l11.3.6. EnAPlug SB printable product

During the PhD research it was possible to work with Brazilian designer students. This enabled
the creation of a 3D model for the EnAPlug AM box that is printable in a 3D printer. This work was
the combination of efforts between Debora Sperandio (Graduated student of the Instituto Federal de
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Santa Catarina, Brazil), Filipe Sousa (researcher in GECAD) and the author of this thesis. The 3D model
was designed for EnAPlug AM, enabling an easy deployment.

Figure 16 shows the modulation of EnAPlug AM, and its component parts, and the printed
prototype that has been deployed. The top cover was printed in white with the EnAPlug logo. The
logo is actually a hole to prevent the heating of the components. As a transparent cover is used in
this case, the perforated MAX485 board, the Arduino Mega 2560, the Ethernet Shield, the mono-
phase energy analyser, the 5V DC power supply, and the control relay can be seen inside the box.

Figure 16. EnAPlug 3D model: a) 3D model; b) printed prototype

The printable prototype has the dimensions of 180x150 mm to accommodate all the necessary
components. However, using SBC, the size of the prototype can be drastically reduced. A new 3D
model focusing on the EnAPlug’s sensors and how can they be deployed and interact with the smart
plug is being prepared. This is undergoing work and will enable the easy addition and removal of
sensors, in a similar way to the mounting of LEGO blocks.

At this moment, EnAPlug is used for research proposes and it is been applied in several projects.
A go-to-market strategy was not designed and interested companies were not contacted at this point.
EnAPlug is still evolving and a plan is being traced to use it to implement transactive energy, energy
internet, and energy virtualization.

111.4. Single-board computer for energy (S4E)

The main focus of this PhD research is a microgrid intelligent management system. After analysing
the state-of-the-art solutions, it was noticed that there is no consensus regarding the representation
of microgrids players and how they can efficiently communicate and interact. There is still room for
new approaches that can go further, by offering a solution that embraces and potentiates new energy
management methodologies, supporting the integration of energy resources, the integration of
sensors, the representation of players, the real-time prioritization of resources according to sensor
data and user needs, the real-time optimization of resources, the participation of demand response
programs, etc.

The single-board computer for energy (S4E) was conceived, developed and tested during under
this PhD research (Gomes, 2017c)(Gomes, 2020b)(Gomes, 2020c). The S4E enables the easy
deployment of the system, by using single-board computers (SBC) that can be placed almost
anywhere in the building. The S4E is focused on the building’s energy management and it was built
from the building to the smart grid. This resulted in a feasible solution that can manage the building’s
electrical resources. Nevertheless, the S4E can communicate, interact and participate in microgrids
and smart grids, if they are available.

The S4E is a solution deployed in an SBC. The S4E can be deployed individually, without the need
of a MAS. However, it can assume agent functionalities and integrate a uGIM MAS to take advantages
of the communication with other agents in the system. When assuming agent functionalities, S4E can
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be named S4E agent. The MAS composed by multiple S4E agents is called uGIM MAS. A uGIM MAS
can represent a smart grid, microgrid, or energy community. The S4E agents represent different
players, are able to pursuit their individual goals, and can communicate among then.

The main goal and challenge behind the S4E is the creation of an agent-based solution that can
be deployed individually inside a building, but when in a MAS, the S4E can represent players of energy
communities, microgrids, and/or smart grids. For this to be possible, the system must provide a
dynamic architecture where energy management methodologies can be added. The system uses
abstraction layers that enable adding energy resources and energy management methodologies in a
seamless way. It is impossible to know ahead in time what type of resources are available in a
building. Therefore, the S4E allows the integration of multiple resource’s types. A resource can be
electrical loads, energy sources or sensors.

The S4E was developed to enable the deployment of the solution in today’s buildings, but also to
provide a testing and validation solution for energy management methodologies. These
methodologies can be placed inside a single S4E agent or in the uGIM MAS. In S4E, energy
management methodologies are defined as energy strategies, and they were a priority during the
development of the S4E solution. The easy integration, testing and validation of energy strategies
benefits the S4E solution, enhance its use, and benefit the research and development of such energy
management methodologies, creating a win-win situation.

The use of SBC promotes the easy deployment of S4E, but it brings some limitations and
disadvantages: the computer processing power is low when compared with computers and servers,
the local storage is limited and makes it impossible to use large databases, and there is no hardware
redundancy to prevent component failures. None of these limitations occurs when using servers. The
main benefits of using SBC are: easy deployment, low-cost, and the possibility to connect hardware
directly to the SBC.

The architecture of S4E was conceived having in mind the limitations of SBC. The development
board used was the Raspberry Pi 3 Model B. However, the S4E solution was intended to be used in
others SBC, computers or servers. Therefore, to avoid compatibility issues, Java programming
language was chosen. Software developed in Java is executed in the Java Virtual Machine, making it
operating system independent. This means that a Java software can be executed in any operating
system that has the Java Virtual Machine. However, this is not entirely true in the S4E agents, simply
because of the integration of hardware. The use of serial communication and the network interface
controller (NIC) demands an adaptation in the software-side to allow the use of S4E agents inside
other machines.

The S4E was conceived for the research community, namely the power and energy systems
community. To facilitate its configuration and use, the S4E system is entirely configures using a text
file. The SAE uses a JavaScript object notation (JSON) file that allows the configuration of the S4E
agent, regarding all its aspects, as it will be seen in section 111.4.5. A JSON file can be open in any text
editor and has a friendly readable format. This section will detail the development, use and
deployment of the S4E solution. In chapter, some implementations, tests, and results will be
presented. The S4E, unlike V2R and EnAPlug AM, is not currently an open source solution. The steps
to open the solution to the public are being arranged and studied.

li1.4.1. S4E domain model

The SAE solution is a multi-agent system where all agents are equal in their architecture. The S4E
agents are equal in code but different in their configurations. The domain model of Figure 17 is
applied to all S4E agents.

In the centre of the domain model it is the agents/building domain object, represented in blue.
This is the main conceptual class that represents the core and central of the S4E agent operation.
Domain objects associated with the physical building’s infrastructure and resources are presented in
light orange, are presented. A resource is located in a zone, while a zone can be part of another zone.
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A zone is a physical limited area, such as a working place or a room. A hierarchical representation of
building’s zones can be drawn to map the building’s physical areas, where the root of the hierarchical
representation is the building itself.

A resource domain object can be one of three types: Modbus/RTU, Modbus/TCP, and HTTP API.
The number of types will growth over time in order to enable the integration of more resources. The
three presented types are already developed, and they represent the communication protocol that
will allow the integration of resources.

In S4E, resources are divided in registers, where a register is a value that can be read and/or wrote
in the resource. The S4E domain model contemplates two types of resource’s registers: monitor
registers used to read values from resources, and control registers used to write values to resources.
Combined, they allow S4E to monitor and control resources. It is possible to have resources with only
monitoring capabilities, without any control. However, resources that only have control registers are
not allowed in S4E. At least one monitor register is needed, e.g., the resource’s state.

Monitor Control
Registers Registers

! | |

Modbus/RTU Modbus/TCP HTTP API

L 1l |

Zone o Resource < Storable
| 0.* 0. 1.1
1.1 | 1.1 1.1
UART 01 111 agentBuilding -1 0-2 Storage
|
1.1
0. 1.1
0.” Local
Alarm —_—
Energy Strategy
Remote
|:| Central block
Infrastructure
|:| Data
Management -
L Periodic Contextual

|:| Physical interface
Figure 17. S4E agents’ domain model

It is important and necessary to have access to data in energy management systems. Yet, the
storage size limitation of SBC is an issue that limits the access to data. The light grey domain objects
of Figure 17 represent the data storage in the system. S4E has a unique storage system that assumes
two forms: local, or remote. The local storage uses the local storage size available in the SBC while
the remote storage uses a remote server to store data. The storable class is a Java interface, an
abstract class. Any resource can be configured to be, or not to be, a storable object, meaning that the
monitored data can be, or not, periodically stored. The same is valid for energy strategies.

Energy management methodologies are represented in S4E as energy strategies. In the domain
model, these are represented by the green domain objects. An energy strategy can be one of two
types: periodic, or contextual. The periodic energy strategies assume the need of an alarm that the
SAE uses to activate the energy strategy. The contextual energy strategies assume the need of a target
context. If the context is detected, then the energy strategy will be executed.
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The white domain object represents the ability of S4E agent to be connected to a RS485 network.
By using the universal asynchronous receiver-transmitter (UART) communication, it is possible to
connect the SBC to a RS485 network where Modbus/RTU resources are connected.

As stated before, all S4E agents use the same domain model. The microgrid operator uses the
same domain model of Figure 17. The microgrid operator can have, or not, resources. Nevertheless,
special agents can be developed and integrated in the S4E multi-agent community. These special
agents are developed to bring external services and not to monitor, control or manage buildings. Only
one special agent is developed (see section 111.4.9). The goal of this agent is to build a centralized
visualization interface where the individual data of each agent/building can be shown in a unique
graphical user interface, providing a microgrid interface where each player data can be seen
aggregated or individually. Aggregation services, such as curtailment service providers (CSP) and
virtual power plants (VPP) can also be developed as agents in the system.

ll1.4.2. S4E architecture

Following the domain model of Figure 17, the architecture of S4E was conceived having in mind
all the requirements of the system. Figure 18 shows the architecture of S4E agents. The operating
system (OS) and the components of the uGIM S4E agent are represented in blue colour. Represented
in brown are the needed third-party software that must be installed in the SBC’s OS. In green are
represented external entities, located and running outside the SBC.

SBC 0S

SLPE FosteresaL =
MBS e -

HUGIM S4E Agent;

HGIM S4E Agent
Transactive Energy Transactive Energy Alarms OpenADR - VEN
Auction master Auction master Scheduled - one time
Energy Strategies / Demand-side Management
Resource Integration
o), Modbus/RTU Modbus/TCP HTTP API

JADE Controller JADE Controller GUI Data Storage External Servers

Agent Core Agent Core Local - command line PostgresQl Server

MAS Core MAS Core Remote - AP/ Remote

MySQL Server
JGroups JGroups Internal Memory Logging

* Not mandatory ** Only one is needed

Figure 18. S4E agents’ architecture

The architecture of Figure 18 applies to all S4E agents. However, components can be disabled or
simply not used. The components of the architecture are used according to the agent’s needs and to
the agent’s configuration. Because agents are parameterized according to a configuration file, the
components only run if they are required.

[11.4.2.1. Operating system preparation

The majority of SBC provide a Linux-based OS that is freely available to use. However, it is common
use to have dedicated Linux distros for each SBC, with exception of some SBC that provide an Ubuntu
distro. The S4E solution was developed and tested on top of Debian-based distros. However, this is
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not a constraint, and other distros can be used even without being Debian-based. If Java 88 is installed
and if the necessary software for S4E compatibility is installed, then the SBC is ready to be used and
ready to receive an S4E agent. For the experimentations presented in this document, all operating
systems were used without graphical interface and only terminal was available. This made the OS
lighter and faster, with more free memory.

According to Figure 18, the only mandatory software is Java 8. The Java 8 JRE must be installed in
the SBC to enable the execution of the S4E’s Java files. Currently, S4E is not compatible with Java
versions above Java 8. This limitation is the result of some used libraries. The installation of Java 8
JDK is not needed but it is recommended for users with intention to modify the S4E agent’s code.

As stated before, the S4E agent can be part of an RS845 network. This integration enables the
agent to exchange Modbus/RTU messages with equipment. The integration of S4E in RS485 networks
is only possible if the network uses Modbus/RTU and if there is no master in the network. In a RS485
network, only one message can be sent at a single time. Only one master should be available because
the use of multiple masters can crash the network by creating simultaneous messages. The S4E
agents work as masters only, they cannot be configured to work as slaves.

To enable the agent to work as a Modbus/RTU equipment, the S4E agent demands the use of
RXTX library and RXTX binary files. This enables Java to use the serial communication of the SBC OS.
The RXTX library is added to the S4E agent and will use the binaries if Modbus/RTU resources are
configured in the agent’s configuration file. The binaries must be added to the SBC OS. If no
Modbus/RTU resources are configured, then the use of RXTX is not mandatory.

The secure shell (SSH) protocol and Samba software are optional but are very handy to use the
SBC. The SSH protocol enables the remote access and control of the SBC, using a remote terminal.
The Samba software uses the server message block (SMB) protocol, enabling folder sharing in the
computer network. While SSH protocol provides fully control of the SBC, the Samba software enables
the exchange of files and folder to/from the SBC. The lack of both will increase the complexity and
difficulty of handling the S4E agent.

The GNU linear programming kit (GLPK®) provides a solver for large-scale linear programming (LP)
and mixed integer programming (MIP). The main advantage of GLPK is its ability to be integrated in
Java. The installation of GLPK in the SBC enables the use of its solvers and provides S4E with LP and
MIP solvers. The installation of GLPK is only necessary if S4E is configured with an energy strategy
that depends on GLPK. The R project'® provides an environment for statistical computing. Instead, or
additionally, to the use of the GLPK, the S4E can use R programming language as energy strategies.
The R project provides an interface for Java, enabling Java code to execute R commands and scripts.
Similar to GLPK, the R environment is only necessary if is used an energy strategy that depends on R.

The S4E agents will use a local database and a remote database. Currently, these databases can
be one of two: PostgreSQL*!, or MySQL*2. Both databases are open source. The local database can be
PostgreSQL and the remote MySQL, and vice versa, but locally only one can be used. Therefore, it is
only needed to have one. However, the MySQL driver has a hard copyleft licence. The software
licenses will be detailed in section 111.4.7.

Another software that is recommended and that was commonly used during this PhD research, is
the version control software Git. This enables the easy creation of software versions, server backup,
and the propagation of updates throughout all the SBC available in the laboratory. Currently, S4E is
available in the open source Gitblit'? repository located in the research centre where the research

8 https://java.com/en/download/fag/java8.xml
% https://www.gnu.org/software/glpk/

10 https://www.r-project.org/

11 https://www.postgresgl.org/

12 https://www.mysqgl.com/

13 https://gitblit.github.io/gitblit/
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work has been developed, and in one free to use Bitbucket account. The Git repositories were used
to track software versions and software backups. All agents cloned the Gitblit repository. If a decision
is made to publicly publish the S4E as an open source software, a new GitHub repository will be
created and the Gitblit and Bitbucked?!* repositories will be terminated.

11.4.2.2. Logging

The S4E is under development, and bugs are normal. Therefore, one of the base architectural
blocks of the S4E agents, is the logging. The system logging will redirect all warnings and errors to
files or to the screen, depending on the current configuration. Another option enables the complete
hide of errors and warnings, but this is not recommended. The redirection of errors to files takes into
account the SBC storage limitation, and log files above 10 MB will be deleted. Also, once the agent
starts, previous files are erased. This prevents the overloaded of the system.

The log files are divided in two: S4E logs, and JADE logs. The JADE logs are the logs of JADE
framework, that cannot be turned off. These logs are redirected to a file, away from the terminal
interface. Both log files are located in the Samba folder available in the computer network, enabling
an easy access.

Future developments can improve the logging block by providing external storage for logs. This
will avoid the auto deletion of files above 10MB. Another issue with the use of logs is the number of
threads and the real-time execution of the S4E agent. For instance, if a resource (e.g., energy
analyser) is disconnected from the network, the S4E will generate an error when trying to read values
from the resource. If a 1-second monitoring period is set, the system will generate 86.400 log
entrances per day for a single resource. The logging system should be able to detect log repetition
and avoid its storage. For instance, instead of having 86.400 logs the system should only report one.

11.4.2.3. Internal memory

The architectural blocks are usually individual threads permanently running. The internal memory
block was conceived to work similarly to a memory system, where threads can store/read data
to/from memory addresses. The S4E does not implement permission rules, all system’s threads have
permission to create, update, and read all internal memory positions.

The internal memory uses a pair of values: a key, and a value. The constructor of this class receives
a String and an Object and store it in memory. All S4E’s threads have access to the internal memory
and can use it. Also, a memory position can be linked to the graphical interface, this will enable the
automatic update of the graphical interface every time the memory value changes.

When setting a value to an internal memory position key, during its construction or during an
update, it is possible to send a persistence request. The persistence request will demand that the
database stores this value alongside its key. Every time there is a need to save the value, it must be
sent a persistence request.

.4.2.4. JGroups

The JGroups® toolkit enables the one-to-many communication, and it is used in S4E for
registration and discovery. The JGroups solves the issue resulted from the inability to know where
the uGIM MAS is running. The S4E agents can work individually, managing the building’s resources,
or in a community of agents, managing the building’s resources while actively participating in the
microgrid and smart grid. However, to enable the connection with a MAS, the S4E needs to know the
IP address and port where the MAS is running. The JGroups can provide this needed MAS discovery
mechanism.

4 https://bitbucket.org/
15 http://www.jgroups.org/
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The JGroups works as a shared tunnel in the computer network, enabling software to connect to
this tunnel and share information. The software does not need to know the address of others, they
just publish information and it is automatically shared among others. The JGourps toolkit can be used
with UDP and with TCP. The UDP enables a full distributed solution, while TCP demand the use of a
centralized JGroups software, where all agents must to connect.

Using the UDP configuration, the S4E agent will publish its information in JGroups and reads the
information of the already connected agents. If a uGIM MAS is detected, then the S4E agents can
connect to it using the connection configuration shared in the JGroups. This means that, in S4E
solution, the software runs independently and is able to manage the resources independently, and
only when a uGIM MAS is detected, does the JADE agent is executed.

111.4.2.5. JADE controller

The java agent development framework (JADE) controller block represented the used framework
for the multi-agent system. This block enables the integration of S4E in a multi-agent community. This
block is only enabled if the S4E software discovers a MAS in the JGourps shared information tunnel.
Depending on the S4E configuration, the architectural block of JADE controller can be executed as:
agent core, and MAS core. Both, agent core and MAS core, can be executed in the same S4E.

The choice of JADE framework gives the system the ability to develop an agent-based software
without higher concern in the agent development, being able to focus on the building management.
The framework is FIPA Agent Communication Language (ACL) compliant and provides ready to use
agents that are needed for MAS. The available directory facilitator (DF) provides yellow pages services
without the need of any development. The DF agent is important for agents to discover other agents
inside the MAS. The framework also makes available a remote monitoring agent (RMA) that monitors
all the agents of the MAS. The DF is used in the S4E solution, but not RMA because it requires a
graphical interface that it is not available in the OS used in the SBC.

The MAS core is used for the SBC that will execute and run the uGIM MAS. The DF agent will run
in this SBC, and all other S4E agents will be connected to it. Therefore, the uGIM MAS itself runs in a
SAE agent, this makes the system not dependent on external services. In a deployment, if ten
buildings are used, then only ten SBC are needed, and one of them will execute the uGIM MAS core.
At this moment, the uGIM MAS core is invariable during the execution of the agents. To change the
MAS core from one SBC to another, the system must be stopped and them start again.

The agent core block is used for all the S4E SBC. This block will be executed every time the S4E
agent connects to a uGIM MAS. This will give S4E the needed agent functionalities, able to be part of
a MAS and communicate with other agents. Internally, the agent core will enable the S4E to perform
cooperative, collaborative and competitive actions in the uGIM MAS. Only one SBC, in a community,
can be MAS core, while all SBC are agent cores.

The agents of S4E are both event- and self-triggered, meaning that they are able to react to events
but are also able to periodically perform tasks and conduct actions/communications. The uGIM MAS
uses a compound organization that combines teams, congregations, societies and federations (Figure
2). The organization types will differ according to the S4E implementation. For instance, a microgrid
can be manage using a team organization where all players work for a common goal, or it can be seen
as a congregation of similar agents. When connecting several microgrids, the system assumes a
federation organization where each microgrid is represented by a leader — the microgrid operator.

[11.4.2.6. Graphical user interface

The graphical user interface available by default in the S4E, uses the terminal to show vital and
general information regarding the S4E. This interface was designed for 7-inch monitors. Figure 19,
shows the interface layout, and how it is presented in a 7-inch high-definition multimedia interface
(HDMI) monitor. The figure is divided by thirteen panels, where the information is distributed.
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Panel i, in Figure 19, has the SBC information, with its name on the left and the IP address on the
right. Near the name, information regarding the use of logs is given (i.e., file log, screen log, or off).
Panel ii has energy-related real-time values, where consumption, generation and flexibility are
shown. The flexibility value represents the possible energy reduction that can be done. Panel iii has
the current hour values, where consumption and generation are shown in Wh. The forecast values
regarding the next hour can be seen in panel iv, forecast for consumption and generation are
available. The errors associated with consumption and generation regard the previous hour. The
mean absolute percentage error (MAPE) is used to calculate the forecast’s error. The S4E default GUI
also provides information regarding the 15-minute forecast, where the same logic of forecast hour is
used but for the next 15-minute block (i.e., from [0, 15[, [15, 30[, [30, 45, and [45, 60[).

Panels vi, vii, and viii regard the available transactive energy that is only possible when S4E is
connected to a pGIM MAS. The blocks are divided by three time periods: next hour (panel vi), current
hour (panel vii), and last hour (panel viii). Panel vi shows the energy that the S4E agent will try to buy
and sell for the next hour, while the energy transacted is shown in the bought and sold lines. The
current hour, of panel vii, has the same information as the next hour with the addition of the outcome
and income payed/received by the energy bought/sold in the transactive market. Panel viii shows the
last hour. In this panel is shown the same information as for the current hour with additional market
outcome and the market income. The market information regards the price of energy spent/profited
in energy consumed/injected from/to the main grid.

Panel ix has general information about the execution of energy strategies regarding resources’
optimization. This is a daily information where enabled field indicates the current execution of the
optimization, executed field shows the number of times the optimization was executed during the
current day, and the reduced field shows the energy that were reduced by the execution of the
optimization algorithm. This value has a correlation with the flexible value, of panel ii, that indicates
the maximum amount of energy that can be reduced at a given time. Panel ix only allows the use of
one energy strategy, limiting the visualization of multiple energy strategies.

Figure 19. S4E's default GUI

Panels x and xi show accumulative energy-related values for one week (i.e., last 7 days) and for
one month (i.e., last 30 days). These panels show the energy that was injected to the grid (i.e., surplus
energy), the energy that was demanded from the grid (i.e., deficit energy), the economic balance
(i.e., outcome spent in the energy demanded from the grid less the income from the energy sold to
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the grid), the energy that was sold in transactive energy, the energy that was bought in the transactive
energy, and the economic balance of transactive energy (i.e., the outcome spent in the transactive
energy less the income profited in the transactive energy).

Panel xii lists energy resources integrated in the S4E that have consumption or generation.
Resources, such as sensors, without energy values are not presented in this panel. The real-time
values represent the consumption or generation of resources. If the resource is consuming, then a
blue colour is used in the value. If the resource is generating energy, then a green colour is used. For
values equal zero, the default white colour is used.

The last panel, xiii, located in the bottom of the interface, enables users to request actions to S4E.
The actions allowed are: activate/deactivate the optimization energy strategy by using the OPT
command, kill the agent by using the KILL command, and execute an on/off control in an energy
resource by using ON{id} or OFF{id} commands — where {id} represents the resource ID displayed in
panel xii. Because the default interface uses the OS terminal, it is possible to use the terminal
shortcuts, such as ctrl+c to kill the S4E agent and software, or ctrl+z to execute S4E in background.

All the values shown in the default interface are in fact the contents memory positions, as
described in section 111.4.2.3, linked to a (x, y) position in the screen. Every time the value of these
internal memory positions updates, the value that appears in the interface will also be updated. The
link between internal memory positions and the graphical interface enables the real-time update of
the displayed values.

11.4.2.7. Data storage

The data storage block enables the data persistence of S4E’s data. This block is responsible for
storing storable objects and accessing stored data. Any Java object that needs to be stored must
belong to a classimplementing the storable interface. The user can identify, and filter which resources
and energy strategies are stored in the database. The storage of resources data is highly
recommended. Otherwise, it could make itimpossible to execute some energy strategies. The storage
of energy strategies is done every time the energy strategy is executed, and all the input and output
data are stored in the database. The internal memory positions are stored when values update.

Each storable object results in a single table in the database. The table will have the same name
as the object plus a creation time represented in milliseconds. Internal memory positions are all
stored in a single table with the name of the memory plus a creation time represented in milliseconds.
The use of the creation time in database’s tables allows the creation of multiple tables, meaning that
it is possible to execute S4E with several configuration files without losing any previous data.

As seen in Figure 18, the data storage block is divided in two: local storage, and remote storage.
Each block represents a different database and, more importantly, a different database location.
Because of the already mentioned SBC storage limitation, there was the need to add external services
to provide hardware capable of host large datasets. The local storage represents a local database
(PostgreSQL or MySQL), installed and running inside the SBC. The remote storage unit represents a
database (PostgreSQL or MySQL), installed and running in a server. The local and remote databases
are independent and can be built using different technologies. The types of data used in S4E do not
need any transformations to be stored in PostgreSQL or in MySQL, the same datatypes can be used
in both databases.

The S4E manages the local and remote storage seamlessly. All threads can make structured query
language (SQL) queries to select values, but only the storage thread can execute SQL queries to insert
values in the databases. The S4E manages the data according to its timestamp. All data is inserted
locally, using the local database. Local stored data older than a configurated time is sent to the remote
storage database and erased from the local database.

To access stored data, the S4E has a seamless method that is able to detect the location of the
requested data and return the data. In S4E architecture, two databases are used: a local database,
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and a remote database. To access stored data, the S4E must firstly identify where the requested data
are available: entirely in the local database, entirely in the remote database, or partially in the remote
and in the local databases. The method, for accessing stored data, will query those databases
according to the access request and built a single dataset to return.

The names of tables in the local database are not the same as the ones used in the remote
database. As seen before, each table has in its name the creation time — represented in milliseconds
stating from the Unix Epoch Time 1%t January 1970. The local and remote storage use this name
nomenclature, making it almost impossible to have the same table name in the local and remote
sides. At the start-up, S4E analyses the local and remote databases to create a one-to-one relation
among the local database tables and the remote database tables.

The table’s name matching is used in order to allow the existence of multiple table version in the
same database. For instance, it is possible to create a table version for only two days and then
instantiate a new version, without losing previous data and allowing the separation of data. Using the
configuration file, the user must indicate if the last up-to-date table version will be used, or if a new
version will be used. In each case, the S4E will map the tables to use (previously created or new
tables) and match these names with the local and remote sides.

111.4.2.8. Resource integration

The resource integration in the S4E is one of the most important aspects of the system. Without
the capability of integrating resources, the software would not be able to achieve its goals of
providing energy management methods to the building. Therefore, the resource integration is a very
important piece of the system.

In the S4E system, each resource is composed by multiple registers, as seen in Figure 17. These
registers are values that are readable and writable. In the configuration of a resource, the user must
specify what are the readable registers and identify them according to its type: energy consumption,
resource state, temperature sensor, etc. The writable registers are used to control the resource. There
are three possible control types applied to resources: none, discrete, and variable. The first, none,
indicates that the resource does not allow any control. The discrete control enables the on and off
control of a resource. The variable control enables a fine control from 0 % to 100 %.

For each resource defined in the configuration file of S4E, a new thread is launched. These
threads, represented integrated resources, provide monitoring and control methods that can be used
by energy strategies and other threads. The use of threads enables the close to real-time monitoring
without damaging the S4E software performance. The thread will maintain the resource’s registers
updated. The monitoring period is configurable, but no period less than 1 second should be used to
prevent failures in the network and resources.

The resources’ monitoring time is set globally, meaning that all resources have the same
monitoring period. The monitoring period defines the period for request. Every time a request is
done, the period time starts counting, and a new request will be made after reaching the defined
period. These requests do not depend on the replies from the resource. In the configuration file, a
timeout period is also set, which defines the timeout to be used in each request. If a resource does
not reply, or a bad reply is received, the resource value will preserve the last valid value.

The use of resource’s registers availability can raise some issues. If registers cannot be retrieved
in a single request, it implies the need of multiple requests in order to update all the resource’s
registers. This is a common problem in the Modbus protocol, in its RTU and TCP variants. If two
registers in Modbus have opposite positions, then two requests in Modbus should be done. In S4E,
the resource types of Modbus/RTU and Modbus/TCP manage the number of requests depending on
the position of the configured resources. Registers close to each other will be aggregated in a single
request. Otherwise, multiple requests will be made by the resource thread. Each request is done in
parallel using threads, and replies are analysed by a single thread. If multiple replies arrive at the
same time, Java will put them on hold using buffers.
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Currently there are three integration protocols in S4E: Modbus/RTU, Modbus/TCP, and HTTP API.
While Modbus is a single protocol, it has two possible implementations, the RTU and the TCP
versions. The HTTP APl is not a protocol per say, but it will be used in this document as an integration
protocol that allows the integration of resources with HTTP APIs. The three implemented integration
protocols will be described below.

The resource integration block of S4E architecture should and must be expanded during future
developments, enabling the integration of new protocols, such as KNX, open platform
communications (OPC), MQTT, AMQP and STOMP. This will allow the integration of more automation
devices and loT devices.

Modbus/RTU

The Modbus/RTU is a protocol that uses R5485 networks to exchange data among master and
slaves. In S4E, the master is always the SBC while the slaves are all the resources integrated in the
S4E. Because it uses a RS485 network, the SBC must provide UART pins. A UART was two pins, one
for transmission (Tx) and other for receiving (Rx). These pins must be connected to a MAX485 in order
to convert communications from UART to RS485, and vice-versa. The use of MAX485 is almost
standard, the circuit used is shown in Figure 20. The Tx, Rx and RS485 activation pins will be
connected to the SBC pins. The S4E access these pins using RXTX library and by executing shell
commands to activate and deactivate the RS activation pin.
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Figure 20. MAX485 circuit used in S4E

In some circuits available, the receiver enabled (RE) pin and the driver enabled (DE) pin are
connected. The RE pin must be low to enable the read of R5485 messages and the DE pin must be
high to enable the write of RS485 messages. Because, typically, there is no need to read while writing,
both pins are showed interconnected in some circuits. In S4E, the pins cannot be interconnected,
otherwise, the software will not be able to read the RS485 messages. The issue was detected during
the development of the Modbus/RTU integration resource class. The activation of the RS485
activation pin in the SBC is slower than the sending of the Modbus/RTU request and the receiving of
the reply from the resource. Meaning that when the SBC deactivates the R$485 activation pin, the
resource already replied. Therefore, the RS485 activation pin cannot be interconnected with RE pin,
otherwise it will not be able to read the resource’s replies.

The circuit of Figure 20 enables S4E to always read RS485 messages, this because of the
connection of RE pin with the circuit ground. This results in the reading of its own requests. The S4E
must discard these messages and only process the actual replies. In Modbus/RTU, messages do not
have an identifier. Therefore, the S4E ignores all messages that match the request.

The Modbus protocol uses functions and registers, where masters can send messages to slaves
using a function (e.g., reading, writing) and identifying the registers that will be read or wrote. The
messages can manage a single register or an aggregation of sequential registers — registers from 10
to 20 can be requested in the same message. This document will not detail the Modbus protocol, but
information regarding this protocol can be easily found.
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As stated before, depending on the registers’ position, the S4E will try to aggregate registers in
order to minimize the number of registers sent to the resource. The S4E uses a limitation of 100
registers per message, meaning that registers 10 and 120 cannot be aggregated, resulting in two
requests. The reply of the resource will be interpreted and processed by S4E according to the
requested message and the registers to monitor. For instance, if a resource uses registers 5, 10, 50,
100, 120, and 130, the S4E will create a request from 5 to 100, and a second request from 120 to 130.
In the first request, the resource will send a total of 95 values, one for each register. However, the
S4E will only read 4 values corresponding registers 5, 10, 50 and 100.

Modbus/TCP

The Modbus protocol also provides a version for TCP/IP networks. This protocol can be found in
SCADA systems and high-end equipment for monitoring and control. The concept of Modbus/TCP is
the same as Modbus/RTU. The differences are in the message package and the ability of
asynchronized messages provided by the TCP/IP network. The use of registers is equal to
Modbus/RTU. The S4E can communicate with Modbus/TCP resources by using the network interface
controller (NIC): for the local area network (LAN), or for the wireless LAN (WLAN). So, there is no need
of additional hardware.

The S4E will also aggregate resource’s registers to decrease the number of requests needed to
update the resource’s values. In Modbus/TCP, an identifier of the message can be set on each request.
The same identifier is later used in the response. The S4E creates identifiers for each request and
when a reply is received, the software will match the request with the reply using the identifier.
Requests in Modbus/TCP are sent all at the same time, using threads to send each request. In
Modbus/RTU a second request could only be sent after receiving a reply from the first request,
because messages were synchronized. In Modbus/TCP, messages are asynchronized and requests can
be sent simultaneous to the same resource. The use of Modbus/TCP brings simplicity to the Modbus
protocol. There is no need to specify the message’s data size nor the cyclic redundancy check (CRC).
This is possible because the message uses the TCP/IP network with TCP/IP message packages that
already provide size and error control to the messages.

HTTP API

The integration of loT devices in the S4E software is a priority. The use of loT devices is growing,
and it is expected to grow even more in the near future. Therefore, S4E cannot disregard this type of
devices. A Java resource class was developed to communicate using HTTP requests in order to enable
the integration of loT devices.

For an loT device to be integrated in the S4E, a HTTP API needs to be implemented by the device’s
manufactory. The availability of APIs in loT devices is not general or even market standard. However,
there are a vast offer of devices that provide such APls. The S4E is able to integrate loT devices that
provide monitoring data with possible control options.

The S4E was conceived and developed with an energy focus. Therefore, the HTTP API resource
integration uses a similar approach of Modbus/RTU and Modbus/TCP. An loT device is divided by
registers: readable, and writable. Those registers can be monitored and/or controlled in the API. For
HTTP API resources, the registers are tags or paths and not memory addresses, such the one used in
Modbus resources.

The integration of HTTP API resources uses the TCP/IP network available in the SBC’s NIC. The S4E
can directly communicate with the resources without the need of additional hardware. Each resource
should be configured with the URI of the API. Currently, the S4E is compatible with APIs that use JSON
format for requests and responses.
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Some loT devices are harder to integrate in the system. In those cases, a home automation
platform can be used to work as a gateway between loT devices and S4E. Home automation platforms
can handle the integration of multiple loT devices in a single platform, independent of the loT devices’
manufacturers. Open source solutions, such as OpenHab, Home Assistant, and Domoticz can be used.
These three platforms are able to be executed in SBC and provide APIs. Depending on the loT devices
available in the building, they can be configured and integrated in a home automation platform, and
then integrated in the S4E using the HTTP API. For instance, currently the S4E does not provide a
MQTT interface for resource integration, but Home Assistant provides such interface. Therefore,
MQTT loT devices can be integrated in the Home Assistant platform and the API, provided by the
Home Assistant, is used to integrate the MQTT loT devices in the S4E. This demands the usage of
third-party software, but it provides the advantage of integration.

11.4.2.9. Energy strategies

Energy strategies, in the S4E context, are energy-based methods that are executed in a given
period or context. Energy strategies can assume multiple forms, such as resource optimization
algorithms, energy-related forecasting algorithms, user energy profiling methodologies, and learning
algorithms. Energy strategies are not mandatory in S4E, but they are used to produce all the energy-
related management. Demand-side management (DSM) methodologies are deployed in the building
using energy strategies.

Everyone can develop an energy strategy to be deployed and tested. Each energy strategy is
defined by a single Java class with access to the storage system (i.e., databases), current state of the
building resources, and the internal memory of S4E. Energy strategies can be implemented in Java or
in third-party software: GLPK solvers, or R environment. However, additional third-party software can
be installed by the developer or be added in future releases of S4E.

The GLPK solver enables the solving of linear programming and mixed integer programming. This
solver is used in the S4E with the Java optimization modeler (JOM) library. The JOM library enables
the use of GLPK using a mathematical approach, providing mathematical expressions, input
parameters, decision variables, objective function, and constraints.

For the application of Al algorithms or complex solvers, energy strategies can be interconnected
to R scripts. Java has an interface to R, where the exchange of data is possible. Therefore, an energy
strategy can be developed in R. The Java class just need to send the input data and receive the output
data. The control of the resources, if any, is done inside the Java code.

According to the domain model of Figure 17, there are two types of energy strategies in the S4E:
periodic, and contextual. The types identify how the energy strategy is triggered by the S4E. If a
periodic energy strategy is created, the user must specify a time period identifying when the energy
strategy will be executed. To set periodic energy strategies, a notation based on the Unix cron
software is used. Each periodic energy strategy executing in the S4E is set with the notation shown in
Figure 21. This notation is compared with the OS clock, and if a match is verified, then the energy
strategy is executed. In the used notation: ‘*’ character indicates any value, integers indicate exact
values, and integers with percentual signal indicate values that are divisors of the integer. The last
notation parameter is optional and indicates an adjustment to be made in the notation match
validation. The last parameter is the number of minutes that should be added or subtracted to the
time represented by the notation.

Using the notation of Figure 21, an energy strategy set with the notation “15 * * * *” will be
executed every month, day and hour when minutes are equal to fifteen (e.g., 00:15, 10:15, 23:15). If
the notation is changed to “15% * * * *”, the energy strategy will be executed every month, day and
hour when minutes are divisors of 15 (e.g., 00:00, 00:15, 00:30, 00:45, 1:00). In case of notation “15%
* * k% 3" the energy strategy will be executed every month, day and hour when minutes are divisors
of 15 less 3 (e.g., 23:57, 00:12, 00:27, 00:42, 00:57).
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Notation: k ok ko {*}

minute [[0-59], [1%, 29%]] J
hour [[0-23], [1%, 12%]]
day [[1-31], [1%, 15%]]
month [[1-12], [1%, 6%]] €
weekday [[0-6], [1%, 3%]] €
(optional) adjustment [Z] —

Figure 21. S4E's notation for periodic actions

The adjustment value is needed in S4E because of the execution time associated with energy
strategies. For instance, if the S4E is participating in a one-hour demand response event where
changes in the consumption must be performed every fifteen minutes, the resource management
algorithm cannot be executed at 00:00, 00:15, 00:30, and 00:45, and it must be executed ate those
times less the execution time less the maximum reaction time of the resources (i.e., the time a
resource takes to react to a control signal sent from the S4E). Therefore, the adjustment parameter
of the notation can be used to run the resource management algorithm one or two minutes
previously the needed time. Without the adjustment value, it will not be possible, with a single
notation, to represent the needed time for execution.

Depending on the demand-side management methodology needed, the definition of an
execution period, using the previous notation, maybe not adequate. The S4E provides the option of
contextual energy strategies. These strategies are not executed according to the time, but according
to the context. Once the determined context is detected, the energy strategy is executed. For this to
be possible, the user must identify the proper context for the energy strategy to be executed. Also,
and to prevent malfunctions, the energy strategy can be defined to be executed once, during the
same context, or every x seconds, during the same context. The minimum period to run an energy
strategy is one second, the same strategy cannot be executed two time within the same second.

Periodic energy strategies enable the implementation of scheduled methods, such as forecasting
algorithms, and user profiling learning algorithms. Contextual energy strategies enable S4E to be
context-aware. Algorithms for energy balancing or consumption reduction can be configured to be
executed only in some situations/contexts. Energy strategies can also call and consume external web-
services, such the one used in (Silva, 2019) to detect the position of users inside the building. This
information can be used in resource optimization algorithms to reduce the negative impact on users.

Energy strategies are independent from each other and multiple strategies can be executed in the
same period. Energy strategies cannot directly communicate among them, but they can use the
shared internal memory of the S4E (see section 111.4.2.3).

11.4.2.10. Transactive energy

The transactive energy concept potentiates the active energy transaction among end-users,
enabling P2P transactions and local markets. The ability of end-users to transact energy among them,
brings new possibilities and boosts local transactions.

The S4E was conceived to accommodate future trends in smart grids and in electricity markets.
Therefore, the use of transactive energy was included in S4E. The transactive energy block enables
an auction microgrid market among end-users, where energy can be transacted in a P2P approach.
Each S4E agent can assume the role of participant, enabling the market participation, and/or
synchronized agent. The local market of S4E is executed inside the end-user’s agents, avoiding the
need or dependency of external agents/players. This way, the uGIM MAS can manage a microgrid
using only SBC installed/deployed in end-user’s buildings.
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The communications among end-users is done using the agent core from JADE controller (Figure
18). The actions regarding to the transactive energy are triggered and coordinated by the
synchronized agent. The synchronized agent is responsible to synchronize auctions among sellers.
Auctions can assume one of four types:

= English —an ascending-bid type auction that enables all participants to bid over the price
of the lot resulting in an ascending price scale over the lot, the price must overpass the
last bid and the item is sold when the auctioneer stops receiving higher bids;

= Dutch — a descending-bid type auction that initiates at a high price and will slowly
decrease over time, it can have one or multiple bidders depending on the lot auctioned,
the bidders are ordered by descending price and this will indicate the priority of each
bidder, the bidder with higher priority will be the first to select the items in the lot;

= Blind — a first-price sealed-bid auction where the lot is known by participants and where
each participant can make a unique individual and sealed bid, then the auctioneer will
open all sealed bids and the highest bidder will win the lot and will pay the bid;

= Vickrey — a second-price sealed-bid auction that is similar to the blind auction type, but
where the highest bidder will pay the second higher bid and not his/her bid.

After specifying the auction type, it is needed to use the S4E’s notation for periodic actions to set
the time to query sellers and start auctions. The first action in the auction is the requesting, to all
end-users, of energy lots that they want to sell. A lot is identified by: seller, energy amount in Wh,
and minimum acceptable price. Each end-user can put in auction the number of lots it desires. The
announcement of lots should be sent within the specified duration — this duration is broadcast to all
end-users in the message announcing the request for energy lots. In the bid requests action, the
auctioneer (i.e., agent that is selling) will put the lots to bid. The type of bid depends on the type of
auction and lots are auctioned using a first in first out (FIFO) approach.

Currently, an action-based solution is provided in S4E. However, more transactive energy
methodologies should be developed in future releases. The use of real buildings, provided by the
application of S4E, enables the testing and validation of transactive energy methodologies regarding
business logic and energy management algorithms. Therefore, the S4E becomes an opportunity for
transactive energy implementations.

11.4.2.11. Alarms

The internal alarm system enables the triggering of actions at a certain time. They are responsible
to trigger periodic energy strategies and auction actions. Any class in S4E can implement the interface
class of an alarm. The alarm action method is executed when the alarm time matchs the current time.
The alarm system, similar to the internal memory system, is available to all threads running in the
S4E software. Even energy strategies can set alarms if needed.

Alarms are divided into two types: periodic, and scheduled. In S4E, a periodic alarm is an alarm
that is periodically executed, having multiple triggering times. A scheduled alarm is only executed a
single time. Periodic energy strategies and auction actions are periodic alarms, but demand response
participation actions are scheduled alarms — set to match the demand response event.

Periodic alarms use the S4E’s notation for periodic actions (Figure 21). However, the notation is
not suitable for the scheduled alarms, that need an exact time representation. For scheduled alarms,
a timestamp must be given. The alarm system verifies alarms every second and executes the ones
that match the current time.

.4.2.12. OpenADR

Automated demand response is the ability of end-users to participation on demand response
programs using automated mechanisms that do not need end-user interaction (McParland, 2011).
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The Open Automated Demand Response (OpenADR*) Alliance was formed to provide standards able
to automatize the execution of demand response programs. The OpenADR defines two entities
(Herberg, 2014): virtual top node (VTN), and virtual end node (VEN). A VTN is a node that transmits
OpenADR signals to VENs or intermediary VTNs. A VEN represents a resource. This resource can be
simple as individual loads or complex as energy management systems or end-users. The S4E
implements a VEN that can receive signals from the VTN and participate in demand response
programs. In OpenADR, there are typically two types of requests that can be made: monitor, and
control. These two types of requests are usually combined, to provide monitoring during control
signals. The S4E separates these two types of requests because of their unique characteristics.

In S4E, the allocation of resources in OpenADR is optional, the user must identify the integrated
resources that are visible using OpenADR standard. Resources are allocated in OpenADR considering
monitor and control. The integration of OpenADR in S4E was developed using the specifications of
OpenADR 2.0b. According to OpenADR Alliance, a product can only be certified after being tested by
them and after a mandatory membership. However, even without certification, the S4E can be used
and tested with the open source VTN'” developed by the Electric Power Research Institute (Electric
Power Research Institute, 2019).

l11.4.3. S4E ready-to-use energy strategies

The use of energy strategies enables an abstraction layer between the S4E and energy
management algorithms. The building’s monitoring, control, and data persistence are independent
and therefore encoded in the S4E core. Energy strategies are blocks of code that can be added.
Developers can at any time develop energy strategies using a periodic approach or a contextual
approach, as seen in section 111.4.2.9. Energy strategies are integrated in S4E using a Java interface
class, but they do not need to be built entirely from Java, as also seenin 111.4.2.9.

An energy strategy should implement the |EnergyStrategy Java interface that demands the
implementation of the following methods:

" public void executeAlgo(Configuration config) — this method is called any time S4E
identifies the target set for the energy strategy (a periodic trigger or a contextual trigger),
the configuration input is the S4E’s configuration file;

=  public Map<String, String> getFields() —this method must describe all the variables
used in the energy strategy, all inputs and outputs should be described here and returned
using a pair of its name and data type (e.g., varchar(20));

=  public Map<String, Object> getFieldsValues() —this method must return the values
of the variables described in the previous method, the object type must be compatible
with the given description.

The first method receives the configuration class as input. Using the configuration class, the
energy strategy can access everything in the S4E, such as resources, alarm system, and internal
memory. This enables the exchange of data among energy strategies and between energy strategies
and the S4E core.

The second and third mandatory methods are needed for data storage. As seen before, an energy
strategy is a storable object in S4E, meaning that the data can be stored in the databases. Also, in the
configuration file, it is possible to indicate if the energy storage will be set as a storable object in S4E.
If the developer does not intend to store the energy strategy data, these methods can return empty
map objects. However, being specified in the Java interface, the methods must be placed in the
energy strategy class.

16 https://www.openadr.org/
7 The VTN can be download in: https://github.com/epri-dev/OpenADR-Virtual-Top-Node/releases
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11.4.3.1. Consumption baseline

The calculation of baselines is an important component to be used in demand response estimate
(Faria, 2016a). The baseline gives the user profile for an ahead period, estimating the end-user
consumption during the given period. By using this information, it is possible to check and
compensate end-users for their participation in demand response programs, validating if they in fact
decrease/increase the amount of the consumption. The baseline is used to calculate if end-users
decrease/increase the amount of the consumption during the demand response event, allowing the
right monetary compensation.

The S4E has an energy strategy that provides the calculation of the consumption baseline
according to historical data. This calculation is done using the method proposed in (S3C, n.d.). The
baseline calculation can be seen in equations (16), (17), and (18).

12.[Cons? + Cons} + -+ + Cons??] (16)
Consgyg = 10
Cons§™t Cons§™2 (17)
=1 =2
adjust = Consgyg . Consgyg
baseline = Consg,g * adjust (18)

where Consi0 represents energy consumption at midnight (00:00) in the previous i day, and t
represents the current hour. Equation (16) is used to get an array of the 24 hours of the day with the
consumption average of the past ten days. The last ten days are related to days with the same type
of the current day: week, or weekend. If the day is during the weekend, then the last 10 days are
composed by the last five weekends. For instance, if the current day in Tuesday, Cons? is the energy
consumption at midnight of Monday, and Cons? is the energy consumption at midnight on Friday,
ignoring the weekend days.

The energy consumption average is then, in equations (18), adjusted to the current consumption
in order to approximate the average with the current values. The last two hours are used, in equation
(17), to calculate this adjustment. The baseline for the hour-ahead period can then be get from
baselinet*!. The final array has 24 positions, but only the hour-ahead should be used in this case.

By default, the use of consumption baseline is executed at ‘15 * * * *’ and its error is calculated
by S4E at '10 * * * *’. The baseline value is stored in the internal memory of S4E and it can be used
by other energy strategies. Energy strategies should made use of internal memory in order to
exchange information and store data.

[11.4.3.2. Consumption forecasting

The availability of forecast algorithms is needed to enable the scheduling and energy management
in the end-user-side (Jozi, 2019a). The S4E has five hour-ahead consumption forecasts, one hour-
ahead generation forecast, one 15-minute-ahead consumption forecast, and one 15-minute-ahead
generation forecast. These forecast algorithms are ready-to-use energy strategies that are already
implemented in S4E. It is a possibility to use all of them at the same time, but this is not
recommended due to the processing demand. The forecasts use Java code and R code. The results
are stored in the S4E’s internal memory with the tags forecast.[hour, 15].[generation, consumption].
The forecasting data, as well as other data available in the internal memory, can be accessed and
used by other energy strategies.

The forecast of consumption and generation are extremely important for almost everything.
Without forecasting, the energy transaction auctions cannot be well executed and the participation
in demand response programs can be almost impossible. The knowledge of near future empowers
energy management methodologies, and without it some methodologies will not be able to be
executed. Although the forecast and baseline are described in different sections, a forecast can be
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used for baseline. They are in different sections because the baseline uses an adjustment step and
the forecast algorithms in S4E do not have adjustment. Therefore, baseline and forecast algorithms
were described separately in this document.

The five forecasting algorithms are periodic energy strategies, where the hour-ahead algorithms
are triggered using the notation ‘18 * * * *’ — every hour at 18 minutes — and the 15-minutes-ahead
algorithms are executed at ‘15% * * * * -5’ — every hour at minutes 10, 25, 40, and 55. The algorithms
for consumption and generation have the same periodic notation, meaning that the forecast of
generation is executed at the same time as the forecast of the consumption.

For the hour-ahead consumption forecast for hour (h + 1), one of the algorithms uses historic-
based from the last three hours (i.e., h — 1, h — 2, and h — 3), where h defines the current hour.
Equation (19) is used for the historic-based algorithm. The remain four algorithms use support vector
machine (SVM) implemented in an R script. One SVM algorithm uses the last 12 periods of 15-
minutes consumption to forecast the hour-ahead consumption. One SVM algorithm uses the last 5
hours consumptions. One SVM algorithm uses data from the past 10 hours. And the last SVM uses
consumption data for the forecast hour of the previous 10 consecutive days.

fChir =05XChq +03XCh_y +02XCh_s (19)

where h represents the hour, and C; represents the consumption, in Wh, for hour i. As can be seen,
the historic-based algorithm is a weighted arithmetic mean of the three last hours prioritized by their
proximity to the forecasted hour.

The SVM algorithms are implemented in R using the e1071%8 library. The R script is executed by a
Java energy strategy implemented in S4E. Due to limitation in Rengine, the SVM forecast cannot be
executed simultaneously. By using Rengine, only one R instance can be executed at a given time.

Figure 22 shows the hour-ahead consumption forecast results for the working week between 3
February 2020 and 7t" February 2020. The results consider the five forecasting algorithms and the
baseline. The SVM that uses the last 5 hours gives the worst results, having a 201.1 % of mean
absolute percentage error (MAPE) and a lag of 6 periods when analysed using cross-correlation with
the real value, meaning that has a shift in time of 6 periods. The baseline had an MAPE of 46.1 % and
a lag value of 1.

The best forecast algorithm was the SVM that uses the data from the last 10 days, with and MAPE
of 32,6 % and a lag of 0, meaning that it is the only algorithm that can correctly identify the
consumption peaks without any shifting. The historic-based equation (19) achieved a 45.9 MAPE and
a lag of 1. However, the historic-based forecast presents a result 100 times faster than the best SVM
forecasting algorithm. The historic-based is able to calculate a forecast in less than 1 second while
the best SVM takes near 1 minute to execute and requires more processing.
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Figure 22. Hour-ahead consumption forecast results for one week

18 https://cran.r-project.org/web/packages/e1071/index.html
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The results of the hour-ahead consumption forecasts indicate that the historic-based forecast
algorithm presented quality results while requiring less processing from the SBC. Therefore, the hour-
ahead generation forecast uses also a historic-based algorithm, according to equation (20). The
forecast of generation does not use the same weighted arithmetic mean of equation (19), because
generation has inclined increases and decreases that are not dependent on the last periods,
depending on sunrise and sunset. The generation forecast algorithm uses the deviation between last
periods and apply the same deviation for the next period.

(Gh-1,if Gu_ =0and Gp_3 =0
0.6 X Gy, , B
fG, = Gp-1 (ﬁ + 0.4) Lif Gyoz =0
036 X Gy_q  0.24 X Gp_s
e

(20)

+ 0.4)

where G; represents the generation, in Wh, for hour i. To prevent hours without generation, without
sunlight, equation (20) is divided in three conditions: if the last hour had generation equal zero, if the
last two hours had generation equal zero, or if the last hours had generation above zero.

For the 15-minutes-ahead forecasts, equations (21) and (22) are used for consumption and
generation forecasting, respectively. The equations are similar to the ones used for the historic-based
hour-ahead forecasts, being the results divided by 4, since the consumption values of C; are in Wh,
considering one hour period, and it must be divided by four to achieve the desired 15 minutes period.

0.5X Cquq + 03X Cqp + 02X Cq_s

qu+1 = ) (21)
Go1
= Jif Gg—z =0and Gg_3 =0
0.6 XG,_
s (Tt +04)
fGqar = < Jif Gz =0 (22)
036X Gyq  0.24X Gy, )
_ + + 0.4
a 1( Gq—2 Gq—S
4

The historic-based forecast algorithms provide a light, fast, and non-intelligent solution to solve
the need of hour-ahead and 15-minutes-ahead forecasts. For hour-ahead consumption forecast the
SVM that considers the last 10 days or the baseline can also be used, being the SVM forecast a more
demanding process to the SBC limited hardware. The forecasts use previous stored data that can be
located in the local storage system or in the remote storage system. Other algorithms are being
implemented, such as the algorithms proposed in (Vinagre, 2015) and (Jozi, 2019b).

111.4.3.3. Consumption and generation balance

The S4E includes a balance algorithm that optimizes the resources consumption. This is a
contextual energy strategy that is executed every time the consumption and generation are not
balanced and only if a balance is possible. The energy strategy uses JOM library and GLPK solver. If
the user wants to activate this energy strategy, then he/she must install the library and solver (this
will be discussed in section 111.4.7).

To enable the full capabilities of the consumption and generation balance energy strategy, the
building must have sufficient sensor data. This is because the optimization uses dynamic prioritisation
of energy resources, and this is only possible if the S4E can understand the resources’ environment.
Otherwise, the system will not be able to efficiently calculate the resources’ dynamic priorities. The
dynamic priorities are calculated in real-time using sensor data combined with the user’s preferences.
In S4E, the building is divided in hierarchical zones where each can receive preferences regarding
environment parameters, such as temperature and light intensity. The first step in the consumption
and generation balance energy strategy is to calculate all the real-time resources priorities.
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Lighting emitting loads

The lighting is a very important aspect that can impact the users’ comfort inside a building.
Therefore, the present energy strategy can prioritize lighting emitting resources using light intensity
sensors in the building. The building manage by S4E is divided in zones, where each zone must set
the needed light intensity. For instance, National Optical Astronomy Observatory of United States of
America identifies a need of 500 lux to perform office and computer works (National Optical
Astronomy Observatory, 2019).

Equation (23) is used to calculate the lighting emitting resources’ priorities, depending on x. The
x is the combination between real-time context values and user preferences, and it is calculated with
equation (24). The occupancy of the zone, where the resource it at, is represented by occupancy.
The smooth is a value set by the developer and defines the prioritization curve inclination. The
elasticity of the user is presented by elasticity. The elasticity is the percentual value that indicates
how must the user is willing to shift from the set users preferences. The current light intensity value
and the user’s light intensity preference are represented by curLumen and userPrefLux
respectively.

1, x<0
flx) = 2 (23)

occupancy X ex/smoothx(1-elasticity) 4 1’ x20

x = curLumen — (userPrefLux — userPrefLux X elasticity) (24)

Figure 23 shows the result of equation (23) for x € [399,950]. The equation uses a smooth value
equal to 70 and two elasticity different values: 0 % (blue line), and 10 % (green line). The yellow area
represents the user’s elasticity. The priority varies according to the room’s lux values. The users
preference value in this example is set to 500 lux. As can be seen in blue line (0 % elasticity scenario)
the resource’s priority is 1 (maximum value) when the room’s lux values are below 500, after this
value it will decrease according to the value of the smooth parameter.
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Figure 23. Light priority for smooth = 70

Heating and cooling loads

Heating and cooling resources are commonly used in buildings, and they intensively contribute to
the building’s overall consumption. Although the priority of ventilation is different from resources
that produce heat and cold, the formulation here proposed can be applied to heating, ventilation and
air conditioning (HVAC) resources. This type of resources is vastly used for demand response
programs participation because of its characteristics: being a resource with high consumption impact
in the building, and enabling the control of the resource during an hour period without damaging the
users’ comfort. The simple control of changing the thermostat 1 °C can have a big impact in
consumption. Some examples are the published works (Morsali, 2012) and (Heo, 2017) where HVAC
are used for demand response participation.
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Equations (25) and (26) are proposed for real-time prioritization using user preferences and
contextual data provided by sensors placed in the building. Equation (25) enables the set of a smooth
value that softens or hardens the curvature of the f(x). The user’s elasticity is also represented by
elasticity, in an equal manner as the lighting emitting resources equations. Equation (26) calculates
x, that is the combination between the current temperature (currentTemp) and the user’s desired
temperature (userPreferenceTemp).

xxsmoothx(1—elasticity)

4e
f(x) =1- xxsmoothx(1—elasticity) 2 (25)
(e 2 + 1)
x = currentTemp — userPreferenceTemp (26)

The application of equation (25) differs from the type of resource used. The equation, as it is, is
only applied from resources that can produce heating and cooling. If the resource can only produce
heat, then f(x) is valid for x € Z~. For positive numbers, then f(x) = 0. Meaning, that equation (25)
is only applied in resources that produce heat if the current temperature of the room is lower than
the user’s desired temperature, otherwise, the priority is equal to zero. Resources that only produce
cooling must apply equation (25) for x € ZF, otherwise f(x) = 0. Therefore, the implementation of
equation (25) must be adequate to the type of resource.

Figure 24 illustrates the application of equation (25) for one HVAC system that provides heating
and cooling. The blue line shows f(x) without user elasticity (0 %), and the green line shows f(x)
with a 10 % user elasticity. The yellow area shows the elasticity of the user. The elasticity is important
for unexpected or critical situations. An optimization algorithm should only use user’s elasticity as
last resource to avoid affecting the user comfort.
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Figure 24. HVAC priority (smooth = 2)

Balancing algorithm

After calculating the resources priorities, according to building context and users preferences, it
is possible to optimize the use of the building’s resources. The ready-to-used algorithm is a balancing
algorithm that balances the local generation and local consumption. The algorithm uses equation
(27) as the minimization objective function. GLPK is used as solver.

Nvar Ngis
minimize = Z [PYOT| x WYoT + leidtsl x Wts 4
i=1 i=1
(27)
Nyar Nais

di
w X | pGen — pCons 4 Z Pivar + z Pi is
i=1 i=1

The objective function of equation (27) uses the on-site/local generation (P%€") and current
consumption (P€°™S). Also, two demand response programs are considered in the algorithm: load
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reduction (P?%"), and load curtailment (P2¥). Both demand response programs are applied in the
available building’s resources, that can be discrete of variable. Discrete resources enable the on/off
control, and variable resources enable a range control (e.g., dimmable light). Resources without
control are not considered in this algorithm. The consumption of these resources must be subtracted
from the generation value (P%€") before starting the algorithm.

In equation (27), the total number of variable resources is represented by n,,,-, and the total
number of discrete resources is represented by n,;;. The real-time resource priority is represented
by W% and WS, for variable and discrete resources respectively. The real-time prioritization of
resources is only applied for controllable loads, discrete or variable. Uncontrollable resources are not
considered in this algorithm, and do not need priorities. In order to prioritize the balance between
consumption and generation, is used w.

The constraint (28) is used in the algorithm to balance generation and consumption. The exact
balancing of generation and consumption is hard to obtain and can bring volatility in the
consumption. To prevent the exact balancing, it is used wp to define the acceptable range where
consumption should be.

Nvar Ndis

j 28
wp X pGen > pcons _ Z Pivar _ Z Pidls ( )
i=1 i=1

The algorithm can be applied to decrease the consumption and also to increase the consumption.
Variable resources can be directly used in constraint (28). However, discrete resources, that only allow
two control states (on/off), need the additional constraint (29).

Pidis — Pidis_cons X XidiS,V iE{l, ---'ndis} (29)

PA1S-€9"S depends on the difference of generation and consumption. If the algorithm is executed

PA5-€9" will be the resource real-time consumption. If
Pidls_cons

to decrease the building consumption, the

the algorithm is executed to increase the consumption, then will assume the resource
consumption, in its on state, multiplied by -1. For instance, if a heater with 2.200 W consumption is

used, and the algorithm is executed to increase the building consumption, then Pidis-“’ns = —2200.

The use of JOM library does not allow a direct use of absolute values. Therefore, constraints (30)
and (31) where used to allow absolute values in the objective function.

Pivar < |PL1]G.T’|

(30)
_ Pivar < | Pivarl
PidiS < |Pidi5|
' ' (31)
_Pidls < |Pidls|

In S4E, contextual energy strategies use restrictions and conditions. These define the context in
which the energy strategy will be executed. Restrictions are mandatory rules that must be true/valid.
All restrictions must be validated before the validation of conditions. Conditions are trigger rules
where are least one should be true in order to trigger the energy strategy. The balancing algorithm
has two restrictions and three conditions, as seen in Table 5.

Table 5. Balancing energy strategy’s contextual configuration

Type Rule

Restriction consumption — flexibility < generation x 0.95
Restriction lastExecution = 4 seconds

Condition consumption > generation

Condition consumption < generation X 0.8

Condition lastExecution = 1 minute
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The two restrictions concern consumption and execution time. The first verifies if the building
consumption, less the flexibility, is below 95 % of the building generation. If so, this indicates that it
is possible to balance the consumption and generation. The second restriction uses the last execution
timestamp to verify if the algorithm was executed more than 4 seconds ago. If these two restrictions
are valid, then the S4E will verify the conditions.

The S4E software will check conditions by order and it will stop the verification when one is
verified true or when no more conditions are to verify. The first condition will check if the building
consumption is higher than generation, if so, the building is not in balance. The second condition
checks if the building consumption is lower than 80 % of its generation, if so, the building can increase
the consumption to allow balance between generation and consumption. If the building is balanced,
meaning that first two conditions are not valid, the last condition will check if the algorithm was
executed in the last minute. The last condition is important because of the real-time resource
prioritization. Even with the generation and consumption balanced, this does not indicate that the
resource optimization is well done. Therefore, each minute, the algorithm is executed to update the
resources priorities and optimize the building consumption according to the new real-time priorities.
Otherwise, the algorithm will not be able to adjust to changes in the building, such as temperature
changes or user movements inside the building.

lll.4.4. S4E transactive energy

The ability to transact energy among agents enables the collaborative, cooperative, and/or
competitive communication and negotiation among end-users. S4E agents allow the P2P transaction
of energy using auctions among neighbours where energy can be sold and bought (Gomes, 2020c).

The deployment of multiple S4E agents create a microgrid where agents are interconnected. In
the P2P market available in S4E, agents are able to transact energy among them using decentralized
auctions, where each agent can place its energy up for auction. The auction synchronization is done
by a delegated agent in the community/microgrid. In S4E, energy is auctioned every hour in lots, and
where the totality of available in an hour composes the auction catalogue. In an auction catalogue,
the maximum energy that can be transactive in the P2P market is calculated using equation (32).

m m
ME, = min <Z Y Egac> (32)
a=1 a=1

where the maximum energy is the minimum amount between the summation of the amount of
energy that each agent a has to sale (E; ) in auction catalogue ac and the summation of the amount
of energy that each agent (a) will try to buy (E2) in auction catalogue ac. The number of agents in
the system is represented by m. By using the maximum energy that is possible to be transacted
(ME,.), itis possible to know the limits of the economic transactions related to energy transactions.
Equation (33) represents the economic trading amount produced by the energy transactions in each
auction catalogue.

lac

n

0< Z " < ME,. x max (MO, ) (33)
L 0<asm ac
=

where Y7, L?fc represents the summation of the highest bid of each lot (L?fc). The number of lots
available in auction is represented by n. The summation of the selling bid of each lot is the economic
value that was trade during the P2P transaction auction. These values are equal or higher than zero
and equal or smaller than the maximum energy available multiplied by the maximum possible offer
among agents (ogﬁ)r(n(MO“M)' where m represents the number of agents participating in the

auctions. The selling price of lot i is represented by L’i'fc

defined period, then L?fc =0.

. If a lot does not receive any bid, during the
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Each agent is configured with a selling baseline that specifies the amount of energy that it will try
to sell in the next P2P market (Egac). This baseline can be one of three values, demonstrated in
equation (34): none, surplus, and all.

0 if baseline = none
ES. = Fyenpy, — Feonsy,, Uf baseline = surplus (34)
Frenpin if baseline = all

If the baseline is defined as none, it indicates that no energy will go on sale, surplus indicates that
the energy that will go on sale is the difference between the hour-ahead forecasted generation
(Fyen,,,) and the hour-ahead forecasted consumption (F.,ps,,,), and all indicates that all the hour-

ahead forecasted generation (Fep, ) will go on sale.

Before stating the auctions, the synchronized agent queries all agents regarding available energy
to be sold in auctions. This will provide the synchronized agent to order the sellers using a FIFO
methodology. It is the synchronized agent that will synchronize the beginning of an auction. The
auctions are done by the seller.

The number of lots that agent a will try to sell is calculated in equation (35), where the amount
of energy to be sold (E7_ ) is divided by the maximum lot size configured in that agent (MLg). The
maximum lot size, it is a value that limits the lot size, if the amount of energy surpasses the maximum
lot size, then multiple lots are announced for auction. The minimum price accepted for each lot is the
same for all lots, and it is calculated according to equation (36). In the configuration of the agent, the
user specifies the percentual value that is willing to receive for each lot (mP,), taking into
consideration the current price for energy injected to the grid (M,f).

number Egac
gumber — | (35)
a
L7 = mPp, X Mj, (36)

During an auction, agents offer bids if constraint (37) is respected. The lot size is represented by
Lfac, and E,ll’ac represents the energy buying target, and Eg:c represents the energy already bought in
that auction catalogue. If the lot size is bigger than the energy needed by the agent, no bid will be

made, independently on the current lot price.

<Eb _ PP

QAac Aac

L3

lac

(37)

If constraint (37) is true, then the agent uses equations (38), (39), and (40) to calculate the starting
bid (SOaiac) for lot i in auction a, the incremented bid (Ioan-ac)’ and the maximum bid (MOal.ac). Each
agent is configured with start bidding price, incremental bidding price, and maximum bidding price.
The multiplication of the starting bidding price (SP,) with the market price for energy consumed from
the main grid (MZ) in hour h, results in the starting bid price (Soaiac) — equation (38). The incremented
bid is calculated in equation (39) using the incremental bidding price (IP,) multiplied by the current
highest bid (L’}i). The maximum bid price, of equation (40), is the multiplication of maximum bidding
price (MP,) and market price of energy consumed from the main grid (M%).

S0, = SPa X My, (38)
10,, =L xIP, (39)
MO, = MP, x My, (40)

If constraint (37) and constrain (41) are true — meaning that the lot’s current highest bid is lower
than the maximum bid price that agent a is willing to make — then agent a will bid according to
equation (42). The constraint (37) does not allows agents to bid on lots higher than the energy they
need. This results in situations where there are lots to sell and there are agents willing to buy, but
not a single bid is made.
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L < MO, (41)

S0, if L' <so,
0, ={ M0, if L'* >S50, and 10, > MO, (42)
10, if " >0, and 10, < MO,

The time periods of each auction are defined in the synchronized agent configuration file. An
example of P2P transaction can be seen in Figure 26. The synchronizer agent queries other agents
at’30 * * * * |t is considered that it is used a five minutes window to receive lots announcements
and that the lot closes after fifteen seconds without new bids.

The synchronizer agent is responsible to broadcast the market prices — energy from the main grid
to end-users, and energy from end-users to the main grid. At '18 * * * * all agents run the forecast
algorithms for generation and consumption. At ‘30 * * * *’, the synchronizer agent queries other
agents to create a list of sellers, and waits five minutes until it closes the registration of sellers.

At’35 * * * *' (j e, every hour at 35 minutes) the synchronizer agent starts the auctions by giving
a start signal to the first agent that wants to sell energy. The interaction with agents differs from the
type of auction that is configured: English, Dutch, blind, or Vickrey. After finished the first auction,
the synchronizer agent notifies the next seller to start a new auction. The English and Dutch auction
types demand an interactive loop among the auctioneer and all other agents, while the blind and
Vickrey types only need, from the auctioneer, an announcement and a selling notification.

It is not the focus of this PhD research to develop a secure transaction solution. This can be
achieved using a distributed ledger technology (DLT) with a framework, such as Corda. Corda is an
open source framework for blockchain for business. Corda provides distributed nodes that can be
installed in SBC and register transactions among agents. The integration of such nodes in S4E enables
the registration of transactions in a distributed approach where all transactions are validated in Corda
nodes. The approach provided by Corda enables the register of the transaction among agents that
are part of the transaction, in other words, if agents x and y made a transaction, Corda will validate
the transaction at only agents x and y will register the transaction. Transactions in S4E can be added
in Corda using the remote procedure call (RPC) client or the API.

l11.4.5. S4E configuration and execution

All S4E agents are equal, they have the same structure, code and capabilities. Nevertheless, each
one has its own configuration file. The configuration file is a JSON file that can be edited in a common
text editor software. The JSON format can be easily interpreted and understood by users, and easily
parsed by Java language. Everything in S4E can be configured in this JSON file.

The order of JSON data is not fixed, and it can be changed by the user. The presented order does
not need to be following. Figure 25 shows the configuration of the SBC, concerning its hardware. The
SAE is able to run in multiple SBC, but how this is done differs from SBC to SBC. Therefore, some
hardware specifications must be identified in the configuration file, such as: the model of SBC, which
NIC should be used, which UART port should be used, and the UART baudrate.

"machine" : {
"model" : "raspberry pi 3 model b",
"network" : {
"nic" : "etho"

¥

"uart" : {
"port" : "/dev/ttySe",
"baudrate" : 9600

Figure 25. Single-board computer configuration
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Figure 26. S4E's P2P transactions flow

The connectivity of S4E is also very important and it is represented in the configuration file using
two key/value pairs: jgroups, and jade. Figure 27 shows a possible configuration of S4E, identifying
the channel of JGroups, the JADE’s agent, and the JADEs multi-agent system. The JGroups library uses
channels to create tunnels in the network. For the JADE configuration, the agent name and container
must be identified, also the location of the MAS must be specified. If ‘localhost’ or ‘127.0.0.1’
addresses are used in the jade.mas.ip key, them the S4E will execute the MAS core, indicating that
this agent will receive the MAS. If jade.mas.ip key is set to the value ‘jgourps’ and jade.mas.port key
is set to 0, then the agent will search for this information in the JGroups network tunnel.

"jgroups" : {
"channel" : "uGIM_Channel"

s
"jade" : {

"agent" : {
"name" : "Building 1",

"container_name" : "Building.1 Container"

},
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: "uGIM_MAS",
"jgroups",

0

Figure 27. S4E connectivety configuration: JGroups and JADE

Figure 28 shows the configuration of the local and remote databases. Both databases share the
same configuration structure, with the exception of the dump_rate_hours key that indicates the
period in hours that the data will be moved from the local database to the remote database. The
connection key identifies the type of database and the connection parameters necessary to access
the database. The three last keys of each storage identify: if S4E will use the previous tables or create
new ones, if the previous tables will be deleted, and if S4E will delete the tables when it closes.

"storage" : {
"local" : {
"connection" : {
"type" : "PostgreSQL",
"server" : "localhost",
"port" : 5432,
"database" : "ugim_db",
"user" : "user",
"password" : "passl23"
})
"use_previous" :
"delete_previous" :
"delete_after" :
})
"remote"” : {
"connection" : {...
"use_previous" :
"delete_previous" :
"delete_after" :
"dump_rate_hours" :

Figure 28. Storage configuration: local and remote

The resource’s integration is also configured in the configuration file using the resources key, as
seen in Figure 29. For resources integration, a monitoring period and timeout must be specified. The
timeout will be set to any communication made to resources. Lists of resources types are then set. In
Figure 29, an example of an HTTP API resource is shown. All resources are decomposed by registers,
where a register type and a data type are specified. Resources can have one of three possible
controls: none, discrete or variable. The example shows a variable control where the on, off and range
control are specified. In the control.variable.uri key is specified a string ‘**STATE**’ that S4E will
replace by a value € [0,100]. The resource storage configuration is individual. Therefore, each
resource must specify the store period and type. The types indicate how the values are aggregated:
average (avg), instant power (instant), or sum of values (sum). The instant power will store only the
last read value.

"resources” : {
"monitoring_period" : 1000,
"monitoring_timeout" : 400,
"http_api" : [
{

"name" : "Lights115"

"type" : "Lights",

"uri" : "http://192.168.0.5:8520/Light/P1_W",
"method" : "GET",

"body" : "",

77




Luis Gomes

"registers"

{

"type" : "total_power_consumption”,
"tag" : "Analyzerll5 V1.P1_W",
"data" : "DOUBLE"

1,
"control" : {
"type" : "variable"
"on" : {
"uri" : "http://192.168.0.5:8520/Light/on",
"method" : "POST",
"body" : "",
1
"off" : {
"uri" : "http://192.168.0.5:8520/Light/off",
"method" : "POST",
"body" : "",

s

"variable" : {
"uri" : "http://192.168.0.5:8520/Light/**STATE**",
"method" : "POST",
"body" : "",

]J
"modbustcp" : [],
"modbusrtu" : []

Figure 29. Resource’s integration configuration: an HTTP APl example

In order to perform high quality energy strategies, it is important to describe the building and
resources location. Figure 30 shows how this definition is done in the configuration file. The building
is divided by hierarchical zones representing geographic/physical divided zones. Each building’s zone
can be composed by other zones. Using this configuration, energy strategies can correlate data and
provide local, by zone, optimizations taking into consideration each zone’s context. The building’s
description will also enable a future interface where the building blueprint can be displayed to users,
providing better tools to use the S4E software.

"building" : {
"name" : "Building",
"resources" : [
"resource.PV_Panels"
1,
"zones"
{
"name" : "Room 1",
"resources" : [
"resource.Light",
"resource.HUB1.temperature",
"resource.HUB1.humidity"

15

"preferences"

{

"type" : "lux",
"value" : 180
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"name" : "Room 2",

"resources" : [
"resource.Heater",
"resource.Refrigerator"

1,

"zones" : []

Figure 30. Building’s zones configuration

Energy strategies are configured using a monitoring period that specifies the period when energy
strategies are executed/validated. Each strategy is defined using four JSON keys: description, a list of
restrictions, a list of conditions, the Java class of the energy strategy, and a flag indicating if it is a
storable object — if the inputs and outputs will be stored in the database. Figure 31 shows the
configuration of three energy strategies. The three energy strategies are the ready-to-use strategies
detailed in section 111.4.3. Periodical energy strategies use the time notation of Figure 21 in the
restriction key. The action key identifies the Java’s class that has the energy strategy, for instance,
algorithm.MatchGenCons_glpk_vl defines the MatchGenCons _glpk_ vl class in the
dsm.sbc.ugim.gecad.isep.ipp.pt package.

"energy_ strategy" : {
"monitoring_period" : 1000,
"strategies" : [
{
"description" : "Cons_below_Gen",
"restrictions" : [
"resources.total_power_consumption-flexibility <
resources.total _power_generation*e.95",
"lastExecution >= 4"
1
"conditions" : [

"resources.total_power_consumption > resources.total_power_generation",

"resources.total_power_consumption <

resources.total_power_generation*e.8",

"lastExecution >= 60000"

1
"action" : "algorithm.MatchGenCons_glpk_v1",
"store"

"description" : "forecastHourCons",
"restrictions" : [

"schedule: 18 * * * **
15
"conditions" : [],
"action" : "algorithm.ForecastDummyHour_cons",
"store"

Figure 31. Energy strategies configuration

The OpenADR is also specified in the configuration file, as seen in Figure 32. The server key is the
location of the VTN. As default, no resource is available for OpenADR. Therefore, each resource must
be explicitly defined in this section to be available for OpenADR actions.

"openadr" : {

"server" : "http://192.168.3.39:8080/0penADR2/Simple/2.0b",
"ven_name" : "test2",
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"registerReports" :
"reports" : [
{
"id" : "test",
"duration” : "PT2H",
"type" : "telemetry_usage",
"resources" : [

{

"name" : "resource.Sockets.total power_consumption”,

"description” : "powerReal",
"min_period" : "PT1S",
"max_period" : "PTIM",
"on_change" :

Figure 32. OpenADR configuration

To enable P2P energy transactions, it is necessary to have a synchronizer agent. In the S4E agent
that will be the synchronizer agent, the configuration of Figure 33 must be added. The P2P market is
specified by name, type (according to section 111.4.2.10), closing time, and auctions. The closing time
defines, in seconds, the time that a lot can wait without new bids until it closes. The auctions are
defined by two keys, indicating the time when sellers will be queried, and the period during the
synchronized agent will accept the registration of sellers.

"transactive_energy_sync" : {
"peer-to-peer_market" : {

"name" : "hourahead",

"type" : glish",

"closing_time" :

"auctions" : [

{

"sellers_query" : "3@ * * * *
"sellers_query_duration" :

Figure 33. Transactive energy configuration: auctioneer-side

The configuration of Figure 34 must be added in agents that want to participate in the P2P energy
transaction auction. The synchronized agent can also have the configuration of Figure 34, also acting
as a participant. The calculation time indicates when the agent calculates the amount of energy that
will be exchanged in the P2P transaction. This is an individual target amount that the agent will try to
achieve. Regarding energy to be bought, the configuration must specify the baseline type (i.e., all,
deficit, surplus, none) and the percentual value that indicates the amount of energy that will be sold.
For instance, if baseline type is all and energy is set at 110, then if the forecast generation is 1 kW,
the agent will try to sell 1.1 kW. The maximum price and starting price are percentual values
concerning the price of energy bought from the grid. The increment is used to calculate a bid. For
energy to be sold, baseline and energy keys are used in an equal way as the energy to be bought. The
minimum price is a percentual value concerning the price payed by the main grid for energy injected.
The maximum lot size indicates how energy will be divided in energy lots.

"transactive_energy" : {
"peer-to-peer_market" : {
"calculations" : {
"at": n21 EE O

s
"buy" : {
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"baseline" : "deficit",
"energy" : 110,
"max_price" : 80,
"starting price" : 30,
"increment" : 10

}J

"sell" : {
"baseline" : "surplus",
"energy" : 100,
"min_price" : 100,
"max_lot_size wh" : 100

3

"store" :

Figure 34. Transactive energy configuration: participant-side

To simplify the use of S4E commands, a bash script was created that allows the performance of
several tasks using simple commands. The command as the name uGIM and has the following
commands/options:

= -c: compiles all Java files;

= -r “conf_file”: runs the S4E software using the configuration file with named conf _file,
this command also enables the configuration of logs, that can be displayed in the console
(-debug), sent to files (-log) or ignored (-none), also, the command can receive a -noagent
option in order to run S4E without JADE framework;

= -commit “comment”: this command enables the code to be committed to bitbucket and
a local git server existing in the research centre, this prepared S4E to be developed by
multiple persons and easily shared among SBC;

= -rep: this command will pull the last S4E stored version of Bitbucket.

The use of uGIM command enables the distributed development and easy deployment of new
code among SBC. It is also possible to combine uGIM commands making it more efficient. For
instance, if a new code version is available in git server, it is only necessary to run the following
command: uGIM -rep -c -r “conf_file” -log

ll1.4.6. S4E code structure

The code of S4E is structured in multiple Java packages. Figure 35 shows the developed packages
and their connections — this is a top-level representation of the software, for detail technical
description it is recommended to read S4E documentation. The S4E is a multi-thread software where
threads are created and removed in real-time depending on the software context. As a
representation of possible threads, Figure 35 shows green dots in classes that are threads. The
threads share the configuration class as well as the S4E’s internal memory. In green rectangles are
represented classes, and in blue rectangles are represented interfaces. The Java packages are:

= Agent — this is the main package that can be represented in the centre of S4E, it has the
main function in the JGroups starter class, and the Configuration class that reads the
configuration file and has all the configuration parameters, the package also has the JADE
agent and the MAS core classes;

= Agent behaviours — this package has all the JADE agent’s behaviours, that are methods
that are triggered when JADE messages are received, it is the behaviour that must analyse
the message and define if it will act or not;

= APl — the S4E HTTP API is inside this package, there is a permanent thread waiting for
clients and each client will be served using a dedicated thread;
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= Facility — this package intends to monitor and control all the building and software, it will
monitor data, store data, monitor alarms, monitor contextual energy strategies, and has
the facility values. The I. Alarm is an interface that can be implemented by other classes,
if they what to be triggered as alarms;

= Resources — this is a continuous under-development package that has the drivers that
enable the integration of resources, each resource is an individual thread and it must
implement the interface of resource and registers;

= External — the S4E is able to interact with the outside world, beyond the MAS, this
package provides the means to enable this, as well as the integration of external weather
services that can be used (this can be useful for energy forecasts);

= Serial — the Modbus/RTU protocol is only possible with serial communication, this
package receives classes that enable the use of serial communication in different single-
board computers;

= Storage — this package has the drivers for local and remote databases, the interface I.
Storable must be implemented in every class that want to be stored in the database, this
is the case of resources and energy strategies;

= Data - the data package has everything that works with the overall and building data, for
instance, the facility memory positions that can be used by all threads and classes;

= Energy strategy — this is an abstract package that enables the use of energy strategies in
S4E, it has the mandatory interfaces and the ability to validate, according to its
restrictions and conditions, if an energy strategy is valid or not;

=  Demand-side management (DSM) —this is an open and continuously under-development
package that has all the energy strategies that the users want to integrate in the S4E;

=  Transactive — the auctions for the P2P energy transactions are coded in this package,
future transactive energy methodologies should be developed in this package;

= OpenADR — this package has all the classes needed to turn S4E compliant with OpenADR
(at this moment, only reporting is available in S4E);

= Log — this package has connections to all other packages and threads and congregates all
the logs in a single output format to be printed on the screen, to a file, or ignored.

The structure of packages represented in Figure 35 enables the conception of the domain model
of Figure 17 and the architecture of Figure 18. All packages are related and have direct interactions
with each other. Also, classes are also shared among packages using the Configuration class. For
instance, energy strategies have access to the resources lists to be able to read resources values and
control them.

111.4.7. S4E licenses

The S4E uses multiple software and libraries from third parties. These software and libraries were
chosen according to their licenses. The S4E was conceived to be free for development but is not yet
clear what type of license it will have and what part of the code will be made public. Therefore, the
use of third-party’s code cannot limit future decisions. Table 6 shows all the licenses used in the S4E,
regarding the third-party software identification, license applied, and restrictions that they represent
in the S4E software.

Licenses, such as MIT, PostgreSQL and BSD-2 do not bring any restriction to S4E. The MIT license
maybe is the softer license and allows the user to do everything with the code. Also, Apache 2.0
license does not bring any restriction rather than including the license in the S4E release. The LGPL
demands the use of linked libraries, enabling users to update the libraries without these being
encoded inside the S4E, meaning that the user must have access to perform the updates. To use LGPL
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software without linked libraries, S4E must be released with LGPL and the code should be made
public for at least 3 years. The main problem is GPL that demands the opening of source code and

the release of the code using GPL.

Table 6. Licences used in S4E

Software License Restrictions
GLPK GPLv3 (GNU, 2007a) release S4E with GPL license
GSON Apache 2.0 (Apache, 2004) include license
JADE LGPL 2.1 (GNU, 1999) dynamic link
jamod Apache 2.0 (Apache, 2004) include license
Java 8 JDK Oracle Technology Network License Personal use
Jjava-json MIT (MIT, 2019) none
Jjgroups LGPL 2.1 (GNU, 1999) dynamic link
JNA Apache 2.0 (Apache, 2004) include license
JOM LGPL 3.0 (GNU, 2007b) dynamic link
JRI LGPL 2.1 (GNU, 1999) dynamic link
MySQL GPLv2 (GNU, 1991) release S4E with GPL license
MySQL connector GPLv2 (GNU, 1991) release S4E with GPL license
Parallel Colt Multiple -
PostgreSOL PostgreSQOL none
PostgreSQL JDBC Driver BSD-2-Clause License (SPDX, 2019a) none
R Environment GPLv2 (GNU, 1991) release S4E with GPL license
RxTx LGPL 2.1 (GNU, 1999) dynamic link

The main issues in S4E are GLPK, MySQL (database and driver) and R-project environment. The
GLPK and R environment are needed for energy strategies, and because S4E is not dependent from
energy strategies, the approach to work around the GPL is to release S4E without GLPK and R
environment installed, passing to user the decision to install these software if he/she wants to use
energy strategies that are dependent on GLPK solver or R environment. The MySQL can be available
only on user installation. The S4E can be released only with PostgreSQL, leaving to the user the
possibility to use MySQL.

The library Parallel Colt has multiple licenses depending on the used packages. However, this
library is not directly used by S4E. The library is used inside JOM library, that has a LGPL 3.0 license.
In its turn, JOM library is used only for GLPK solver. Therefore, JOM and Parallel Colt will have the
same approach as GLPK, leaving the installation decision to the user. The GLPK can be used without
JOM. Therefore, the user is not only free to choose the installation of GLPK, but also JOM. Parallel
Colt is mandatory for JOM library as is released under LGPL 2.1 license.

As previously stated, the license of S4E is not yet defined. Depending on this decision, the use of
LGPL and GPL can suffer changes. For instance, if a GPL is defined for S4E, then its release can be
done with GLPK, MySQL, and R-project environment. Besides not being directly addressed in this
section, software licences have compatibility issues, there are licences that are not compatible with
others. Therefore, the license that will be attributed to S4E must be compatible with the licences of
Table 6, taking into consideration the discussion presented in this section.

A viable option for S4E is to divide the internal software into libraries. As is was seen in section
111.4.6, the S4E code structure is divided into packages. Each package can be compiled into a single
library or multiple libraries. Each one of these libraries could have its own license, similar to what is
found in the Parallel Colt. Also, S4E can have only some packages distributed in open source, leaving
some of the packages protected and licensed compiled.

I11.4.8. S4E single-board computers compatibility

The S4E software was conceived and developed to be executed inside SBC. Therefore, some tests
and experimentations were conducted. The limitations inherent from SBC are mainly in the
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computational hardware resources, such as processing power and storage size. However, the use of
SBC brings three massive advantages: size, price, and hardware integration. The size enables the easy
deployment, of the system, almost anywhere, demanding only one power connection. The network
connectivity could be made by cable or wireless. SBC also enable hardware integration using the GPIO
pins available in SBC board.

The use of SBC can, and it has always been, questioned when comparing this solution to a cloud-
based approach. The cloud-based approach brings centralization, computational reliability and
hardware redundancy. The computational power and storage size in a cloud system is not even
compared with what is available in an SBC. However, when using a cloud-based system, all the system
is dependent in a single connection, the internet connection between resources. This makes the
cloud-based solution a single point of failure system. Regarding data privacy, this can also be
questionable because all data will be stored in external servers. In the current implementation of S4E,
all data is processed locally, and only storable data — defined by the users — it is sent to a remote
storage server.

By having S4E running in an SBC, without external dependencies, it enables the building
management even during a failure in the internet connection or in the case of a grid blackout, if the
SBC and resources are powered by a local generator or an uninterruptible power supply (UPS). Also,
the use of local processing enables the entire ownership and privacy over critical data.

There are a vast variety of SBC available in the market. Therefore, a decision had to be made on
which SBCs will be S4E developed for. After analysing several SBC, it was noticed that manufacturers
usually provide a Debian-based OS. Therefore, S4E was developed for Debian-based OSs with Java 8
JRE. During this PhD research, different sized SBC were tested (see Figure 36):

= Raspberry Pi Model B — a SBC with a 32-bit 700 MHz single-core (ARM1176JZF-S) with
512 MB of DDR3, it has an RJ45 connector, and it provides a SD card slot, the tested OS
was the Debian-based Raspbian;

= Cubietruck (Cubieboard 3) — a SBC with a 32-bit 1 GHz dual-core (Allwinner A20) with 2
GB of DDR3 and an internal storage of 8 GB, it provides a SD card slot for memory
extension and a SATA connector, the tested OS was the Debian-based Linaro;

= Intel Galileo Gen 2 — a SBC with a 32-bit 400 MHz single-core (Intel® Quark™ SoC X1000)
with 256 MB of DDR3, it provides a SD card slot and has an Arduino Uno integrated in the
board, the tested of S4E was done on top of the image provided by Intel;

= BeagleBone Black —a SBC with a 32-bit 1 GHz single-core (AM335x) with 512 MB of DDR3
and it provides a SD card slot, the tested OS was Debian;

= Raspberry Pi 3 Model B — a SBC with a 64-bit 1.2 GHz quad-core (Cortex-A53) with 1 GB
of DDR3, it has an RJ45 connector and a built-in Wi-Fi card, and it provides a SD card slot,
the tested OS was the Debian-based Raspbian;

= Raspberry PiZero W —a SBC with a 32-bit 1 GHz single-core (ARM1176JZF-S) with 512 MB
of DDR3, it has a built-in Wi-Fi card, and it provides a SD card, the tested OS was the
Debian-based Raspbian;

= NanoPi M1 Plus —a SBC with a 32-bit 1.2 GHz quad-core (Allwinner H3) with 1 GB of DDR3
and an internal storage of 8 GB, it has an RJ45 connector and built-in Wi-Fi card, and it
provides a SD card slot for memory extension, the tested OS was the Debian-based
FriendlyCore;

= NanoPi NEO Core — a SBC with a 32-bit 1.2 GHz quad-core (Allwinner H3) with until 512
MB of DDR3 and an internal storage until 32 GB, it provides a SD card slot for memory
extension and GPIOs for a RJ45 connection (it does not provide a RJ45 connector), the
tested OS was the Debian-based FriendlyCore;
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= NanoPi NEO Core2 — a SBC with a 64-bit 1.4 GHz quad-core (Allwinner H5) with until 1 GB
of DDR3 and an internal storage of until 32 GB, it provides a SD card slot for memory

extension and GPIOs for a RJ45 connection (it does not provide a RJ45 connector), the
tested OS was the Debian-based FriendlyCore.

Cubietruck (Cubieboard 3)

Raspberry Pi Model B

BeagleBone Black

Raspberry Pi Zero W

I 1 1 1 1 1 1 1 1 1 {10 cm

Intel Galileo Gen 2

NanoPi M1 Plus

NanoPi NEO Core/Core2

Raspberry Pi 3 Model B

Figure 36. SBC board's size

The S4E software was able to run in the listed SBC. Despite the hardware specifications being
different, S4E was not affect by them. Some deployments achieved a faster computational speed, but
all of them were able to execute a S4E agent. Nevertheless, the size of the used SBC is important
because it will facilitate or harden the deployment of S4E in buildings. As can be seen in Figure 36,
NanoPi NEO Core and NanoPi NEO Core2 have the smaller boards. The height of SBC is not

represented, but they vary from 1.4 mm to 20 mm. Raspberry PiZero W, NanoPi NEO Core and NanoPi
NEO Core2 are the boards with the lower height, with only 1.4 mm.
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1ll.4.9. S4E special agent for microgrid visualization

In S4E, all agents are equal regarding their capabilities and architecture. However, for
demonstration and experimentation, a special agent was developed on top of the S4E agent’s
architecture. This is a centralized agent that provides a central HTTP API to monitor all the agents in
the uGIM MAS/microgrid. This agent requests monitoring data from other agents. This functionality
is only for demonstration proposes, because its use raises data protection and privacy issues. Using
the visualization agent, the individual agent’s data is freely exchange among agents.

The special agent for microgrid visualization does not provide any user interface, it will collect
data from the microgrid and make it available using a RESTful API. The data is available using JSON
objects with individual agent’s data and aggregated data. This data can then be seen in the uGIM
website, as shown in Figure 37. The special agent for microgrid visualization uses the same core of
S4E agents. It only differs from others because it does not have any resource, and it is configured to
send broadcast messages to all agents requesting status values. The requesting period is configurable
in the agent’s configuration file. This agent can be executed in an SBC or in any other computer/server.
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Luis Gomes

Figure 37. Microgrid's consumption and generation
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Chapter IV
Deployments and Case
Studies
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IV.1. Introduction

This chapter will present experimentations conducted to the three proposed solutions: the virtual
to reality (V2R) emulator, the environmental awareness smart plug (EnAPlug), and the single-board
computer for energy (S4E). These experimentations use real deployments made in GECAD, the
research centre where this PhD research took place. Building N was the main building used in this
PhD research, being the building where the research work took place and the building where the
energy laboratories are located. Nonetheless, the experimentation presented in section IV.2.3 used
two additional buildings of GECAD, and the experimentation presented in section 1V.4.3 used three
residential houses.

Three experimentations are used to test and validate each proposed solution (i.e., V2R, EnAPlug,
and S4E), taking into account different functionalities. In its turn, each experimentation is subdivided
and presented using three sections: deployment, data collection, and data analyses. The deployment
section describes the deployment made for that particular experimentation, considering the
proposed solution and the context where it was deployed. The data collections section presents how
the data was collect and shows the collected data. The data analyses section presents the discussion
and the conclusion regarding the experimentation.

IV.2. V2R experimentations

V2R emulator was conceived and developed as an enabler for laboratorial validation and testing
of energy management systems. Although it was part of the work behind this PhD research and was
needed for validation and testing, it was not the main focus of this PhD research. Therefore, published
work regarding V2R focuses on conferences and workshops. This enabled the wide dissemination of
V2R emulators in the research community by showing and providing demonstrations. V2R has been
also described in a journal publication as part of the demonstration scenario. The publications where
V2R was published are:

=  Luis Gomes, Zita Vale “Virtual to Reality Emulator for Electrical Loads”, in Proceedings of
the Third DREAM-GO Workshop — Intelligent load management in local and wholesale
demand response markets, 23-24 January, Porto, Portugal, 2018. Doi:
10.5281/zenodo.2677528 (Gomes, 2018a);

= Luis Gomes, Omid Abrishambaf, Pedro Faria, Zita Vale “Retrofitting Approach for an
Automated Load Testbed”, in Proceedings of the Final ELECON workshop — Dissemination
& Transfer of Knowledge, 12-14 September, Floriandpolis, Brazil, 2016 (Gomes, 2016);

= Luis Gomes, Pedro Faria, Zita Vale, Jorge Silva, "Energy Analyzer Emulator for Microgrid
Implementation and Demonstration and Respective Gateway" in IEEE Transactions on
Industry  Applications, vol. 55, no. 1, pp. 134-144, Jan.-Feb. 2019. Doi:
10.1109/TIA.2018.2866451 (IF. 3.347) (Gomes, 2019a);

= Luis Gomes, Zita Vale “Energy Analyzer Emulation for Energy Management Simulators”,
in: Omatu S., Rodriguez S., Villarrubia G., Faria P., Sitek P., Prieto J. (eds) Distributed
Computing and Artificial Intelligence, 14th International Conference. DCAI 2017.
Advances in Intelligent Systems and Computing, vol 620. Springer, Cham. Doi:
10.1007/978-3-319-62410-5_26 (Gomes, 2017b).

The remain of this section demonstrates the application and results of V2R emulators. Three
experimentations are presented: a deployment for unit tests where individual V2R emulators are
tested, a deployment for laboratory integration tests where V2R is connected to a pre-installed
SCADA system, and a deployment of V2R in a fully emulated building part of an microgrid. This section
focuses on the V2R emulator solution, but an integration experimentation can be seen in section
IV.3.1, where V2R emulators are used with EnAPlugs and S4E.
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IV.2.1. Simulation and emulation experimentation

IV.2.1.1. Deployment

The unit tests were conducted in the V2R emulator, without the integration in any SCADA system.
The tests present in this section have been presented in the Third DREAM-GO Workshop at the
beginning of 2018 (second year of the PhD) and published in the respective proceedings (Gomes,
2018a). This presentation was used for demonstration purposes.

The idea behind this deployment is the demonstration of V2R using the deviation parameterin a
discrete simulation and in a graph emulation. The discrete simulation has been configured to simulate
aload of 3.100 W when the resource is turned on, and a load of 0 W when the resource is turned off.
The graph emulation has been configured using a 24-hour dataset of a refrigerator consumption
where power was measured each minute.

IV.2.1.2. Data collection

The data has been collected using the publishing option of V2R emulator where all the data are
sent to an external SQL Server database. Four executions were made in these tests: a discrete
simulation of a 3.100 W load without random deviation (see Figure 38), a discrete simulation of a
3.100 W load with 2 % random deviation (see Figure 39), a graph emulation of a refrigerator without
random deviation using simulated-time (see Figure 40), and a graph emulation of a refrigerator with
2 % random deviation using real-time (see Figure 41). The graph emulation was executed both in
simulated- and real-time, where the simulated-time did not have any random deviation and where
the real-time had a 2 % random deviation.
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Figure 38. Discrete emulation without random deviation
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Figure 39. Discrete emulation with 2 % random deviation
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Figure 40. Graph emulation of a refrigerator without random deviation (simulated-time)
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Figure 41. Graph emulation of a refrigerator with 2 % random deviation (real-time)

IV.2.1.3. Data analysis

The discrete resource simulation has been used to test the V2R ability to provide value deviation
from the configured energy values. In Figure 38, we can see a discrete simulation without any
deviation, where the power, voltage and current are stable when the resource is on (i.e., consuming).
However, using a deviation of 2 %, seen in Figure 39, the V2R produces small variations, producing a
close to reality emulation. The power and voltage vary in time, but the current stays static, being a
direct result of equation (2). By analysing the graphs of Figure 38 and Figure 39, it is visible that the
deviation of 2 % enables a close to reality energy simulation.

In Figure 40, where no deviation is used, power and voltage values are not static. This is because
the used dataset for this emulation was obtained by measuring a real refrigerator during a 24-hour
period. In real measurements, a natural variation in energy values is common, even with stable
consumption/generation. The graphs of Figure 40 and Figure 41 use the same time period. The data
differ because in Figure 40 is used simulated-time and in Figure 41 is used real-time. While in Figure
40 the dataset starts from row zero and goes upward, in Figure 41 the consumption that is shown at
11:45 was measured at 11:45 in the day when the dataset was recorded. The deviation of 2 % applied
in Figure 41 is not visible because the real dataset has a natural variation, as seen in Figure 40.

IV.2.2. SCADA integration experimentation

IV.2.2.1. Deployment

This experimentation has been published in late 2016 (first year of PhD) in ELECON project
workshop proceedings (Gomes, 2016). This experimentation details the deployment published in
(Gomes, 2016), where a V2R emulator was used to simulate a fan heater in a pre-installed SCADA
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system. In this deployment, the V2R emulator was working in discrete simulation mode. Figure 42
shows the configuration of the used V2R. It was used a discrete simulation with a load of 2.109 W
when the load is on, and 0 W when the load is off. A 2 % deviation was also configured.

Discrete Simulation

OFF Consumption ON Consumption

0 2109

Figure 42. V2R deployment configuration

After the initial configuration, the V2R was installed in the RS485 network of the SCADA system,
as seen in Figure 43. The SCADA system measures two laboratories that share the same electrical
board. Both of them have single-phase electrical installations. In this SCADA system, a Saia
programmable logic controller (PLC) Series PCD3 is used to measure the consumption of the
laboratories. A SATEC PM130EH Plus three-phase energy analyser is installed in the electrical board,
enabling monitoring the energy consumption. Because the laboratories are single-phase and the
energy analyser is three-phase, the analyser is used to measure different appliance sets: air-
conditioners, electrical sockets, and lighting.

Laboratorial
Energy
Analyzer

RS485

PLC
(Modbus/RTU)

Saia PCD3

V2R

Figure 43. V2R deployment installation (connection schema)

In regard to V2R emulator installation, the only action needed was the definition of the
Modbus/RTU ID in the emulator that cannot already be used by another Modbus/RTU slave. To
complete the installation, the PLC was reprogrammed to request consumptions from the V2R
emulator and consider them in the total consumption of the laboratories. Ultimately, the installation
of the V2R emulator was the same as the installation of a new energy analyser. The major difference
between these two installations was that V2R needs a 5 V DC (Volts in direct current) power supply
to feed the Arduino and an energy analyser needs a 230 V AC (Volts in alternating current) power
supply and the necessary energy connections that enable the energy monitoring. Figure 44 shows
the V2R emulator connected to the Saia PLC using two wires for RS485 communication. The RTC
module, not used in this emulation, can be seen on the right side of Arduino, while the MAX485
board is seen on the right side of the image.
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Figure 44. V2R deployment installation (photograph) (Gomes, 2016)

The MAX485 board was developed using a perforated board. The circuit used can be seen in Figure
45. The RX, RS485 activation, RX, 5 V, and GND were connected to Arduino and pins RS485 A and
RS485 B were connected to the RS485 network. The pin for RS485 activation was used to enable V2R
to write data to the RS485 network. In a MAX485, if RE pin is low then messages will pass from R5485
network to RX pin, and if DE is high then messages will pass from TX to RS485 network. In V2R, pins
RE and DE are connected to each other because V2R will not read and write at the same time. This
board is also used in EnAPlug to enable the reading of data from the energy analyser.

>
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RS485 A
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Figure 45. V2R MAX485 circuit
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IV.2.2.2. Data collection

The collection of data has been conducted using two data sources: the PLC registers, and the V2R
published data. The PLC registers were downloaded using the web interface provided by the SCADA
system. The V2R emulator published the data to an SQL server. All data, of this experimentation, were
collected using a 1 second period. For this deployment and case study, the usage profile of Figure 46
was applied for the fan heater. The fan heater was turned on manually three times. The first time it
was turned on for a minute, the second time it was turned on for two and a half minutes, and in the
last time it was turned on for four minutes. This tested the reaction of the V2R using the PLC readings.
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Figure 46. Theoretical consumption of V2R heater (Gomes, 2016)

The graph of Figure 47 uses a 1 second period data and shows a period of 15 minutes. It presents
the results obtained in this experimentation. The blue line represents the overall consumption of the
two laboratories, obtained in the PLC. The beige area represents the V2R published data, obtained
from the SQL Server database.
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Figure 47. Total consumption of the ALT laboratory (Gomes, 2016)

IV.2.2.3. Data analysis

The results show the ability of V2R to work as energy analysers while emulating energy loads. In
this experimentation, the V2R was connected to SCADA system using Modbus/RTU, where the SCADA
system act as master and V2R as slave. The SCADA system was able to monitor the V2R consumption
and interpret this consumption as being a real load in the system. This experimentation allowed the
placement of an emulated load, using a V2R emulator, in a real SCADA system, leading the system to
‘think’ it was a real load.

The deviation with random values was also a success, providing the usual variation that is found
in energy readings. The integration of V2R was able to emulate an energy analyser, providing a
Modbus/RTU interface to connect to the SCADA system. This was the main goal of V2R, and the
results show its successful implementation. By deploying V2R emulators, it is possible to fool SCADA
systems and create testing environments for energy management systems.

IV.2.3. SOICAM microgrid case study

IV.2.3.1. Deployment

The SOICAM Microgrid deployment has been published in the middle of 2018 (third year of PhD)
in the IEEE Transactions on Industry Applications journal, with an impact factor of 3.347 (Gomes,
2019a). This section will detail the deployment, where V2R emulators were used to emulate air-
conditioner units.

Multi-Agent Smart Grid Simulation Platform (MASGriP) is a microgrid simulation platform that
enables the representation of multiple microgrid’s players using a multi-agent approach. The
platform enables the testing and validation of microgrid operation algorithms and demand response
programs. SCADA Office Intelligent Context Awareness Management (SOICAM) is a SCADA system for
building monitoring and control that enables the integration of real, simulated and emulated energy
resources, while integrating energy management algorithms.

The idea behind this deployment was a test of MASGriP using real buildings, where each building
was monitored and controlled by a SOICAM software. However, there was a need for emulation of
air-conditioners, and this was achieved using multiple V2R emulators. The work also included the
proposal of ZigBee gateways that enabled the sending of the data, provided by energy analysers, to
MASGriP. A total of four buildings were included: building I, building F, building N, and an emulated
building. The three first buildings are real buildings, while the emulated building uses a set of multiple
V2R emulators.
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Each building was represented by an agent in MASGriP. In this experimentation, there were five
agents representing: the microgrid operator, building 1, building F, building N, and the emulated
building. MASGriP used the same agent framework as S4E agents, JADE. This agent framework was
used to provide communications and FIPA compliance in the multi-agent systems. Figure 48 shows
the structural representation of SIOCAN and MASGriP in the used building of this experimentation —
building N of Figure 48.
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Figure 48. Structural representation of MASGriP with SOICAM and V2R (Gomes, 2019a)

The used gateways were initially used in the research leading to this thesis but later they were
abandoned and replaced by Saia PLC units that provide a reliable solution for building monitoring
and control. Therefore, until this point, the ZigBee protocol was not included in the S4E development.

After deployment, a demand response program was launched in the microgrid between 16:00
and 17:00. The used demand response program was a real-time demand response program (RTDRP)
as described in (Gomes, 2014). Because no positive participation was achieved, the independent
system operator (I1SO) used direct load control (DLC) program to turn off all air-conditioner units.

IV.2.3.2. Data collection

The dataset for this experimentation used readings made every 10 seconds. The data were
monitored and stored by MASGriP agents, where each agent was responsible to save its own data.
Figure 49 shows data monitored by building N agent and the data regarding the generation units in
building F, where a 1 kW wind turbine and a total of 1 kW photovoltaic were available.
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Figure 49. Monitoring results
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During the demand response event, the ISO had to use the DLC program in the microgrid’s
buildings. Agent N, representing building N, received the DLC event requiring to turn off of all air-
conditioners. However, the server room’s air-conditioner was not turned off during the event in order
to prevent any damage in the servers. Figure 50 shows the demand response program, from 16:00 to
17:00, where all air-conditioner units were turned off, excluding the air-conditioner of server room.
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Figure 50. DR event in Building N agent

The emulated building was also called to participate in the DLC event, demanding all air-
conditioner units to turned off. In this building, all the air-conditioners were turned off, without any
exception. Figure 51 shows the consumption results of the emulated building, separating the
consumptions between air-conditioners and uncontrollable load, i.e., all the remaining consumption.
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Figure 51. DR event in Emulated Building agent

IV.2.3.3. Data analysis

The results demonstrate that the monitoring of MASGriP was able integrate V2R emulators as
being real energy analysers placed in the emulated building. The system treated the emulated
building as a real building, without understanding that it was not a real physical building. This proved
the efficiency of V2R as an energy analyser emulator, deceiving the SCADA system.

Focusing on Figure 51, it is evident that MASGriP was able to use V2R emulators in the DLC event.
The use of this program demands a direct control of the energy resource. Therefore, it was the
microgrid agent that was responsible to turn off all the air-conditioner units in the emulated building.
The uncontrollable consumption stayed practically the same during the demand response event,
indicating that V2R emulators operated as individual emulators without impacting the uncontrollable
consumption.

The collected data and obtained results of this experimentation demonstrate the efficiency and
value of V2R emulators as energy analyser emulators. They can be integrated in operational SCADA
systems to emulate other resources, creating realistic scenarios while providing secure testing and
validation. The use of V2R empower laboratorial testing and validation of energy management
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systems in research centres. V2R emulators can be used not only to create buildings in laboratory,
but also to create entire microgrids in laboratory composed by multiple resources

IV.3. EnAPlug experimentations

EnAPlug is a key contribution of this PhD research and its capabilities are beyond the state-of-the-
art of smart plugs, both considering smart plug market and scientific community publications.
Therefore, the results of EnAPlug were disseminated using the publication of scientific papers. The
target of those publications were international conferences and journals with an impact factor. The
list of publications where EnAPlug can be found are:

=  Luis Gomes, Filipe Sousa, Zita Vale “EnAPlug — An Environmental Awareness Plug to Test
Energy Management Solutions for Households” in: Oliveira E., Gama J., Vale Z., Lopes
Cardoso H. (eds) Progress in Artificial Intelligence. EPIA 2017. Lecture Notes in Computer
Science, vol 10423. Springer, Cham. Doi: 10.1007/978-3-319-65340-2_21 (Gomes,
2017d);

= Luis Gomes, Filipe Sousa, Zita Vale “An Agent-Based loT System for Intelligent Energy
Monitoring in Buildings” in Proceedings of 2018 IEEE 87th Vehicular Technology
Conference (VTC  Spring), Porto, Portugal, 2018, pp. 1-5. Doi:
10.1109/VTCSpring.2018.8417868 (Gomes, 2018b);

= Luis Gomes, Filipe Sousa, Zita Vale “An Intelligent Smart Plug with Shared Knowledge
Capabilities” in Sensors, vol. 18, pp. 3961, 2018. Doi: 10.3390/s18113961 (IF. 3.031)
(Gomes, 2018c);

= Luis Gomes, Filipe Sousa, Tiago Pinto, Zita Vale “A Residential House Comparative Case
Study Using Market Available Smart Plugs and EnAPlugs with Shared Knowledge” in
Energies, vol. 12, pp. 1647. Doi: 10.3390/en12091647 (IF. 2.707) (Gomes, 2019d).

This section demonstrates the application and results of EnAPlugs. A total of three deployments
are presented: a deployment for integration tests where EnAPlugs were used as inputs for an energy
management system, a deployment showing the ability of EnAPlug to learn for the resource context,
and a deployment of multiple EnAPlugs that learn from context and share knowledge among them.
This section focuses on the EnAPlug solution, but an integration experimentation can be seen in
section IV.4.1, where EnAPlugs are used with S4E solution.

IV.3.1. Energy management system integration experimentation with
EnAPlug AM

IV.3.1.1. Deployment

The integration tests of EnAPlug AM were performed using an initial S4E MAS development. The
tests presented in this section were submitted and published in the 2018 IEEE 87t Vehicular
Technology Conference in the middle of 2018 (end of the second year of the PhD) (Gomes, 2018b).
For individual measurements, provided in this experimentation, older datasets were used. These
datasets were published in the EPIA 2017 Lecture Notes in Computer Science in the middle of 2017
(second year of PhD) (Gomes, 2017d). The development of EnAPlug AM was finalized and deployed
near the middle of 2017, but it was only integrated with third-party systems later that year.

On this deployment, the three systems developed in this PhD research were used: V2R, EnAPlug,
and S4E. Additionally, were used conventional smart plugs. The S4E collects data from all resources
using HTTP and Modbus/RTU requests, with the exception of V2R emulator that uses Modbus/RTU
protocol. Figure 52 shows the representation of this experimentation, where four agents were used
to represent four individual houses. These four houses represent a microgrid where S4E was installed.
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Figure 52. S4E deployment for monitoring proposes, using V2R and EnAPlugs

The focus of this deployment was the top house represented in Figure 52, where a combination
of market available solutions, EnAPlugs, and V2R was used. The top house was configured to monitor
eight consumption loads, as follows:

One V2R emulating a fan heater using the discrete emulation mode;

One D-Link DSP-W215 smart plug controlling and monitoring a set of lights;

One Edimax SP-2101W smart plug controlling and monitoring a television;

One TP-Link HS110 smart plug controlling and monitoring a computer’s monitor;

One TP-Link HS100 controlling a fan heater (this model of smart plug does not have
energy monitoring capabilities);

One EnAPlug controlling and monitoring a water heater;
One EnAPlug controlling and monitoring a refrigerator;

One energy analyser (not represented in Figure 52) to monitor the energy consumed by
other appliances.

Two EnAPlugs AM were used in this experimentation. Both were deployed in a building of the
research centre where this PhD research was conducted, and they are still working and collecting
data. Figure 53 shows the deployment of the EnAPlugs for this experimentation, where it is visible
the location of the sensors. The EnAPlug connected to the water heater has a single temperature
sensor placed in the water output pipe. This sensor is capable to read the water temperature and
monitor the use of hot water in the building.

In the refrigerator deployment, the EnAPlug uses four sensors. A humidity sensor, a temperature
sensor, and a clarity sensor were installed inside the refrigerator. The clarity sensor inside the
refrigerator is used to identify and monitor the time and duration of the use of the refrigerator by
the users, in other words, it monitors the opening of the door. In addition, a temperature sensor was
installed near EnAPlug to read the kitchen temperature. Besides the external sensors, both EnAPlugs
are able to read and monitor all data regarding energy by reading their energy analysers.
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Figure 53. EnAPlugs AM deployment

In building N of ISEP (Porto, Portugal), where both EnAPlugs were deployed, a centralized website
was already used to control and monitor the building, Click to Control (C2C). This C2C website uses
HTTP requests to communicate with a previously installed SCADA system. And both EnAPlugs were
integrated into C2C. The C2C website was developed by the thesis author, although outside of the
PhD research.

Figure 54 shows the detailed implementation of EnAPlug in the refrigerator. In Figure 54.a) we can
see the inside sensors that were glued near the refrigerator light, in order to have a better reading
on the refrigerator light, allowing the detection of light when the door is open. In Figure 54.b), it is
EnAPlug AM built in an electrical box (before the creation of the 3D printed model). In Figure 54.c),
it is the C2C web interface in its mobile version.

Figure 54. EnAPlug refrigerator deployment: a) inside sensors; b) EnAPlug; c) C2C

In this deployment, the EnAPlug storage unit — located in the cloud — is not used. The S4E agent
was directly connected to EnAPlug and read real-time data. The S4E agent was responsible to read
and store EnAPlug data. This experimentation has been used to test the reliability of EnAPlug to be
used in a third-party real-time monitoring and control software, such as S4E agents.

IV.3.1.2. Data collection

The data was collected and stored in a Raspberry Pi 3 Model B using one-second period readings.
The data were stored in a PostgreSQL database and were later converted to an Excel file. Figure 55
shows the monitoring results from 14:00 to 15:00. The results contemplate all the resources
measures. However, the consumption values are individually represented by different colours. The
load consumption monitored by EnAPlugs is represented in grey.

Because EnAPlug is capable of reading sensor data and not only energy data, S4E agent stored
sensor data as well. Figure 56 shows the detail measurements of the refrigerator from 00:00 to 23:59.
Figure 57 shows the water heater data for the same period.
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Figure 57. EnAPlug water heater readings

IV.3.1.3. Data analysis

This experimentation shows the ability of EnAPlug to monitor energy data as well as sensor data.
EnAPlugs are able to monitor data that are not possible to be monitored by conventional smart plugs,
going a step beyond of conventional smart plugs. This experimentation also shows the ability of
EnAPlug to monitor context-related data.

Figure 56 shows a correlation between the refrigerator motor consumption, inside temperature
and inside humidity. The decrease of inside temperature was expected when the motor is turned on.
However, the decrease of humidity was not expected. The drastic drop of humidity can be a result of
the location of the sensors, because they were placed near the airflow. Another surprise was the
increase of temperature inside the refrigerator when the door was open. The opening of the door,
represented by the red line in Figure 56, increases the inside temperature while impacts the inside
humidity. Also, opening the refrigerator door turns on the internal lamp, increasing the refrigerator's
consumption by 20 W.
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With the EnAPlug data, it is possible to analyse how the refrigerator is used and it is possible to
include the refrigerator in energy management systems and demand response programs. By using
EnAPlug, it is possible to safely turn off the refrigerator without causing food damage. The energy
management system can monitor the inside temperature and prevent food damage. If the inside
temperature triggers the resource safety control module, then the outside control of the refrigerator
will be disabled, and the refrigerator will be turned on to prevent food damage. The sensors placed
inside the refrigerator are connected to the EnAPlug using wires because EnAPlug AM is not
compatible with wireless sensors. However, this deployment should be upgraded to EnAPlug SB.

Regarding water heater data, in Figure 57 it is possible to see the consumption profile of the water
heater and identify when the heating process takes place. The flashing of consumption was an error
on the data-side — in this experimentation raw data is presented without any treatment. In periods
when the water heater is turned off, the water temperature gradually decreases over time. This
gradual decrease was expected because, over time, the water temperature will tend to match the
room temperature. In Figure 57 can be seen short increases of the temperature while the heating is
turned off, this is due to the location of the temperature sensor, that is located in the output pipe
where the hot water flows when used in the building. The ideal location of the temperature sensor
would be inside the water heater tank. However, because of safety reasons, the sensor was placed in
the pipe outside the heater.

IV.3.2. Monitoring and learning experimentation with EnAPlug SB

IV.3.2.1. Deployment

The experimentation presented in this section was submitted and published at the end of 2018
(third year of PhD) in Sensors journal, with an impact factor of 3.031 (Gomes, 2018c). This section
details the deployment published in (Gomes, 2018c), where several long short-term memory (LSTM)
artificial recurrent neural networks (RNN) where tested and applied in EnAPlug SB. This
experimentation uses two EnAPlugs SB that were deployed in GECAD/ISEP research centre. One
EnAPlug controls and monitors the refrigerator, and other controls and monitors a desk lamp.

A total of 106 LSTM networks were configured to use the data from the EnAPlugs. In this
experimentation context, configurations differ in their inputs and/or outputs, and sub-configurations
use the same configuration with different number of hidden neurons. The following sections provide
the description of the used configurations, where configurations are identified according to the
notation of Figure 58. The EnAPlugs are identified as: one (1) indicating the refrigerator’s EnAPlug, or
two (2) indicating the EnAPlug of the desk lamp. The questions identification can be of two types:
one (1) indicating a forecast regarding user usage, or two (2) indicating a forecast regarding the
controllable load consumption. The configuration identification is an incremental number identifying
the configuration of the RNN. All configurations are used to calculate hour-ahead values and are
executed half an hour before the hour-ahead period. For instance, to forecast a value from 14:00 to
15:00, the RNN is executed at 13:30.

Notation:  # *

EnAPlug identification [1,2]
Question identification [1,2]

Configuration identification [Z]

Figure 58. RNN configurations' notation

In this experimentation, 106 configurations of RNN were evaluated. Below are shown the
configurations that had the best accuracy results. For each configuration, the DL4J early stopping
functionality was used to retrieve the ideal number of epochs to apply in the train, preventing the
RNN overfitting and underfitting.
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Refrigerator

The refrigerator deployment is the same as the one presented in the previous experimentation.
The refrigerator is located inside the kitchen of one of the buildings of the research centre where this
PhD research was conducted. The EnAPlug, beyond energy values, uses a total of four sensors: an
outside temperature sensor to measure the kitchen temperature, an inside temperature sensor to
measure the refrigerator temperature, an inside humidity sensor, and an inside clarity sensor. The
clarity sensor data is converted inside the EnAPlug to result in a status value indicating if the door is
open or not. The tracking of the door could also be provided by analysing the inside temperature or
humidity sensors, but that would require a more complex data analysis.

Table 7 presents seven configurations tested in the refrigerator. They are separated in two types:
RNN for user interaction forecast (from 1.1.1to 1.1.3), and RNN for resource consumption (from 1.2.1
to 1.2.4). The user interaction forecast provides EnAPlug with an answer to question iv of Table 3:
“will there be users near the controllable load in the next hour?”. The resource consumption forecast
provides an answer to question iii of Table 3: “will the controllable load be used in the next hour?”.
For the refrigerator, it is considered that a user is near the resource if the door is open. For question
iii, it is considered that the refrigerator is used if the motor is consuming energy. The idea behind
question iii is to understand if the controllable load will have consumption during the next hour.

The three first configurations of Table 7 have a binary output where the RNN results in a
forecasted value indicating if the door will, or will not, be opened during the next hour (i.e., if the
refrigerator will, or will not, be used by a person, two answer question iv). Configurations 1.2.1 and
1.2.2 also have a binary result indicating if the motor will, or will not, have consumption during the
next hour. The last two configurations of Table 7 have an output with four possible values, indicating:
if the motor will not have any consumption during the entire hour, if the motor will have consumption
in the first half-hour, if the motor will have consumption in the second half-hour, and if the motor will
have consumption in the first and second half-hour.

A total of eleven configurations were tested for the refrigerator. Table 7 shows the seven best
configurations, according to their accuracy. All sensor data monitored by EnAPlug were used as inputs
for the RNNs. Sensor data that are not shows, in the Table 7 configurations, means that their use did
not improve the forecast accuracy.

Table 7. RNN configurations for the refrigerator EnAPlug forecast

Configuration 1.1.1

Inputs QOutput
e [0-23]—hour of the day e  [0,1] - if the user will open, or not, the
e [1-7]-day of the week refrigerator
e [0,1]— if the door was opened in the previous
hour
Configuration 1.1.2
Inputs QOutput
e  [0-23]—hour of the day e  [0,1] - if the user will open, or not, the
e [0,1]7—if week or weekend refrigerator
e  [0,1] - if the door was opened in the previous
hour
Configuration 1.1.3
Inputs Output
e  [0-23]—hour of the day e  [0,1]—if the user will open, or not, the
o [0,1]—if week or weekend refrigerator
Configuration 1.2.1
Inputs Qutput
e kWh — consumption in last 30 min e [0,1] - if refrigerator motor will have
e °C —refrigerator’s temperature consumption

e  °C —room temperature
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Configuration 1.2.2

Inputs Output
e °C —refrigerator’s temperature e [0,1] - if refrigerator motor will have
e  °C —room temperature consumption
Configuration 1.2.3
Inputs Output

e [0-23]—hour of the day

e [0,1]-if week or weekend

e [0,1]—if the door was opened in the
last 15 min

e  kWh — consumption in last 15 min

e  kWh — consumptions in second to
last 15 min

e °C —refrigerator temperature

o % — refrigerator humidity

e  °C —room temperature

e [0-3] —if refrigerator motor will have
consumption in the first half hour or/and in
the second half hour (i.e., 0: will not have
consumption; 1: will have consumption in the
first half; 2: will have consumption in the
second half; 3 will have consumption in first
and second half)

Inputs

Configuration 1.2.4
Qutput

e [0-23]—hour of the day

e  kWh - consumption in last 30 min
e  °C —refrigerator temperature

o % — refrigerator humidity

e  °C—room temperature

e [0-3] —if refrigerator motor will have
consumption in the first half hour or/and in
the second half hour (i.e., 0: will not have
consumption; 1: will have consumption in the
first half; 2: will have consumption in the
second half; 3 will have consumption in first
and second half)

Desk lamp

In this experimentation, a dimmable desk lamp was connected in an EnAPlug. This EnAPlug was
slightly modified to accommodate a HUB of sensors that were previously developed and deployed in
the desk. The sensor HUB can measure light intensity, room temperature, and user presence. The
user presence uses a combination of a movement sensor and usage of computer mouse and
keyboard. In a desk, it is not feasible to have only movement sensors because of its
precision/sensibility. More about this sensor HUB can be seen in the publication of Future Internet
journal (Gomes, 2019c), made by the thesis author in early 2019 (third year of PhD).

In the desk lamp, the lamp is turned on if a person is there, and it is turned off when there is no
person in the desk. Therefore, by answering question iii (if the controllable load will be used), it is
possible to infer the answer of question iv (if there will be users near the controllable load). The
configuration notation of the RNN of the desk lamp uses a zero (0) as question identification, to
represent the answer to both questions. Five configurations were tested, and the top-three are
presented in Table 8, according to their accuracy. The output of the tested configurations is a single
binary value indicating if the user will, or will not, be using the controllable load.

Table 8. RNN configurations for the desk lamp EnAPlug forecast

Configuration 2.0.1

Qutput
[0,1] — if the user will, or not, use the desk,
resulting in electrical consumption

Inputs
e  [0-23]—hour of the day .
e [0,1]—if week or weekend
e lux — luminosity near the desk
e  °C —temperature
e [0,1]— presence sensor in the last 30 min

Configuration 2.0.2

Output
[0,1] — if the user will, or not, use the desk,
resulting in electrical consumption

Inputs
e [0-23] - hour of the day .
e lux — luminosity near the desk
e  °C — temperature
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Configuration 2.0.3

Inputs Qutput
e  [0-23]—hour of the day e [0,1]— if the user will, or not, use the desk,
e [0,1]—if week or weekend resulting in electrical consumption

e lux — luminosity near the desk

IV.3.2.2. Data collection

Configurations shown in Table 7 and Table 8 were divided into several sub-configurations where
the number of hidden neurons was changed. A total of 86 sub-configurations were executed for the
refrigerator and 20 sub-configurations were executed for the desk lamp. For each configuration, of
Table 7 and Table 8, the best two sub-configurations, according to their accuracy, are shown in Table
9. Sub-configurations are presented according to its hidden neurons, number of epochs, datasets,
accuracy, and precision. The dataset for evaluations is different from the training and testing dataset.

Table 9. EnAPlug's forecasting results

Hidden Epochs D'ataset Ti rat:ning Te est. Evaluation Accuracy  Precision
Neurons Size Ratio Ratio  Dataset
Conf. 1.1.1 10 2,056 2,500 80 % 20% 500 89.80 % 78.45 %
Conf. 1.1.1 3 3,300 2,500 80 % 20% 500 89.00 % 77.89 %
Conf. 1.1.2 20 3,496 2,500 80 % 20% 500 91.00 % 81.93 %
Conf. 1.1.2 30 1,655 2,500 80 % 20% 500 91.00 % 81.93 %
Conf. 1.1.3 10 2,327 2,500 80 % 20% 500 89.58 % 77.95 %
Conf. 1.1.3 2 48 2,500 80 % 20% 500 87.78 % 74.34 %
Conf. 1.2.1 10 569 2,500 80 % 20% 500 86.80 % 86.83 %
Conf. 1.2.1 50 780 2,500 80 % 20% 500 85.80 % 85.89 %
Conf. 1.2.2 5 1,208 2,500 80 % 20% 500 88.00 % 88.08 %
Conf. 1.2.2 10 1,136 2,500 80 % 20% 500 88.40 % 88.42 %
Conf. 1.2.3 2 5,657 2,500 80 % 20% 500 77.00 % 72.81 %
Conf. 1.2.3 3 3,244 2,500 80 % 20% 500 80.20 % 75.31 %
Conf. 1.2.4 5 1,088 2,500 80 % 20% 500 81.60 % 74.19 %
Conf. 1.2.4 40 651 2,500 80 % 20% 500 80.20 % 74.75 %
Conf. 2.1 10 1,438 2,500 80 % 20% 500 91.00 % 88.74 %
Conf. 2.1 20 1,043 2,500 80 % 20% 500 92.00 % 88.61 %
Conf. 2.2 10 942 2,500 80 % 20% 500 91.40 % 90.01 %
Conf. 2.2 20 746 2,500 80 % 20% 500 91.80 % 89.49 %
Conf. 2.3 5 220 2,500 80 % 20% 500 89.20 % 88.33 %
Conf. 2.3 20 2,057 2,500 80 % 20% 500 91.80 % 89.49 %
Refrigerator

Table 9 shows the overall results of the RNNs for refrigerator data. Detailed results are shown in
Table 10, Table 11, and Table 12. The results presented in Table 10 regard the configuration 1.1.2 with
the sub-configuration of twenty hidden neurons, used to forecast if the user will, or will not, open
the refrigerator door during the next hour. Table 11 shows the results of configuration 1.2.2 with the
sub-configuration of ten hidden neurons, used to forecast if the refrigerator motor will have
consumption during the next hour. Table 12 shows the results of configuration 1.2.4, with the sub-
configuration of five hidden neurons, to forecast if refrigerator motor will have consumption in the
first half hour or/and in the second half hour. Table 10, Table 11, and Table 12 show detailed results
regarding the validation of RNNs. The above chance line is calculated using equations (43) and (44),
where the above chance for ‘will not open’ column is exemplified. The dataset variable represents
the dataset used for evaluation that had a size = 500.
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Accuracynotopen
AbOUenotOpen = DataseitnatOpen -1 (43)
Datasetg;e
Datasetyotopen = PoSitivenoropen + FalsePositivey,en (44)
Table 10. Configuration 1.1.2 with 20 hidden neurons
Will Not Open Will Open
Positive 413 42
False Positive 18 27
Accuracy 95.82 % 60.87 %
Above chance 8.89 % 407.25 %
Total Result
Total Accuracy 91.00 %
Total Precision 81.93 %
Table 11. Configuration 1.2.2 with 10 hidden neurons
Will Not Consume Will Consume
Positive 219 223
False Positive 26 32
Accuracy 89.39 % 87.45 %
Above chance 78.06 % 75.60 %
Total Result
Total Accuracy 88.40 %
Total Precision 88.42 %
Table 12. Configuration 1.2.4 with 5 hidden neurons
Will Consume (first ~ Will Consume (last Will Consume
Will Not Consume 30 min) 30 min) (all hour)
Positive 225 50 25 108
False Positive 21 22 18 31
Accuracy 91.46 % 69.44 % 58.14 % 77.70 %
Above chance 82.93 % 460.04 % 376.55 % 205.90 %
Total Result
Total Accuracy 81.60 %
Total Precision 74.19 %
Desk lamp

Because the EnAPlug for desk lamp uses a single RNN to forecast both question iii and question
iv, only the configuration 2.1 with sub-configuration of twenty hidden neurons, is shown in Table 13.
This configuration with sub-configuration had the best accuracy results, as seen in Table 9.

Table 13. Configuration 2.1 with 20 hidden neurons

Will Not Be Used Will Be Used

Positive 354 106

False Positive 16 24

Accuracy 95.68 % 81.54 %

Above chance 26.56 % 234.17 %
Total Result

Total Accuracy 92.00 %

Total Precision 88.61 %

IV.3.2.3. Data analysis

The results are very promising, with only one forecast with an accuracy below 80 %, corresponding
to configuration 1.2.3 with two hidden neurons. Regarding refrigerator, the 91.00 % accuracy RNN
achieved by configuration 1.1.2, in both sub-configurations, makes this the best configuration to
forecast if the refrigerator door will, or will not, be open during the next hour. Table 10 shows the
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evaluation details of configuration 1.1.2. The RNN is able to identify if the door will not be open with
an accuracy of 95.82 %. Yet, in its normal state the door is usually closed, 95.8 % only represents an
8.89 % increase over the above chance percentage that is 88.00 %. For the hours that the door will
be open the accuracy of 60.87 % represents a 407.25 % improvement above change. This indicates
that with a low accuracy of 60.87 %, the RNN is still four times better than the chance.

For the refrigerator motor usage, two configurations were identified as being the best:
configuration 1.2.2 with an accuracy of 88.40 %, and configuration 1.2.4 with an accuracy of 81.60 %.
These configurations differ from their outputs. Table 11 shows the evaluation results of configuration
1.2.2. In this configuration, the accuracy of not having consumption and having consumption are
similar with 89.39 % and 87.45 %, respectively. The above chance results demonstrate good
improvements. Hours without consumption have and improvement of 78.06 % above chance, and
hours with consumption have an improvement of 75.60 % above chance. Due to its great results,
configurations with four possible outputs were created.

The best configuration, according to its accuracy, used in refrigerator, with four possible outputs
was configuration 1.2.4 with the sub-configuration of five hidden neurons. Table 12 shows the
detailed results of this configuration according to its accuracy. Although having a low total accuracy,
the individual accuracy is still high, between 58.14 % and 91.46 %, and the above-chance results are
one of the best, being: 82.93 % for hours when the motor will not have consumption during the entire
hour, 460.04 % for hours when the motor will have consumption in the first half-hour, 376.55 % for
hours when the motor will have consumption in the second half-hour, and 205.90 % for hours when
the motor will have consumption in the first and second half hours.

For the desk lamp scenario, Table 13 shows the results of configuration 2.1 with the sub-
configuration of twenty hidden neurons. The total accuracy of 92.00 % is the highest achieved in the
tests. The accuracy for negative responses (i.e., hours without user) is 95.68 % with a low above
chance improvement of only 26.56 %. However, for positive responses (i.e., hours when a user is
working at the desk) the accuracy drops to 81.54 % but it represents a 234.17 % improvement above
chance. Although configuration 2.1 was the most accurate, configurations 2.2 and 2.3 still achieved a
total accuracy of 91.80 %, being only 0.2 % less accurate than configuration 2.1.

The overall results demonstrate a feasible application of deep learning algorithms in EnAPlug to
forecast hour-ahead activities. The use of RNN executed half an hour earlier demonstrates high
accuracy values. The accuracy to detect user interactions was 91.00 % and 92.00 %, regarding both
EnAPlug deployments. The lower accuracy was when trying to forecast the refrigerator motor
consumption, achieving an accuracy of 88.40 %. Nonetheless, these results demonstrate the
capability of EnAPug and the need for smart plugs to understand the context.

IV.3.3. Residential air conditioner management using the shared
knowledge of Enaplug SB

IV.3.3.1. Deployment

The experimentation shown in this section uses a combination of real and simulated data. The
presented deployment was published in Energies journal, with an impact factor of 2.707, in the
beginning of 2019 (third year of PhD) (Gomes, 2019d). This experimentation uses a scenario where a
two-bedroom apartment was used, considered as a part of couple’s home. Figure 59 shows the
blueprint of the used apartment.

Seventeen EnAPlugs were deployed in the apartment, spread in its rooms. Three types of
resources were deployed: real, simulated, and mixed. Real resources used real data, simulated
resources used simulated data, and mixed resources used a combination of real and simulated data.
Table 14 lists the controllable loads used in each EnAPlug. EnAPlugs are spread in the kitchen, living
room and both bedrooms. Bedroom 1 is used, by the couple, as an office, while bedroom 2 is used
as the couple’s bedroom.
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Bedroom 1

Living room
Bedroom 2

Kitchen
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Figure 59. Two-bedroom apartment blueprint

This experimentation focusses on the use of the shared knowledge ability of EnAPlug (see section
111.3.5). After presenting, in the previous experimentation, the capabilities of EnAPlug to learn from
its context, this experimentation uses the learning abilities to provide a fully distributed energy
management solution where air-conditioner units (ACUs) are individually controlled by theirs
EnAPlugs using the shared knowledge of other EnAPlugs. The control is done by using the desired
temperature defined by the couple. The EnAPlug has an on/off control using the set temperature.

Table 14. EnAPlug's controllable load description

Resource Location Maximum Consumption (Wh) Type

AC bedl Bedroom 1 1,200 Real
Television Bedroom 1 120 Mixed
Desktop and monitors Bedroom 1 250 Mixed
Celling lights Bedroom 1 100 Mixed
AC bed2 Bedroom 2 1,200 Real
Lampl Bedroom 2 30 Simulated
Lamp2 Bedroom 2 30 Simulated
AC Kkitchen Kitchen 1,100 Mixed
Refrigerator Kitchen 110 Real
Electric oven Kitchen 2,400 Simulated
Electric stove top Kitchen 2,000 Simulated
Microwave Kitchen 1,200 Simulated
Ceiling light Kitchen 80 Mixed
AC_living Living room 1,500 Mixed
Television Living room 150 Mixed
Speakers with amplifier Living room 250 Simulated
Ceiling lights Living room 120 Mixed

There is a total of four ACUs inside the apartment. However, in this scenario definition, the ACU
of bedroom 2 was not part of the management solution. EnAPlugs of ACUs were only equipped with
temperature sensors, that are not enough to monitor the context of the entire room. They will use
the shared knowledge of other EnAPlugs located in the same room.

Table 15 shows the actions that EnAPlugs take to control the ACUs. The control was done 15
minutes before the start of the hour. Therefore, 30 minutes before the hour begins, each EnAPlug
forecasts the user presence near its controllable load (i.e., question iv of Table 3). At 20 minutes
before the hour, the ACU EnAPlugs request other EnAPlugs in the same room to access the forecasting
results. At 15 minutes before the hour starts, the ACU EnAPlug will turn on, or off, the ACU according
to the shared forecasted results that identify if users will be inside the room. At 15 minutes after the
starting of the hour the ACU EnAPlugs will take corrective actions. To do that, they will query other
EnAPlugs to see if in fact there are users inside the room (i.e., question ii of Table 4).

After receiving the shared knowledge from other EnAPlugs, each ACU EnAPlug must combine the
knowledge and control the ACU accordingly. This is done using equation (15) (see section I11.3.5).
Figure 60 shows the decision flowchart used for the ahead control, 15 minutes before the hour, and
the corrective actions, 15 minutes after the hour starts. At 15 minutes before the hour starts, the
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ACU is turned on, or it is kept on, if the combined probability of having persons inside the room is
higher than 80 %. For correction actions, no forecasted values were used, it was used question viii
(Table 4) — if there are users inside the room — answered by equation (11).

Table 15. ACU EnAPlug step actions

Time (minutes) Action
h — 30mintues Each EnAPlug forecasts user presence for the period between h to /& |, 1hour
. ACU EnAPlugs requires the answers to question iv to each EnAPlug in their
h — 20mintues locafi
ocation
h — 15mintues ACU EnAPlugs take on/off control actions
h + 15mintues ACU EnAPlugs take corrective actions

where £ is the hour to control {h € Z: 0 < h < 23}

This experimentation was created having in mind a working couple where at least one of them
can lunch at home. The following routine profile was created as a case study for this experimentation:
= 08:00 — wake up;

= 09:00 - leave to work;

= 13:00 — getting home to cook and having lunch, taking approximately one hour;
= 18:00 — arriving at home;

= 20:00 - cooking and having dinner;

= 24:00—-go to bed.

Start —» Biroom ¥ ACoff  Y=» TurnAC
> 80% on
#no
ACon yes Turn AC
off
h — 15minutes
 , If USer . yes, - ac o o VeS Turn AC
in room on
#no
ACon ves | Turn AC
off
h + 15minutes

Figure 60. ACU EnAPlug control decision

IV.3.3.2. Data collection

This experimentation resulted in three datasets representing the couple’s profile in three
scenarios: normal profile without the use of smart plugs nor EnAPlugs, smart plug scenario using
conventional smart plugs, and EnAPlug scenario using EnAPlugs with share knowledge. The rules of
those scenarios are:

= Normal profile — daily consumption without the application of any smart plug nor
EnAPlug, where all ACUs were turned on when there are people at one (with exception
of lunch time), from 18:00 till 8:59;

= Smart plug scenario — scenario where smart plugs were connected to the ACU and where
users can easily control them with voice commands, this helped the couple to turn on
and off ACUs without much work, therefore, they can start turning the kitchen ACU
during lunch time with simple voice routines, such as:
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o Welcome home —turns on the ACU of bedroom 1 and living room;
o Mealtime —turns on the ACU of the kitchen;
o Close the kitchen — turns off the ACU of the kitchen;

o Bedtime —turns off the ACU of bedroom 1 and living room.

EnAPlug scenario — scenario where EnAPlugs were deployed and where the ACU
EnAPlugs controlled the ACU using share knowledge.

Figure 61 shows the B}, probabilities for the 24-hour period resulted from the EnAPlug
scenario. Values above 80 % resulted in the turning on of the room’s ACU, while values equal or below
80 % resulted in the turning off of the room’s ACU. The shared knowledge of the congregation is used
to calculate the .50, The knowledge is only shared among EnAPlugs located in the same room.

hours
0
¥ 2

» —Bedroom 1

L —Bedroom?2
x o

Kitchen
9

20

2 % —Living room
2y Q\«
(4"
Figure 61. ﬁ:mm for each room at each time (0 %-100 %)

In Table 16 details how B},,,, Was calculated inside bedroom 1, kitchen, and living room. The
forecasted result column shows the individual forecasted value of each EnAplug inside the room. E}!
is the individual probability of each EnAPlug to have a person near its controllable load.

Table 16. ﬁ}wm for each room at 20:00
Room Forecast result ! E} Bl om
Bedroom 1 1, 1,1 85 %, 85 %, 85 % 99.66 %
Kitchen 1,1,1,0,0 85 %, 85 %, 85 %, 15 %, 15 %, 15 % 99.76 %
Living room 0,0,1 15 %, 15 %, 85 % 89.16 %

10: forecasted that there will not be users near the controllable load;
1: forecasted that there will be users near the controllable load.

Figure 62 shows the results of the three scenarios regarding energy consumption. The total
consumptions of the scenarios are represented in bars, and the ACUs’ consumption is represented in
lines. In Figure 62, consumption is aggregated in hours (Wh).

2800
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Time
s Total (Profile) s Total (Smart Plugs) Total (EnAPlugs)
AC (Profile) ——— AC (Smart Plugs) ——— AC (EnAPlugs)

Figure 62. Two-bedroom apartment hourly consumption
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Using the results of Figure 62, it is possible to extrapolate a monthly cost for the three scenarios.
Table 17 shows the monthly energy costs having into account the 2017 average price of 0.20 EUR per
kWh in the European Union (Eurostat, 2018). The smart plugs relation column defines the increase
or decrease of price having the smart plug scenario as the base.

Table 17. Two-bedroom apartment monthly result

Scenarios Monthly Energy Monthly Price Profile Relation Smart Plugs Relation
Profile 436 kWh 87.09€ 0.0% -34.2%

Smart Plugs 325 kWh 64.89 € 255% 0.0%

EnAPlugs 280 kWh 56.07 € 35.6% 13.6 %

IV.3.3.3. Data analysis

The data collection demonstrated the ability of EnAPlug to produce resource optimization that
resulted in a decrease of consumption and therefore energy cost. Figure 62 shows a 24-hour graph
comparing the normal profile, the use of conventional smart plugs and the use of EnAPlugs. Because
EnAPlug starts 15 minutes before the hour, it has an early starting point that cannot be seen in the
other scenarios. By analysing the lunch hour, at 13:00, it is possible to see the changes in the three
scenarios. In the normal profile the users do not control the ACUs, but using the voice assistant
control, users turn on the kitchen ACU when they arrive at house. Because EnAPlug is able to learn
the users profile and forecast, using RNN, the user presence during lunchtime, it starts the ACU 15
minutes before 13:00 (i.e., at 12:45). The forecast for 14:00 indicates that no persons will be at the
room and consequently the ACU is turned off at 13:45. The ability of EnAPlug to control the ACU 15
minutes ahead of time helps the ACU to reaches the couple desirable temperature before they arrive.
Yet, from 12:45 and 14:00, the ACU time-of-use and energy consumption is the same in both
scenarios of smart plugs and EnAPlugs.

In EnAPlug scenario, during the night, the forecast indicates no presence of users and all ACUs are
turned off at 00:45. In the smart plug scenario, the ACUs are turned off at 00:59. Because the
bedroom 2 ACU was not part of EnAPlug optimization and because it was not controllable using the
voice control “bedtime”, it stays turned on until morning, when the couple leaves the house.

A closer look at 18:00, with the help of Figure 61 and Figure 62, allows a better differentiation
between scenarios. At 17:30 all EnAPlugs forecast the presence of users near the controllable loads.
And at 17:45 the shared knowledge is aggregated and only bedroom 1 reaches a ,81 of 98.09 %,

room
above the triggering value of 80 %, as seen in Figure 61. This results in turning on the ACU of bedroom
1. All others are kept turned off. At the same time, in the smart plug scenario, it was used the voice
command “welcome home” that turns on the bedroom 1 and living room ACUs. At the same time, in

the normal profile scenario, all ACUs were turned on.

Table 16 shows the ﬁ:oom results for hour 20:00. In the kitchen, where five EnAPlugs were
deployed, only three forecasted the presence of users inside the room. Yet, because of their accuracy,
the two EnAPlugs that forecasted that no user will be inside the room still have 15 % of probability of
being wrong. This means that there is still 15 % probability of having a user inside the room. Even
with two negative answers, the kitchen has 99,76 % probability of having users inside. This is a higher

probability than the bedroom, 99.66 %, where all EnAPlugs forecasted the presence of users.

The monthly energy consumption and monthly energy cost indicate a clear benefit of using
EnAPlugs. Table 17 shows the results for energy costs. Having the normal profile as a base, the smart
plug profile represents a 25.5 % reduction of costs, while the EnAPlugs scenario represents a 35.6 %
reduction, an improvement of 13.6 % relative to the smart plug scenario.

This experimentation shows very promising results in the deployment of EnAPlugs in buildings.
However, as seen in the kitchen results of Table 16, the increase of EnAPlugs brings a problem in its

minimum value of ,Bioom. Dealing with accuracy, equation (15) aggregates all errors in the accuracy

of each EnAPlug. Therefore, the minimum value of ,81

will increase in locations where a high
room
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concentration of EnAPlugs is deployed. Let’s demonstrate two examples that show this problem.
Within a room with three EnAPlugs with 90 % accuracy, if all of them forecast that no user will be
near the controllable loads, then there is still a probability of 27 % of a user actually appear inside
the room. If three more EnAPlugs are added to this room, with the same 90 % accuracy, and now all
six EnAPlugs forecast that no user will be near the controllable loads, this will result in a Blroom =
47 %. The addition of EnAPlugs creates more noise and error. This issue was bypassed increasing the
control target to turn on any ACU — that was 80 %. But future work should solve this issue to not
harmful the use and deployment of EnAPlugs.

IV.4. S4E experimentations

SAE software is the main result of this PhD research. By deploying multiple S4E agents in buildings,
it is possible to build a distributed microgrid management system capable of managing buildings and
put them cooperating and competing to balance the microgrid. Because this was the main system of
this PhD research, its conception, development, and implementation took more time than V2R and
EnAPlug, and its results were only possible to obtain near the end of this PhD research. The target
publications were exclusively international journals. The late results added to the journals response
time culminated in a scenario where not all S4E results were able to be published in time. Some
publications are still in the revision stage. The list of publications is:

= Luis Gomes, Pedro Faria, Zita Vale, Jorge Silva, "Energy Analyzer Emulator for Microgrid
Implementation and Demonstration and Respective Gateway" in IEEE Transactions on
Industry  Applications, vol. 55, no. 1, pp. 134-144, Jan.-Feb. 2019. Doi:
10.1109/TIA.2018.2866451 (IF. 3.347) (Gomes, 2019a);

= Luis Gomes, Jodo Spinola, Zita Vale, Juan M. Corchado, “Agent-based Architecture for
Demand Side Management using Real-Time Resources’ Priorities and a Deterministic
Optimization Algorithm”, Journal of Cleaner Production, vol. 241, 118154, 20 December
2019. Doi: 10.1016/j.jclepro.2019.118154 (IF. 6.395) (Gomes, 2019h);

= Luis Gomes, Zita Vale, Juan M. Corchado, “Microgrid Management System Based on a
Multi-Agent Approach: an Office Building Pilot”, Measurement, vol. 154, 107427, 15
March 2020. Doi: 10.1016/j.measurement.2019.107427 (IF. 2.791) (Gomes, 2020b);

= Luis Gomes, Zita Vale, Juan M. Corchado, “Multi-Agent Microgrid Management System
for Single-Board Computers: A Case Study on Peer-to-Peer Energy Trading," in IEEE
Access, vol. 8, pp. 64169-64183, 02 April 2020, doi: 10.1109/ACCESS.2020.2985254 (IF.
4.098) (Gomes, 2020c).

Together with the listed publications, five datasets where published using the open access
platform Zenodo. These datasets have data resulted from S4E, and they are the following:

= L. Gomes, “Dataset of uGIM deployed in an office building”, Zenodo, 14 February 2019.
doi: 10.5281/zenodo.3237235 (Gomes, 2019b);

= L. Gomes, “uGIM: week monitorization data of a microgrid with five agents (10/04/19-
16/04/19)”, Zenodo, 16 May 2019. doi: 10.5281/zen0d0.2868129 (Gomes, 2019¢);

= L Gomes, “uGIM: a week with peer-to-peer transactions (03/06/2019 - 09/06/2019)”,
Zenodo, 19 August 2019. doi: 10.5281/zenodo.3371222 (Gomes, 2019f);

= L. Gomes, “uGIM: week monitorization data of a microgrid with five agents (04/08/2019
-10/08/2019)”, Zenodo, 19 August 2019. doi: 10.5281/zenodo0.3371339 (Gomes, 2019g);

= L Gomes, “uGIM: a week with peer-to-peer transactions (02/03/2020 - 08/03/2020)".
Zenodo, 12 March 2020. Doi: 10.5281/zenodo.3707578 (Gomes, 2020a).

Besides the experimentations of this section, the S4E was also integrated into another work. A
single agent deployment was made in GECAD offices for light optimization. The S4E monitors and
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controls the light system and implements the algorithm proposed in (Khorram, 2018) using an energy
strategy with GLPK solver that is executed based on context. The context that triggers this energy
strategy is the unbalance of generation and consumption.

IV.4.1. Office deployment case study

IV.4.1.1. Deployment

In this experimentation, the S4E software was deployed in an office building using a Raspberry Pi
3 Model B (Gomes, 2019h). The office had already installed a light control system, using DALI
protocol, two smart plugs, one energy analyser, and two workplace sensor hubs.

The workplace sensor hub was a simple solution conceived and implemented by the thesis author
to monitor the use of a desk. The detection of persons using a working desk enables the management
of resources in and near area. In this experimentation, S4E agents were deployed in office buildings,
meaning that the detection of persons in working desks was essential to enable some of S4E
functionalities. However, the task of know if a person is using a working desk is not trivial. Movement
sensors are easy to find but they usually lack the ability to detect the normal small movements typical
on a working desk. The solution reached using the combination of a movement sensor and software
monitoring the usage of keyboard and mouse. A small board, based on an Arduino Nano, was built
including a movement sensor (PIR), a temperature sensor and a light intensity sensor (LDR). This
board reads the sensor data and sent it to the computer using an USB connection. The USB
connection is also used as power supply (5 V/DC). Figure 63 shows the architecture of this workplace
sensor hub and a photograph of the developed board.
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Figure 63. Workplace sensor hub

The workplace sensor hub is not detailed in this thesis, but a more detailed description can be
found in (Gomes, 2019c). The hub also enables the autonomous control of the celling light according
to the user presence and the light intensity of the room. The use of the hub enables S4E to get
information regarding the room, such as temperature.

The office where S4E was deployed, is divided into five zones. These zones are shown in Figure
64, where is also illustrated the location and description of each resource integrated into S4E. As
seen in section lll.4Chapter lll, the building zones are hierarchical. In this deployment, zone 1 is the
main/root/parent zone. Zone 2 and 3 are below zone 1, and zone 4 and 5 are below zone 3. The office
had a total of 2.1 kW peak photovoltaic generation that could be used for auto-consumption. Zones
4 and 5 represent working desks, and zone 2 is a common area without permanent working desks.
Zone 3 is a small hallway with a refrigerator. The refrigerator uses an EnAPlug with an outside
temperature sensor and inside temperature sensor, humidity sensor, and door sensor.

A total of 10 resources were integrated into S4E. The description of sensors is listed in The use of
the balancing energy strategy potentiated the maximization of auto-consumption and the
minimization of the energy bought. In this experimentation, the S4E agent was able to buy and sell
energy from/to the grid without restrictions. The selling price was considered to be half (50 %) of the
buying price. Regarding users’ preferences, this experimentation considers 24 °C as the desired
temperature for zone 4, this being the only zone with a heater resource. Zones 4 and 5 have defined
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preferences for light intensity, set to 500 lux and 280 lux, respectively. These preferences were used
to calculate the real-time prioritization of energy loads. For this experimentation, the fan heater was
configured to turn off automatically every time the temperature of zone 4 goes above 24 °C,
preventing the overheating of the room.

Table 19, where zone, name, and units are identified. These sensors were used to define real-time
priorities to each resource of Erro! Autorreferéncia de marcador invalida.. This experimentation
used the energy strategy that balances consumption and generation, as it is described in section
111.4.3.3. The restrictions and conditions for the algorithm execution are detailed in Table 5. The used
Raspberry Pi executed the algorithm locally and stores all its data.

Table 18 lists the resources that where individually integrated into S4E, the monitoring technology
column identifies how the resource energy was measured, the control type column indicates the
control that could be done in the resource, the control technology column identifies how the resource
was controllable, and the power column shows the peak consumption of each resource. Besides
these resources, the office also had an uncontrollable consumption monitored by an energy analyser.
This uncontrollable consumption had a peak near 270 W. The uncontrollable consumption considers
all the energy sockets that were not individually monitored (e.g., desktops, screens, and laptops).

Z,
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Without control: 270 W f ; - < /y%
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Figure 64. Office's zones and resources location

The description of sensors is listed in The use of the balancing energy strategy potentiated the
maximization of auto-consumption and the minimization of the energy bought. In this
experimentation, the S4E agent was able to buy and sell energy from/to the grid without restrictions.
The selling price was considered to be half (50 %) of the buying price. Regarding users’ preferences,
this experimentation considers 24 °C as the desired temperature for zone 4, this being the only zone
with a heater resource. Zones 4 and 5 have defined preferences for light intensity, set to 500 lux and
280 lux, respectively. These preferences were used to calculate the real-time prioritization of energy
loads. For this experimentation, the fan heater was configured to turn off automatically every time
the temperature of zone 4 goes above 24 °C, preventing the overheating of the room.

Table 19, where zone, name, and units are identified. These sensors were used to define real-time
priorities to each resource of Erro! Autorreferéncia de marcador invalida.. This experimentation
used the energy strategy that balances consumption and generation, as it is described in section
111.4.3.3. The restrictions and conditions for the algorithm execution are detailed in Table 5. The used
Raspberry Pi executed the algorithm locally and stores all its data.

Table 18. Resources description integrated in S4E

Zone Resource Monitoring Technology Control Type Control Technology Power (W)
1 Photovoltaic Energy Analyzer none none 2,100
5 Lamp 2.1 Energy Analyzer variable DALI 100
Lamp 2.2 Energy Analyzer variable DALI 100
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Lamp 2.3 Energy Analyzer variable DALI 100
3 Refrigerator EnAPlug none” EnAPlug 120
4 Lamp 2.4 Energy Analyzer variable DALI 100
Fan Heater TP-Link HS110 discrete TP-Link HS110 1,000
Lamp 4.1 Energy Analyzer variable DALI 100
5 Lamp4.2 Energy Analyzer variable DALI 100
Television EDIMAX Smart Plug variable EDIMAX Smart Plug 135

" has on/off control but it is not used in this experimentation

The use of the balancing energy strategy potentiated the maximization of auto-consumption and
the minimization of the energy bought. In this experimentation, the S4E agent was able to buy and
sell energy from/to the grid without restrictions. The selling price was considered to be half (50 %) of
the buying price. Regarding users’ preferences, this experimentation considers 24 °C as the desired
temperature for zone 4, this being the only zone with a heater resource. Zones 4 and 5 have defined
preferences for light intensity, set to 500 lux and 280 lux, respectively. These preferences were used
to calculate the real-time prioritization of energy loads. For this experimentation, the fan heater was
configured to turn off automatically every time the temperature of zone 4 goes above 24 °C,
preventing the overheating of the room.

Table 19. Sensors description integrated in S4E

Zone Sensor Units
Refrigerator temperature °C

3 Refrigerator humidity %
Temperature e
Ambient light Lux
Movement [0,1]

4
Keyboard [0,1]
Computer mouse [0,1]
Ambient light Lux

s Movement [0,1]
Keyboard [0,1]
Computer mouse [0,1]

IV.4.1.2. Data collection

All data was collected by S4E agent and stored locally in the SBC. Remote storage was not used in
this experimentation. The data was stored every 10 seconds. The complete dataset is published under
open access in (Gomes, 2019b). SAE agent stored the data in a PostgreSQL database, that were
converted to the published Excel file.

A total of three days was stored in this experimentation: a summer day, a winter day, and a cloudy
day. The main difference between those three days is in the generation profile. Concerning the
outside temperature, the difference is not significant. Figure 65, Figure 66, and Figure 67 show the
overall results of the days according to consumption (blue line), generation (green line), energy
bought from the grid (blue area), energy sold to the grid (green area), and zone’s 4 temperature
sensor (orange line in the secondary vertical axis). Figure 68 shows a closeup between 11:00 to 18:00
during the cloudy day of Figure 67.

Figure 69, Figure 70, and Figure 71 show the zone 4 fan heater consumption, the building
generation, and the zone 4 temperature sensor. The charts shown in this section are just an overview
of the complete and detailed dataset. Downloading the (Gomes, 2019b) dataset, it is possible to
obtain values for every 10 seconds during the three 24-hour days, as well as all the inputs and outputs
of each time the energy strategy was executed.
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Figure 65. Office profile during the summer day
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Figure 67. Office profile during the cloudy day
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Figure 71. Office heater profile during the cloudy day

IV.4.1.3. Data analysis

This experimentation shows the ability of the S4E to perform contextual energy strategies during
long periods. Likewise, the ready-to-use energy strategy for consumption and generation balance has
been tested. The three days representing profiles for summer, winter, and cloudy days allow the
evaluation of the ready-to-use energy strategy for consumption and generation balance. The use of
the building is similar in all the three days, the significant difference between the three days is the
generation profile.

During the summer day profile, shown in Figure 65 and Figure 69, no clouds were visible, resulting
in a higher generation profile during the day. Near 09:45, the generation had a slight decrease
resulted from the shadow of a tree near the office building. The tree leaves created shadows in the
photovoltaic panels. In Figure 65, it is visible the balance, of generation and consumption, working
during the day, where consumption follows the generation between 08:30 and 19:00. Nevertheless,
during the day, occurs some consumption peaks higher than generation, the first and second peak,
near 11:00 and 14:40 are caused by the fan heater consumption, as seen in Figure 69. The turned on
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of the fan heater produced a higher consumption peak and during its turn on period the temperature
of zone 4 increased. According to the scenario configuration, the fan heater is turned off when a
temperature of 24 °C is reached. Near 16:50, it is possible to see the balancing algorithm working
according to the decrease and increase of generation. The energy strategy decreased the energy until
16:50 and then increased it before it decreased again minutes later, this is also visible in the cloudy
day, in Figure 68.

The winter day provided a lower generation profile that did not allowed the continuous execution
of the balancing energy strategy. The exception was seen during the period from 12:32 to 13:33,
where the energy strategy was triggered. This was the period where consumption less flexibility was
lower than the generation, allowing the optimization of resources. However, when the generation
decreased, the energy strategy was not triggered again. The fan heater was used more during the
winter day than the summer day. Although both days had the same starting point, and because of
the building architecture and wall material, the heater decreased rapidly during the winter day
(where an outside temperature was lower). In contrast, during the summer day, the building was able
to stabilize the inside temperature and produced a slight increasing of temperature during the day,
even without the use of the fan heater.

The winter profile and summer profile started the working day with the same zone 4 temperature
value of 20 °C. However, the fan heater stayed turned on for 15 minutes in the summer day and 50
minutes during the winter day. The fan heater has three possible controls: the manual control from
the users, the control resulted from the execution of the energy strategy, and the S4E automatic
control when zone 4 temperature sensor reaches 24 °CThe first possible control, user control, was
not used during this experimentation, the users only turned on the fan heater and did not turned it
off. In the summer day, the fan heater was turned on for 15 minutes because its priority was 1
(maximum priority that did not allowed the turned off of the resource). After 15 minutes, and
because the temperature of the zone increased to 21.2 °C, the priority of the fan heater decreased
and allowed the energy strategy to turned it off. However, during the winter day, the energy strategy
was not executed because the building flexibility was not enough to trigger the conditions of the
energy strategy. Therefore, the fan heater was not controlled by the algorithm, and it was only turned
off automatically when the temperature reached 24 °C.

In the cloudy day profile, a different scenario is presented. This was the day with the highest solar
radiation but with several generation interruptions. Nonetheless, energy strategy was still able to
maintain the balance between generation and consumption when it was possible, as seen in Figure
68. It is possible to observe that consumption had the same drastic variations than generation. This
shows the ability of the energy strategy to rapidly react to changes. However, this ability is also an
issue, because during this day, the resources were turned on and off several times. This situation
should not happen in order to prevent the rapidly degradation of resources. The real-time
prioritization of resources enabled the energy strategy to not negatively affect users’ comfort. The
lights and television near the users were continuously dimmed and turned on and off, which
contributed to the dissatisfaction of users.

Table 20 shows the overall results of the three-day experimentation. These results show that the
generation of winter day was around 20 % of the other days. Also, the consumption was higher during
the winter day. The main aspect in Table 20 is the number of times the energy strategy was
triggered/executed during the days: 4,929 times in the summer day, 154 times in the winter day, and
5,394 times in the cloudy day. By analysing the daily energy cost, it appears a correlation between
the number of times energy strategy was triggered and the daily energy cost.

Table 20. S4E overall results for the three-day experimentation in the office deployment

Summer day Winter day Cloudy day
Generation (kWh) 10.053 1.910 10.347
Consumption (kWh) 9.945 12.364 9.302
Energy strategy executions 4,929 154 5,394
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Daily outcome (EUR) 0.56 2.11 0.54
Daily income (EUR) 0.29 0.01 0.37
Energy costs (EUR) 0.27 2.10 0.16

The results clearly show the efficiency of the ready-to-use energy strategy for consumption and
generation balance in a real office building. Energy costs can be reduced by balancing consumption
and generation, and S4E is able to locally provide this solution. The cloudy day had a lower energy
cost, of 0.16 EUR, but it was a severe and harsh experimentation that negatively affect the users
comfort. The application of this energy strategy during cloudy days, where the sun comes and goes
frequently, should be avoided and it is not recommended. The cloudy day was only tested because it
represents an unstable scenario that pushes the energy strategy to its limit.

IV.4.2. Microgrid with transactive energy case study

IV.4.2.1. Deployment

For this experimentation, has been used one of GECAD’s buildings located in ISEP (Porto,
Portugal). The case study and results are published in (Gomes, 2020b) and (Gomes, 2020c). The
GECAD'’s building has a total of 10 kW peak photovoltaic generation and receives daily around 25
researchers and students. Internally, the building has nine electrical enclosers that control nine
distinct areas/zones. In this experimentation, the building is considered to be an office building where
the owner rents offices to renters. The renter can choose to manage its own energy or to buy energy
from the building owner. If the renter chooses to manage its own energy, then it has access to 1 kW
peak generation, shared from the 10 kW peak photovoltaic generation of the building.

The building is divided into nine zones, where zone L.1 is composed by rooms 1, 2, and 3, zone L.2
by rooms 4, 5, and 6, zone L.3 by rooms 7, 8, and 9, zone R.1 by rooms 13 and 14, zone R.2 by rooms
12 and 15, and zone R.3 by rooms 11 and 16. Figure 72 shows the layout of the building. Room 10 is
the kitchen zone. The rest of the zones are the left hallway with the toilets and the right hallway.
Zones L.1, L.2, L.3, and R.2 are rented with private energy management, and zone R.3 is rented
without private management. Zone R.1 is not included because it lacks proper energy metering.
Figure 72 shows the rented zones in colours green, blue, brown, and purple. In yellow colour are
represented zones managed by the building owner — zone Z.0 — and in white is represented the zone
that it is not considered in this experimentation.

( ) Zone Z.0 agent (\) Zone L.2 agent O Zone R.2 agent

Zone L.1 agent Zone L.3 agent | ) Note measured

Figure 72. GECAD's building N
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The building owner shares 1 kW peak generation with each renter. Therefore, the renters of zones
L.1, L.2, L.3, and R.2 receive 1 kW each, leaving the rest 6 kW of the building generation to be
managed by the owner. Each renter and the owner have an SBC with an S4E agent. The five S4E agents
make a microgrid with 5 end-users/prosumers.

This experimentation was only possible because the building already had a SCADA system that
monitor all the energy-related data of each zone. S4E agents integrate parts of this SCADA system
using HTTP requests. Each agent requests data for their respective zone. Additionally, to the SCADA
system, smart plugs and EnAPlugs were also integrated into S4E agents.

Figure 73 shows the hardware previously deployed in the building. This is the hardware
responsible to measure energy data and control the celling lights. Each zone has a PLC and at least
one energy analyser. The building is mono-phase, but it was used three-phase energy analysers. The
three-phase energy analysers were deployed to measure three consumption types: electrical sockets,
celling lights, and HVAC systems. In the building, each room and hallway have an individual air-
conditioner unit. The building owner, managing zone Z.0, has also the DC-AC inverter used in the
photovoltaic generation. All the measuring units have the ability to communicate using Modbus/RTU
protocol using a RS485 network. The celling lights of each zone are controlled using the digital
addressable lighting interface (DALI) protocol. Although not represented in Figure 73, the building
owner also has control over the celling lights of both hallways and rooms 10, 11, and 16.

Five SBC were used: one Raspberry Pi Zero W, one Raspberry Pi Model B, and three Raspberry Pi
3 Model B. Raspberry Pi Zero W and Model B have lower computational power than the Raspberry
Pi 3 Model B. Furthermore, the model Zero W does not have an RJ45 connector, demanding the use
of Wi-Fi. Figure 74 shows the SBCs deployed in the building as well as a representation of how they
are interconnected among each other.

RS485 bus

Modbus/RTU

RS485 bus | . DAL
Modbus/RTU s bus

E- NN

o

Rs485 bus | : . DAL
Modbus/RTU L bus

O

RS485 bus | 7 paU
Modbus/RTU - - bus

[ e

g 8 4

b &5 iE

v EiT %

RS485 bus " DALl m: e
Modbus/RTU bus mes B
| & E

Figure 73. Building N SCADA system hardware

The building owner used the Raspberry PiZero W and zone L.1 renter used the Raspberry Pi Model
B. In other zones (i.e., L.2, L.3, and R.2), it was uses Raspberry Pi 3 Model B. All SBC used an 8 GB SD

119




Luis Gomes

card with Raspbian OS without GUI. All the S4E third-party software were installed in each SBC.
Because they are all Raspberry Pies, the installation of packages was done only in one SBC and then
the SD card was cloned for the other four Raspberry Pies. All the SBC were deployed in a
demonstration wall located in room 14 (Figure 74).

As shown in Figure 74, all SBCs were using the JGroups to enable discovery among them, inside
this yellow circle, there was the MAS green circle, created by the MAS core, where all agents were
connected using JADE framework. Inside the MAS circle, the agents built a connection among them
for transactive energy, these connections allow the auctions among S4E agents. In this deployment,
agent representing zone Z.0 implements the MAS core and it is the synchronized agent for the P2P
energy transactions auctions.

All agents used the hour-ahead dummy forecast energy strategies, detailed in section 111.4.3.2, at
18 * * * * — at all hours at minute 18. The difference between forecasted consumption and
generation was put to sold/bought in the P2P transactive energy auctions. If the agent had more
consumption than generation, then it tried to buy the difference. Otherwise, it tried to sell the
difference. The exception is agent Z.0, the building owner was configured to only sell the surplus
energy and did not tried to buy energy from other agents.

The synchronized agent queries sellers at ‘30 * * * *’ and auctions start at ‘35 * * * *’, The sellers
were ordered using FIFO order. Agents used a maximum of 100 W lot size, meaning that energy lots
were divided by 100 W blocks.
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Figure 74. Building N SBCs deployment

IV.4.2.2. Data collection

This deployment used an office building with five S4E agents that were deployed for more than
three months. This deployment enabled the testing, correction, and validation of S4E agents as a
monitoring and management system. It was also tested the agent connectivity and the ability to
transact energy. The S4E agents used local PostgreSQL storage databases for data measured in the
last 24 hours, and remote PostgreSQL storage databases for data measured more than 24 hours ago.

The data presented in this section were retrieved from the remote databases, and its publicly
available in two open access datasets that can be download in (Gomes, 2019f) and in (Gomes, 2020a).
The monitoring data corresponds to seven days between 10 April 2019 (Wednesday) and 16 April
2019 (Tuesday). Figure 75, Figure 76, Figure 77, Figure 78, and Figure 79 show the total consumption
and generation of each agent. The consumption is shown aggregated by individual resources
consumption.
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from/to the main grid. Figure 81 shows the same data but considering P2P transactions.
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Figure 81. Microgrid’s weekly energy profile

Regarding energy costs, Figure 82 and Figure 83 show the consumption and energy costs for each
agent. Figure 82 shows the scenario where no P2P transaction was performed, while Figure 83 shows
the data obtained in the scenario where P2P transactions were performed. Agents data are presented
by colours, each agent has the same colour, where the darker tone represents the energy consumed

and the lighter tone represents the energy cost. Both figures represent the weekly sum.
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P2P transactions used forecast data to decide if energy needed to be bought or sold. During the
experimentation week, some wrong transactions were performed due to errors in forecast. These
transactions can assume one of four types: wrong sale, wrong purchase, sold too much, and bought
too much. Wrong sale and “wrong purchase” indicate that an agent performed the opposite
transaction, i.e., the forecast indicates that would be a surplus/deficit energy, but in fact, the real
values indicate the opposite scenario, a deficit/surplus energy. This led the agent to buy/sell energy
that in fact, needed to sell/buy. The sold too much and bought too many transactions indicate that
the agent was right in the P2P intension, but that bought/sold too much energy, that later was needed
to be injected/supplied to/from the main grid.

Wrong actions can lead agents to transact energy that they do not have or do not need, penalizing
the agent’s energy cost. Figure 84 shows the number of wrong transactions by type and hour of the
day. Figure 85 shows the weekly energy transacted in the wrong transactions.
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Figure 84. Weekly wrong P2P transactions performed by agents, and forecast MAPE errors

124




uC'I:ibI

2
N -
215
=
% 1
Yos
w
0
FEIE A O R SN ST M ST S\ S M ST S SN SN S ST M ST S Y MR R S
P T T LT T T T T T LT T TFTTITITHS SO O S
STFTFFTFFTIT TSI HF S S SF S S
SRR SV I N I S AR N TN NN N SN EEN RN S A e e o

Transacted energy

Figure 85. Weekly energy transacted in wrong P2P transactions

Table 21 shows the overall weekly results, discriminating agents data and the microgrid data. The
table is divided into five sections representing: energy data, forecast errors, P2P data, energy costs,
and P2P energy percentual values.

Table 21. Microgrid’s overall weekly results

2.0 L1 L2 L3 R.2 Microgrid
S Consumption (kWh) 147.311 109.298 171.986 91.891 41.860 562.347
E Generation (kWh) 169.429 28.775 28.775 28.775 28.775 284.531
¢ Forecast MAPE Cons. 10.27 % 10.04 % 9.54 % 9.61 % 9.95 % 9.88 %
,_% Forecast MAPE Gen. 6.26 % 6.57 % 6.52 % 6.50 % 6.75 % 7.16 %
Bought (kWh) 0.000 5.427 13.225 6.237 2.215 27.104
Sold (kWh) 22.705 0.032 0.000 1.917 2.450 27.104
N@ of best choices 35 39 51 38 32 195
0 N@ of wrong sales 4 1 0 1 3 9
% Ne of sold too much 15 1 0 2 8 26
E Ne@ of wrong purchases 0 0 0 0 1 1
IV of bought too much 0 2 1 1 0 4
Wrong trading (kWh) 4.320 0.094 0.003 0.069 0.250 4.736
Total number of transactions 54 43 52 42 44 235
Best choices 64.81% 90.70% 98.08% 90.48% 72.73% 82.98 %
@ Week cost (EUR) 1.4065 15.5273  27.9279  13.1305 3.3261 61.318
§ Week Cost (w/o P2P) (EUR) 2.3756 16.2455  28.6661  13.3470 3.4803 64.115
§ Price per kWh(EUR) 0.0095 0.1421 0.1624 0.1429 0.0795 0.1090
& Price per kWh (w/o P2P) (EUR) 0.0161 0.1486 0.1667 0.1452 0.0831 0.1140
§ Price variation (w/o and w/ P2P) 40.79 % 4.42 % 2.58% 1.62% 443 % 436 %
% Trading in consumption 0.00 % 4.97 % 7.69 % 6.79 % 5.29% 4.82 %
5 Trading in consumption 13.40% 0.11 % 0.00 % 6.66 % 851 % 9.53%

IV.4.2.3. Data analysis

The experimentation was considered a success, the S4E was successfully installed and the
produced results show the ability of SAE agents to monitor individual resources, store all the data,
and participate in a competitive transactive energy market using forecast values.

2.0 agent has a peak generation of 6 kW, this is six times more than the other agents. Therefore,
in Figure 75, it is shown a generation value above consumption in the middle of the day, even in the
fourth and fifth day where generation dropped. This agent tried to sell all its surplus energy in the
transactive energy market. The agent monitored the common areas of the building, the kitchen
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(included in the common right total consumption line) and zone R.3 that is rented but where the
renter chooses not to manage his own energy.

Zone L.1 was composed by three offices and had a normal consumption near 600 W, this resulted
in a continuous normal energy deficit where generation was usually below consumption. Figure 76
shows the ability of S4E to monitor the energy during long periods of time and manage the storage
of the data in both local database and remote database.

The consumption of zone L.2, according to Figure 77, was very high and stable. This is due to zone
L.2 having a server room where an HVAC unit was permanently turned on. The generation in this
agent is badly noticed in Figure 77 because of its high consumption.

Figure 78 shows the monitoring values of zone L.3 agent. This zone had a stable consumption
profile without significant peaks. Therefore, generation was able to surpass consumption and
enabled the agent to try to sell energy. Although, days with less sun, as happened in the fourth and
fifth day, could not provide enough energy to be sold.

Zone R.2 had the lowest residual consumption of all agents, and it had consumption peaks during
working days, Figure 79. Depending on the day, the agent had surplus energy to sell, but there were
periods where it tried to buy energy.

The use of P2P transactions resulted in a significant decrease in the energy cost, dropping 4.36 %
in the microgrid. By comparing Figure 80 to Figure 81, it is visible a decrease of the consumed energy
from the grid and the decrease of the energy injected to the main grid. This is a direct result of P2P
transactions that enabled the local energy transaction among the agents/prosumers of the microgrid.

In Figure 82 and Figure 83, it is seen that the consumption of the agents stayed exactly the same.
However, prices lightly differ. The energy price per kWh dropped 40.79 % for 2.0 agent, 4.42 % for L.1
agent, 2.58 % for L.2 agent, 1.62 % for L.3 agent, and 4.43 % for R.2 agent. Because P2P transactions
were performed using the forecasted generation and consumption, in some occasions, agents were
misled by the forecast, resulting in wrong P2P transactions that negatively impacted the energy cost.
Figure 84 shows the hours with more wrong transactions. The amount of energy wrongly transacted
can be seen in Figure 85. The number of wrong transactions and the amount of energy resulted from
those wrong transactions appear to not have a direct correlation. For instance, at 10:00 and 11:00
are made almost the same number of wrong transactions but the energy that was wrongly transacted
is significantly higher at 10:00.

IV.4.3. Multi-building deployments

IV.4.3.1. Deployment

The S4E was also deployed in three residential houses. These houses are owned by three
voluntaries that allowed the experimentation of S4E agents. This experimentation enabled the
integration of uncontrollable environments where S4E was used to monitor data as a passive system.
Although, S4E is capable of performing resources optimization and transactive energy, this was not
yet tested in the residential houses. The only requirements for these deployments were: the house
should have a Wi-Fi network with internet connection, and the user should be able to receive and
install an energy analyser and a single-board computer.

The deployment of S4E in residential houses raised some issues that were not present in previous
experimentations. For instance, there was not a SCADA system pre-installed. Also, the SA4E agents
were at different networks, without the ability to communicate with each other. The computer
network can be solved using a virtual private network (VPN) or by opening the right ports in the
residence router. However, the second option must be avoided because JADE framework, used for
the multi-agent system, is not built for security and the opening of router ports can weaken the house
network security. In this experimentation, the S4E was individually deployed and did not used a multi-
agent system. Therefore, there was no need to build a VPN.
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The lack of a SCADA system was solved by using Circuitor Wibeee!® energy analysers These are
mono-phase or three-phase energy analysers that can be easly installed in the electrical circuits in
the electrical encloser without the need on any wire connection. Figure 86 demonstrates how these
analysers are used and how they are integrated in S4E. Wibeee energy analysers enable the easy
installation and the measurement of energy without the need of any physical changing, enabling
retrofitting. Wibeee has Wi-Fi connectivity and it connects to the house Wi-Fi network. This analyser
is integrated into the S4E using its web API available in the local network. In this experimentation, the
SAE was upgraded to enable the discovery of Wibeee energy analysers in the network, avoiding the
need of manual configuration. This way, the user only needed to plug the energy analyser and the
SAE. The S4E software was then able to automatically locate the Wibeee analyser and read its
measurements.

Instalation Energy Analysers House’s LAN Single-board computer

Figure 86. Deployment of S4E in residential buildings

The S4E were installed independently without any dependency. Nonetheless, a remote storage
server was used to enable data storage and acquisition. As no router ports were open in the
residence-side, the S4E was not reachable from outside, hence the remote storage server is the only
way to remotely acquire data from the houses.

IV.4.3.2. Data collection

In this last experimentation, three deployments were made in residential houses. The data was
collected by S4E every 10 seconds using Wibeee energy analysers. The presented data were retrieved
from the remote storage server.

Each house was monitored by one S4E. The S4E was installed near the router and it was upgraded
to be able to automatically find Wibeee analysers. This installation only demanded a power supply
and an ethernet cable. Wi-Fi could also be used but additional configuration would be needed in the
end-user side. House 1 is a three-phase residential house where a three-phase Wibeee was installed
in the main electrical board, providing energy data regarding all consumption. Houses 2 and 3 are
single-phase apartments. In house 2 a single-phase Wibeee was installed in the kitchen area. House
2 had no energy analyser placed in the entrance point of the electrical board due to technical
restrictions that did not allow such installation. In House 3 a single-phase Wibeee was installed in the
mainboard, covering all house.

Figure 87 illustrates the power consumed in the three houses during a week period, from
Wednesday till Tuesday. House 1 values are the sum of thee three phases. Figure 88 shows the power
consumption regarding house 1 according to each phase. In phase 3, it is visible a water heater
periodically turning on to keep the water hot. Figure 89 illustrates the energy consumption of the
same week of previous figures. By comparing the three houses, it is possible to see a higher
consumption in house 1 and a very small consumption in house 3. In this scenario, the kitchen of
house 2 had a higher consumption than the entire house 3.

1% http://wibeee.circutor.com/
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Figure 90, Figure 91 and Figure 92 show the results of the dummy hour-ahead forecast algorithm

included in S4E. These forecasts were done by S4E without the need of any configuration. The S4E

software was capable to analyse the consumption data and provide hour-ahead and 15-minute-

ahead forecasts. The used houses had no generation.
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Figure 90. House 1 hour-ahead forecast
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Figure 92. House 3 hour-ahead forecast

IV.4.3.3. Data analysis

In this experimentation, the S4E system was tested in real residential houses. This was a new
challenge that provided a test and validation in uncontrollable environments. It was important to
validate the system in uncontrollable environments to close the gap between academia and the
real/physical world. The development in laboratory environments enabled the prototyping and proof
of concept, but this type of environment is not enough to clear understand the reliability and stability
of the system. This reality was experienced in this experimentation where working S4E agents were
deployed, and after their installation in the residences, none worked without issues. The first two
installations provided a list of bugs and problems that needed to be solved in order to accommodate
S4E agents in residences.

Issues, such as stability and deployment were detected in this experimentation. For example, in
house 2, the router blocked the autonomous search of Wibeee analysers, demanding a manual
configuration. Another problem was the remote storage synchronization, that after some time was
unable to periodically send data to the remote storage. These problems were detected and solved.

As previously seen, S4E agents can transact energy. However, this was not tested in this
experimentation because of network limitations. The monitor functionality of S4E was tested and
validated alongside with the execution of energy strategies and storage (local and remote). The
network limitation could be solved using a virtual private network (VPN) to connect all S4E agents
into the same network. Tests with VPN allowed agents to communicate within different physical
networks as if they shared a common physical network. The VPN is configured in the operating system
level, under S4E agent. Therefore, the application of a VPN does not affect nor change the operation
of S4E agents, and it allows transactive energy among agents deployed in different networks and end-
users. The experimentation regarding transactive energy, section IV.4.2, can in fact be extended to
include the three new agents presented in this experimentation.

This experimentation also allowed a combination of S4E agents with Wibeee energy analysers.
The S4E was conceived to be easy to install and deploy in end-users, and the Wibeee energy analyser
is the easiest energy analyser that can be installed in an end-user-side. The combination of both
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systems is a great achievement of this PhD research, providing a kit that can be easily installed and
that can monitor the end-users building. The monitoring results can be seen in Figure 87, Figure 88,
and Figure 89.

The control of resources was not included in this experimentation. This was the result of the
inexistence of Home Assistant in the SBC of the S4E. The control of resources can be done using loT
devices, as seen in the office deployment experimentation (see section IV.4.1). However, smart plugs
were included in the S4E using the Home Assistant home automation platform. The deployments
made under this PhD research used Home Assistant running in a dedicated server outside the SBC of
the S4E. In order to use smart plugs in this residential experimentation, one of two solutions were
possible: it was needed a Home Assistant server in the residence, or it was needed to have Home
Assistant installed in the SBC of the S4E. The first option was out of the question because it would
demand the installation and configuration of a new server. The second option was the most correct,
but it will also demand the manual and local configuration of smart plugs in order to put them
available in Home Assistant software. To enable the easy installation of S4E in the resident buildings,
this experimentation did not consider the control of resources.

During this experimentation, the S4E provided forecast algorithms, as seen in Figure 90, Figure 91
and Figure 92, using the dummy forecast detailed in section 111.4.3.2. As can be seen in Figure 92, the
forecast results are close to the real energy values, with a weekly average error of 20 %. The
generation forecast was also executed, but because residences did not have generation, the result
was always zero (with 100 % accuracy). Agents also calculate the energy consumption baselines in
hour-ahead, as detailed in section 111.4.3.1.

This experimentation is the first step to get S4E software and agents to residential houses, opening
an entire new range of possibilities and issues that can be raised over time. The deployment in real
uncontrollable environments is the definite proof that S4E has a lot of potential and still has a lot of
space to grow.
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V.1. Main conclusions and contributions

This PhD research had the purpose of analysing, modelling, and representing end-users in a
microgrid context using computer engineering concepts and methodologies. The models conceived,
developed, and tested during the PhD research resulted in the proposal of three independent
systems, constituted by hardware and software.

The proposed models and systems scientifically contribute to the area of computer engineering,
particularly to the field of artificial intelligence with contributions to agent’s cooperative and
competitive behaviours, deep learning using contextual-data, distributed management decisions
supported by the community knowledge, and cyber-physical real-time optimization. The proposed
models and systems also scientifically contribute to the area of power and energy systems,
particularly to centralized and decentralized energy management systems for demand-side
management, context-aware intelligent resource optimization, microgrid distributed management
systems, and auction-based peer-to-peer energy transactions. Considering the research problem as
a whole and addressing it both from the perspective of computer engineering and power and energy
systems allowed to make hybrid scientific contributions that have impact on both areas. These
contributions include energy players representation by means of agents and multi-agent systems,
seamless integration of artificial intelligent models in energy decision and management models, real-
time energy management models and systems supported by internet of things devices, and microgrid
intelligent energy management models and systems based on the active participation of end-users.

The undertaken research addressed the thesis main research question (Q0) and the five specific
research questions (Q1 to Q5) presented in section 1.2. For that, three solutions were conceived,
developed, and tested during the PhD research: the virtual to reality (V2R) emulator, the
environmental awareness smart plug (EnAPlug), and the single-board computer for energy (S4E). The
three solutions are a combination of hardware and software. They were conceived to address specific
problems, overcoming in this way the barriers to the efficient conception, development, and testing
of the main outcome of the research — the microgrid intelligent management system based on a
multi-agent approach and the active participation of end-users (UGIM). The uGIM solution was used
to integrate smaller contributions resulting from the PhD research, such as a context-aware cyber-
physical real-time resource optimization algorithm for consumption and generation balance in the
end-user-side, deep learning algorithms that use contextual-data and user interaction to gain
knowledge regarding electrical loads and energy resources, a microgrid intelligent energy
management system based on the active participation of end-users, a distributed energy
management solution supported by the knowledge of an agent-based community, and auction-based
peer-to-peer energy transaction models using cooperative and/or competitive agents’ behaviours.

In this PhD research, computer engineering tools, namely from artificial intelligence, have been
proven to largely contribute to the efficient operation of microgrids, to the end-users representation,
and to the end-user’s energy management, enabling the application of new concepts promoted by
smart grids, such as the active participation of end-users. This PhD research contributed to the
advancement of the state-of-the-art of computer engineering and power and energy systems.

Specific contributions were made to eight funded projects, as seen in section 1.3. This PhD
research actively contributed to two H2020 projects (DOMINOES, and DREAM-GO), two ITEA projects
(M2MGrids, and SPEAR), three P2020 (Portugal) projects (SIMOCE, NetEffiCity, and AVIGAE), and one
H2020 cascade funding project (Eco-Rural-loT). The contributions made in the DOMINOES and
DREAM-GO should be highlighted. This PhD research contributed to H2020 DOMINOES project with
its microgrid solution and peer-to-peer energy transaction models, enabling the application of these
models to local markets. The S4E solution has been used to integrate some of the DOMINOES project
models enabling them to be tested in a project pilot site. Regarding DREAM-GO, this PhD research
contributed with models for the active participation of end-users, with S4E enabling the end-users’
representation and participation in microgrids, and with means for testing and validating several
project models.
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V.1.1. Research questions

Section 1.2 identified five specific research questions (Q1 to Q5) needed to be addressed in order
to satisfactorily address the main research question, Q0. Therefore, each specific research question
was addressed.

Regarding the specific research questions Q1, “Can an single agent represent an end-user,
integrating electric loads, energy resources, and monitoring equipment while providing an energy
management system that can efficiently manage the end-user's loads?”, it was addressed by the
conceived, developed, and tested S4E agent-based solution. This system allows the integration of
electrical loads, energy loads, and monitoring equipment, and the integration of a real-time energy
management system. The system is able to efficiently execute energy management algorithms, such
as the one presented in section 111.4.3.3 that combines energy-related data, from electrical loads and
energy resources, as well as sensor data that allows the characterization of the building spaces and
the identification of the users’ needs. The test and validation of the S4E system to address this specific
research question was done using the conceived, developed, and tested V2R emulators and
EnAPlugs. V2R emulators add a particular significant positive impact on S4E testing because they
allowed the easy testing and the creation of large scenarios without the need for physical electrical
loads and energy resources.

The successful addressing of question Q1 proved that end-users can be managed by a single agent,
part of a multi-agent system, that integrates energy resources and energy loads while providing
energy management algorithms, such as load optimization, and energy balancing between energy
consumption and local energy generation. The addressing of Q1 resulted in a cyber-physical real-time
energy management system that uses the integrated sensors to enable the efficient balance between
electric loads (i.e., consumption) and energy resources (i.e., generation) considering the users
preferences and the building context.

The specific research question Q2, “Can a multi-agent system efficiently manage a microgrid?”,
was addressed by S4E solution that promotes a microgrid intelligent energy management system
based on the active participation of end-users. The architecture of S4E, shown in I11.4.2, takes into
account the multi-agent system, while the microgrid management is addressed in this PhD research
using a distributed solution where agents share common goals. The thesis presents, in section 111.4.4,
the use of transactive energy auctions to promote the balance in the microgrid and to reduce the
demand for grid energy.

Question Q2 was thus successfully addressed and the undertaken research proved that microgrids
can be managed using distributed systems based on the active participation of end-users represented
by cooperative or competitive agents in a multi-agent system.

The integration and use of internet of thigs (IoT) devices in energy management systems should
be considered taking into account the market available devices and the already installed devices in
our buildings. The specific research question Q3, “How can the internet of things devices be
integrated into an energy management system?”, was addressed in this PhD research with EnAPlug
and S4E solutions. The EnAPlug demonstrated that smart plugs can suffer a great evolution and
provide significant information to EMS. The results of EnAPlug AM were so promising that it evolved
to the EnAPlug SB that showed an outstanding performance, allowing the actual integration of a
distributed EMS into loT devices, eliminating the need of any external software or hardware, as it is
shown in sections 111.3.4 and 11.3.5.

The S4E solution is able to integrate loT devices for monitoring and controlling purposes, as can
be seenin section 111.4.2.8, proving that energy management systems can not only include loT devices
but can also benefit from this inclusion. The successfully addressing of question Q3 resulted in a real-
time energy management system supported by loT devices, and in a context-aware intelligent electric
loads optimization.
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The specific research question Q4, “Can single-board computers efficiently run the agent
described in Q1 and the multi-agent system of Q2?", was addressed by testing the S4E solution in nine
different single-board computers (SBCs). The result was a success, even in the case where a single
SBC was executing more than one agent. The list of SBCs is shown in section 111.4.8. EnAPlug also used
SBCs to create a multi-agent system connecting loT devices.

Question Q4 was thus successfully addressed, and it has been proven that the agent deployed in
an SBC can represent an end-user, integrate energy loads and energy resources, and efficiently
manage the integrated loads and resources. It also has been proven that multiple SBC can manage a
microgrid using a multi-agent system approach where each SBC accommodates a single agent.

The last specific research question Q5, “How can transactive energy be used by microgrid’s end-
users?”, was addressed at the microgrid-level using the S4E solution. The S4E integrates peer-to-peer
energy transaction models based on distributed auctions where agents can freely sell or buy energy
among them, as described in section 111.4.4. The auctions are fully distributed and do not demand
external supervision, the auctions are carried out by the sellers.

Question Q5 was successfully addressed, and it has been proven that auction-based peer-to-peer
energy transaction models can be implemented in a microgrid, promoting the balance between
consumption and generation, increasing the use of local generation, decreasing the energy
demanded from the main grid, and decreasing the microgrid and end-users’ energy costs.

Finally, the main research question, Q0, “Can a multi-agent system represent end-users in a
microgrid, providing services for energy management, demand-side management, and transactive
energy while deployed in multiple single-board computers spread among end-users?” has been fully
addressed with the conceived, developed, and tested S4E solution. The S4E proves that a single SBC
can efficiently manage the end-user’s energy loads and resources, and represent the end-user’s goals
in a microgrid context. To prove its efficiency, a context-aware cyber-physical real-time resource
optimization algorithm for consumption and generation balance in end-user-side was conceived and
integrated into S4E, test results are presented in section IV.4.1. Also, several deployments of S4E were
able to perform and test auction-based peer-to-peer energy transactions in a microgrid using
cooperative and/or competitive agents’ behaviours, as presented in section 1V.4.2. The test results on
the pilot site were so promising that they allowed the S4E solution to go a step forward, being
deployed in three residential houses. The deployment in residential houses and the performance of
S4E agents are shown in section IV.4.3.

The successfully addressing and proven of the main research question, QO, culminated in uGIM
solution, a complete microgrid intelligent management system based on a multi-agent approach and
the active participation of end-users.

V.1.2. Proposed solutions

Nowadays, there is a large gap between market available solutions and scientific developments
regarding smart grids, namely in microgrids, energy management systems, and demand-side
management solutions. This gap should be shortened or eliminated in order to deploy scientific
breakthroughs in the real world, benefiting end-users. To shorten this gap, the advances proposed in
the scientific community must be tested and validated using real scenarios and pilot sites. This PhD
research went beyond the state-of-the-art by conceiving, developing, and testing three novel
solutions that were able to bring the new scientifically models proposed in this PhD research to
reality, such as auction-based peer-to-peer energy transaction models. The solutions were conceived
to work beyond this PhD research as they allow the test and validation of many more concepts,
shortening the gap between market solutions and scientific developments.

Together, V2R, EnAPlug, and S4E solutions create the uGIM solution. These three solutions were
conceived, developed, and tested to integrate energy-related methodologies focusing on end-users
and microgrids. They can be used together or separately. For instance, in a research laboratory, uGIM
enables the built of microgrids using V2R emulators and S4E for end-users’ representation and
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microgrid management. Also, EnAPlugs can be deployed in buildings and be integrated into the
microgrid using S4E agents.

With uGIM, the new energy-related methodologies proposed in this PhD research can now be
deployed in end-users. However, the main innovation brought by this PhD research is not limited to
the proposed methodologies, as, with the proposed uGIM, it also reduces the gap between literature
proposed solutions and real implemented solutions. With pGIM, it is also possible to test and validate
new innovative energy-related methodologies, even if developed by third-parties, in pilot-sites. This
contributes to the evolution of power and energy systems towards the successful implementation of
smart grid concepts in practice.

V.1.2.1. Conclusions regarding V2R emulator

V2R is a solution that allows the emulation of energy analysers. The test and validation of energy
management systems in a laboratory environment brings some issues, such as the lack of available
residential electric loads and energy resources. The V2R makes it possible to bring unavailable and
unreachable electric loads and energy resources to laboratories, enabling the efficient test and
validation of energy management systems in laboratory environments. By integrating Modbus/RTU
protocol, the V2R emulator can be used with supervisory control and data acquisition (SCADA)
systems, and energy management systems (EMSs).

The V2R emulator emulates an energy analyser, but inside it provides energy resource/load
simulation, emulation, and representation. Simulations are performed by software, emulations use
real measured data, and representations mirror real remote loads or resources. The results of this
open source solution, described and presented in this thesis, show the efficiency of V2R emulators.
Three experimentations were performed to prove the capabilities of V2R emulators, demonstrating
its capacity to simulate and emulated electrical loads, to be integrated into a SCADA system, and to
be integrated into an EMS.

The V2R prototype was demonstrated in operational environment, reaching TRL 7 (technology
readiness level?®). During the PhD research, several V2R emulators were regularly used to create
realistic scenarios that allowed the testing and validation of the proposed systems. The conception,
development, and test of V2R emulator represented a contribution to the state-of-the-art by being
the first low-cost do it yourself (DIY) energy analyser emulator that allows the easy testing and
validation of EMS. The V2R emulator has, so far, resulted in four publications: two workshops, one
conference, and one journal (IF: 3.347).

V.1.2.2. Conclusions regarding EnAPlug

EnAPlug is an loT solution conceived and developed to be aware of its context, to learn from
contexts and user interactions, and to share its knowledge, promoting distributed energy
management systems. loT devices can and should be used as enablers for EMSs and demand-side
management solutions. The ability to be remotely monitored and controlled enables their use in
smart homes and EMSs. In current buildings, especially residential ones, it is common to find loT
devices, such as smart televisions, smart lights, and smart plugs. However, these loT devices are not
able to provide contextual information. Therefore, EnAPlug was conceived, developed, and tested to
enable a suitable, almost perfect, integration of loT devices into EMSs. Not only are EnAPlugs able to
provide contextual information, but they can also learn how and when users interact with the
controllable load.

The learning abilities of EnAPlug showed to be very promising, achieving high values of accuracy.
So much so, that it was possible to develop a distributed management system where EnAPlugs share
knowledge among them and optimize the use of their controllable loads according to the community
knowledge (i.e., knowledge from other EnAPlugs). During this PhD research, two versions of EnAPlugs

20 Nine-level maturity scale used in European Union Research and Innovation programme Horizon 2020

135




Luis Gomes

were conceived, developed, and tested. The EnAPlug AM is an open source solution that uses an
Arduino board. The EnAPlug SB uses an SBC and it can learn and share its knowledge using a multi-
agent system. The results of EnAPlug SB surpassed the expectations and showed the potential of
future development around this context-aware solution. Three experimentations were performed
with EnAPlug, demonstrating its capacity to monitor the controllable load context, to learn from the
user interaction and historical data, and to share its knowledge to promote a distributed
management system.

Two EnAPlug prototypes were successfully deployed in the research centre, been in operation
ever since, putting EnAPlug solution at TRL 7. The conception, development, and test of EnAPlugs
went beyond the state-of-the-art regarding smart plugs and loT devices, by promoting context-aware
devices capable of learning from the controllable electrical load and user interactions. The EnAPlugs
has, so far, resulted in four publications: two conferences, and two journals (IF: 3.031, and 2.707).

V.1.2.3. Conclusions regarding S4E

The main solution of this PhD research was the conceived, developed, and tested S4E. This agent-
based solution running in SBCs is low-cost and easy to install. The S4E is a complete solution that
enables the test and validation of scientific energy-related models and methodologies in microgrids
and end-users’ buildings. This distributed system is the only known state-of-the-art solution built
from bottom-up, from the individual end-user to the microgrid.

The S4E is a multi-agent system, where each end-user is represented by an agent. Each agent of
the S4E system enables the integration of electrical loads and energy resources, as well as any type
of sensors. Agents are able to provide an energy management solution for demand-side management
in the end-user-side. The proposed solution uses SBCs and IoT devices to boost the use of demand-
side management models and transactive energy models.

The S4E is the only known solution able to be deployed in a single building, using a standalone
agent, and in a microgrid, using a multi-agent system. The independency shown by S4E, enables the
system to work as an independent EMS, disconnected from any multi-agent system. Inside a
community of agents, the S4E can also participate in transactive energy programs. The deployment
capabilities were tested during this PhD research, where S4E agents were deployed in a microgrid
with five players, and in three residential houses. These experimentations showed the abilities of S4E
and enabled the testing and validation of energy-related methodologies, such as forecasting
algorithms, an algorithm for consumption and generation balance, and peer-to-peer energy
transaction auctions. The S4E is the first complete solution for microgrid management and end-user
representation conceived from the end-user to the microgrid.

The S4E solution was demonstrated in relevant environments, reaching the TRL 6. Three S4E
agents, together with their SBCs, were deployed in three residential houses for two months, and five
SAE agents were deployed in the research centre at M29, been in operation ever since with minor
errors and bugs. The conception, development, and test of S4E contributed to the state-of-the-art by
being the first end-user-centred system able to integrate and manage electrical loads, energy
resources, and sensing, and one of the first agent-based complete solutions for microgrid
management capable of handling pilot sites and unsupervised environments. The S4E has a
significant contribution to the test and validation of energy-related concepts for end-users and
microgrids, such as transactive energy models and demand response programs. The S4E has, so far,
resulted in four journal publications (IF: 3.347, 6.395, 2.791, and 4.098). The deployments and tests
of S4E, resulted in the publication of five datasets.

V.2. Looking forward

Several developments made in the scope of this PhD research had the goal of creating prototypes
that would enable the test and validation of the conceived solutions. Therefore, V2R emulators,
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EnAPlug, and S4E are not in their final stage of maturity and they can and should be improved and
evolved. The below sections address some envisaged future developments for the three systems.

Beside future technological developments, this PhD research opens new opportunities for master
thesis proposals, such as the modelling and validation of multiple peer-to-peer energy transaction
models, the study and conception of distributed microgrid management methodologies, and the
conception of a seamless integration of 10T devices in energy management systems. These research
works, supported by uGIM solution, can result in major contributions to the power and energy field,
providing new models and methodologies for microgrids, transactive energy, and energy
management systems. The uGIM solution can also be the base of new PhD research works, such as
the conception of self-explainable artificial intelligence methodologies based on contexts to manage
microgrids using transactive energy, and the conception of a semantic reasoning end-user energy
management system that can interact with other end-users to optimize energy use and reduce
energy costs.

V.2.1. V2R emulator

Currently, the V2R emulators enable the simulation, emulation, and representation of electrical
loads and energy resources, lacking the possibility of having emulation of storage units. This should
be considered in future developments. The use of batteries brings advantages for buildings with
renewable generation. However, the high cost of batteries is a barrier for laboratory experimentation
that aims at demonstrating the benefits of these resources in energy management systems. The V2R
emulator could remove the price barrier and provide battery emulation. Other simulation models
can also be conceived to enable sensor simulations (e.g. a temperature sensor).

The V2R emulator uses the Modbus/RTU protocol, which is widely used. However, more protocols
should be provided in V2R. In the future, there should be multiple versions of V2R emulators to
address other protocols, such as BACNET, KNX, or MQTT.

Regarding the dissemination of V2R, new scientific publications should be made, and a white
paper should be published. The use of V2R emulator should be promoted near research and
development (R&D) projects, including funded projects, to help other researchers during the
laboratory testing and validation.

V.2.2. EnAPlug

The EnAPlug was proposed in order to enable the availability of data and information regarding
the context and usage of an electrical load. The proposed solution has two versions: a microcontroller
version (EnAPlug AM), and an SBC version (EnAPlug SB). EnAPlug AM was released as an open source
solution, while EnAPlug SB was not yet been released. The evolution of EnAPlugs, both AM and SB,
requires the minimization of hardware and product design, promoting its easy installation. Currently,
EnAPlug requires a large box to accommodate its hardware. The hardware must be minimized to use
surface-mount device (SMD) components and a new box should be designed.

Regarding scientific contributions, EnAPlug can provide data to energy management systems,
receive a distributed energy management system, or perform local context-aware control. The
integration of SBCs places EnAPlugs ahead of current smart plugs. Future implementations could
create EnAPlug intelligent communities that can even eliminate the need of centralized solutions in
the end-user-side for energy management and end-user representation in the smart grid context,
promoting a complete distributed approach where several loT devices can manage the end-user’s
electrical loads and energy resources while providing communication to other end-users and players.

The evolution of EnAPlug will improve the local computation capabilities and enable its easy
installation. This solution can easily be used to test and validate energy management systems and its
architecture can contribute to the development of new context-aware loT devices. Additional
scientific publications should be made considering new applications and the integration of new
management and learning models.
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V.2.3. S4E

The S4E system was conceived to enable the integration of multiple energy-related concepts, such
as energy management systems, demand response programs, automated demand response, and
transactive energy. The architecture of S4E enables its growth in several of its modules, such as
resource integration, user graphical interface, energy management models, peer-to-peer energy
transactions, and automated demand response.

The demonstrated capabilities of S4E shown promising results but fall short on its truly potential.
The prototype developed during this PhD research can have significant improvements by using
information and knowledge instead of raw data. As examples, energy management can use
contextual information and learned user interactions to promote an intelligent energy management
system, transactive energy decisions can be made using game theory, and ontology-based
communications can be added to enable the end-user-agent exploitation of opportunities, such as
new energy aggregators and available demand response programs.

Two key aspects of S4E are its versatility and simplicity. To increase its use, a new programming
language is being conceived to enable the easy and fast creation of new energy strategies. This will
enable the fast creation of new energy strategies by people without a programming background,
promoting the massive implementation of energy-related models for end-users and microgrids. The
S4E solution should also consider the integration of knowledge-based models using ontologies to
describe the building, electrical loads, energy resources, communications, etc. The first step in this
direction was made in (Santos, 2020) where collaboration was made to propose an energy
management system supported by reasoning.

To simplify the use of third-party open source platforms for home automation, such as Home
Assistant, an S4E connector for those platforms can be developed as a component/plug-in to enable
an improved integration among systems. This benefits S4E solution, providing seamless integration
with open source platforms for home automation. And it benefits home automation platforms,
providing an energy management solution and enable the platform to have active participation in
microgrids and smart grids.

To promote the S4E continued evolution, the S4E will be used regularly in GECAD research centre
and it will be included in R&D projects and project proposals. The availability of S4E as an open source
solution, similarly to RIAPS and VOLTTRON, is also being studied for future releases. New partnerships
will also be pursuit and established in order to disseminate the S4E solution among stakeholders.
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