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Abstract: System operators have moved towards the integration of renewable resources. However,
these resources make network management unstable as they have variations in produced energy.
Thus, some strategic plans, like demand response programs, are required to overcome these concerns.
This paper develops an aggregator model with a precise vision of the demand response timeline.
The model at first discusses the role of an aggregator, and thereafter is presented an innovative
approach to how the aggregator deals with short and real-time demand response programs. A case
study is developed for the model using real-time simulator and laboratory resources to survey the
performance of the model under practical challenges. The real-time simulation uses an OP5600
machine that controls six laboratory resistive loads. Furthermore, the actual consumption profiles are
adapted from the loads with a small-time step to precisely survey the behavior of each load. Also,
remuneration costs of the event during the case study have been calculated and compared using both
actual and simulated demand reduction profiles in the periods prior to event, such as the ramp period.

Keywords: aggregator; demand response; ramp period; real-time simulation

1. Introduction

Electrical energy demand has significantly increased in the last decades. This has led to huge
peak of greenhouse gas emissions in order to provide and supply the required demand [1]. In the
past decades, fossil fuels were the raw materials for electricity production [2]. However, nowadays
several low carbon technologies and renewable energy resources (RERs) have been utilized to produce
electricity [3]. Smart grids and microgrids are new some new concepts for the future distribution
networks to eliminate the hierarchical structure of the grid and convert them to a fully decentralized
and transactive energy system [4]. To do this, the process of energy production should be also placed
in the demand side, among all electricity consumers. Therefore, the concept of prosumer (a consumer
who also produces electricity) has been raised [5]. However, this makes the network instabilities more
tangible than before, as a significant number of small and medium scale consumers and producers will
be involved in the network management scenarios [6].

Distributed generation (DG) and RERs are considered as one of the bases of smart grids and
microgrids implementation [7]. However, these paradigms would be fully addressed while they have
been integrated with demand response (DR) programs [8].

In fact, the DR program is a feature in the upcoming distribution network to connect low carbon
technologies without the need for reinforcement [9]. There are various definitions in the literature for
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DR program. While each definition has its own strengths and weak points, the most completed one is
defined by Federal Energy Regulatory Commission (FERC) [10] as:

“Changes in electric use by demand-side resources from their normal consumption patterns in
response to changes in the price of electricity, or to incentive payments designed to induce lower
electricity use at times of high wholesale market prices or when system reliability is jeopardized.”

According to the definition mentioned above, in a simple word, DR can be described as the
reaction of electricity consumers to the price signals considered as incentives to reduce/modify the
electricity use pattern. There are several types of DR programs: price-based and incentive-based [11].
In Price-based category, there are several programs such as real-time pricing (RTP), time-of-use (TOU),
critical peak pricing (CPP), etc. [12]. Also, in the incentive-based DR programs, various strategies are
proposed, namely direct load control (DLC), emergency demand response service (EDRS) capacity
market programs (CMP), interruptible demand response program (IDRP), etc. [13]. Each program has
its own specifications that are applicable depending on technical or economic reasons of the electricity
network. As an example, the ERCOT market in Texas utilizes EDRS to maintain network stability
in emergency conditions to reduce power outages. In this market, EDRS participants can provide
DR reduction within a 10 to 30 min ramp period in advance to the event [14]. However, there is a
minimum reduction capacity for the DR event and its participants in order to directly participate
in the electricity markets. According to the surveyed references [15–17], this minimum reduction
capacity for a consumer who intends to have an active role in the electricity market negotiations, is
various depending on the DR type, typically from a few kilowatts to megawatts. In other words,
this makes small scale consumers almost incapable to directly participate in electricity markets [18].
To overcome this barrier, an aggregator can be considered as a third-party entity between the upstream
and downstream sides of the network [19,20]. In fact, this entity aggregates all small and medium scales
DR participants and contribute them as a unique DR resource in the electricity market negotiations [21].

By a simple look on the current trends, a lot of papers and research projects can be found that
are focused on the concepts of aggregator, as the role of the aggregator is being legalized in several
European countries (e.g., France, Finland, Austria, Denmark, etc.) [22]. However, one of the aspects of
aggregator that has not been discussed widely in the literature is the way that aggregator deals with
ramp period before the DR event is started. Incentive calculations and payments between aggregator
and DR participants during the ramp period, required information exchange between aggregator and
network operators (e.g., independent system operator–ISO) during the ramp period, and several other
issues need to be discussed before the models move from theoretical phase towards implementation
level. Besides this, both scientific and practical features of any model should be scrutinized, learning
from past experiences to estimate and prevent probable future issues. To do this, adequate real models
and laboratory tools are essential to test and verify the functionalities of any developed model under
practical challenges.

To address these issues, this paper proposes an aggregator model with a precise vision of DR
timeline and ramp period. The model includes introducing the roles of aggregator in the electricity
system as a third party, and how it deals with DR programs implementation and remuneration
payments. Furthermore, a case study is developed in this paper to validate the model under practical
challenges and technical issues. This has been done by a real-time simulator machine (OP5600) and a
set of laboratory equipment as hardware-in-the-loop (HIL). In this way, the behavior of aggregator
is surveyed in each moment of DR implementation, especially in the ramp period before the event
being started. In the end, the remuneration costs are compared using both experimental and numerical
results to reveal the importance of experimental tests and validations.

The rest of the paper is organized as follows: A literature review is presented in Section 2 to
identify the challenges and gaps in the current trend of aggregator and DR programs. Section 3
presents the proposed methodology in four different subsections including the role of the aggregator
in the power system, DR timeline, and ramp period evaluation, key points of aggregator to define DR
programs, and a linear programming optimization for the aggregator to minimize DR remuneration
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costs. Subsequently, Section 4 proposes a case study and real-time simulation model developed for the
aggregator to validate it using practical challenges, and its results are shown in Section 5. Finally, the
main conclusions of the work are presented in Section 6.

2. Literature Review and Paper Contributions

There are plenty of research works focused on the context of the aggregator model and DR
implementation. In [8], a methodology has been described to use multitype DR programs to smooth
the uncertainty of RERs. The method utilizes a multi-objective scheduling algorithm for smoothing the
fluctuations in RERs. Several constraints for DR programs have been considered in the same paper in
order to maximize the user of RERs and maintain the balance in the network.

A real-time simulation model has been proposed in [12] for an aggregator entity, which uses several
real hardware resources to emulate the consumption and generation profiles. Also, an optimization
problem has been developed in the same work to optimally schedule the DR resources and RERs aiming
at minimizing the aggregator operational costs. Although an actual infrastructure has been proposed
in [12] for testing aggregator’s concepts, there is no discussion about the ramping of DR programs
prior to the event, and how aggregator deals with remunerations in this period. A realistic model of
an aggregator in the scope of curtailment service provider has been presented in [17]. The authors
proposed a real-time simulation model that supports decision making for DR validation in real-time.
Also, a preliminary discussion has been proposed in the paper regarding the ramp period before DR
events proposing the use of RERs and DR programs. The presented results proved the performance of
the curtailment service provider using real measured data from the laboratory equipment. However,
there is no discussion about how curtailment service provider behaves with incentive payments, and
also a precise vision to the DR program information received from system operator, such as notification
deadline, program duration, etc.

In [23], the authors proposed an assessment of a DR program for consumers who are equipped
with a smart meter. A load-serving entity plays the role of the aggregator to offer incentives to the
participant relying on near real-time information. Moreover, a timeline has been proposed in the
same work regarding the information exchange between the load-serving entity and ISO regarding
DR programs. Although the paper presented an interesting model, the authors validated their model
through a numerical case study, and there is a lack of an experimental test and validation.

A bottom-up model has been proposed in [24] for an aggregator dealing with DR programs. Load
shifting, load recovery, and load curtailment are considered as three types of DR programs available
in the aggregator network. Also, through this model, the aggregator participates in the day-ahead
markets by trading these DR flexibilities. In the end, the authors validated their model by a numerical
case study using Nordic electricity market.

In [25], the authors discussed a short-term decision-making model for an electricity retailer that
included RERs. Also, short-term DR trading methodology has been proposed somehow the retailer
submits this flexibility to the markets in each hour. Through the simulation performed in the case
study, the authors validated that the financial profits of the retailer will be increased if it participates in
both real-time market and short-term DR trading mechanism. A short-term self-scheduling model has
been developed in [26], which is used by the DR aggregators. It also addressed the uncertainties of
the electricity customers participating in the market. Two types of DR programs have been used in
this model, which are reward-based DR and time-of-use. The proposed approach has been validated
through a case study with realistic data from electricity markets.

Focusing on communication infrastructures in the aggregator network, the work presented in [27]
focused on an energy quality aware bandwidth aggregation scheme. The authors firstly modelled
the delay-constrained energy quality tradeoff for multipath video communications using wireless
networks, and then, they present an approach to merge the rate adaptation. They surveyed the
performance of the system using real wireless networks and emulations test beds. In addition to this
work, in [28], the authors provided an energy efficient and quality guaranteed video transmission
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solution. In fact, they proposed an approach to characterize energy distortion tradeoff for video
transmission in wireless networks. Furthermore, the authors of the same work developed an algorithm
to optimize the energy consumption to achieve video quality target. Their experimental results
demonstrated that the developed solution has performance advantages comparing to the schemes in
term of energy conversion and video quality.

The main contribution of the present paper, according to the reviews presented above, where only
a few of them were focused on the behavior of aggregator during ramp period of DR implementation, is
the development of a model that considers short and real-time DR programs ramping, using real-time
simulator and laboratory equipment. In fact, most of the previous works considered a simple period
prior to the event showing and mainly focusing on the aggregator scheduling process or DR programs
itself. Furthermore, a lot of interesting models and research works are available in the literature
focusing on the concepts of aggregator under short and real-time DR programs. However, those lack
adequate testing on real infrastructures under practical challenges and technical issues.

The following topics are addressed, supporting the main contribution of the paper:

• Evaluating the performance of aggregator during DR implementation timeline, especially the
ramp period, in term of scheduling and remuneration;

• Improving aggregator resources management in short and real-time DR;
• Developing a real-time simulation model using a set of laboratory equipment to evaluate the

aggregator’s performance under practical and technical challenges;
• Remunerating consumers by comparing costs between the actual and simulated demand

reduction profiles.

3. Proposed Methodology

This section presents the entire developed model for the aggregator and DR programs.
The structure of this section consists of proposing the aggregator model focusing on its role in
the electricity systems and wholesale markets. Then, it focuses directly on the DR timeline and the
ramp period before the event being started. Later, DR programs specifications presented for the
aggregator are demonstrated, and in the last subsection, a linear programming with the objective of
DR cost minimization is shown for the aggregator model.

3.1. Aggregator Architecture

This part describes the architecture of the presented aggregator model for DR programs. In fact,
the responsibility of the aggregator in this paper is to gather all small and medium scale DR participants
located in the same geographical area and present this flexibility to the electricity market negotiation
as a unique resource. To do this, the aggregator has to make bidirectional contracts with the electricity
consumers who intend to participate in one or more DR programs. This enables the aggregator
accordingly to control and monitor the consumption of the end-users. Figure 1 shows the role of
aggregator as a network player in electricity systems and smart grid technology.

As Figure 1 illustrates, the aggregator has a transactional role between the downstream (medium
and small-scale DR participants) and upstream (electricity markets and network operators) sides
of the network. Indeed, the aggregator has two layers, namely communication-based controlling
and monitoring sides. In the upper layer, the aggregator is in touch with network operators or
electricity market operators. While some technical or economic instabilities occur in the network, and
it is required to reduce network consumption, the aggregator will be notified by the upstream level
players to apply DR programs. Subsequently, in the lower layer, the aggregator has a multi-round
communication with the downstream level of the network (i.e., consumers), as it may have some
voluntary DR programs. In other words, the aggregator cannot forecast the response of consumers to
each DR event. This leads to having several iterations of DR requests from aggregator to the consumers,
and in response, the consumers reply with their preferences, demand bids, reduction capacity, price
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signal, etc. This procedure will be continued until the aggregator reaches the reduction baseline, which
is, in fact, one of the responsibilities of the aggregator during the ramp period. In the last step, the
aggregator presents DR bids in the electricity markets with a certain rate based on the real-time price
of the market. Generally, the aggregator has day-ahead information of DR bids, such as forecasted
reduction rate. Therefore, it should consider the reduction rate a bit higher than the forecasted baseline.
This is due to preventing possible failures in the case of some consumers opting out during the event.

Figure 1. Participation of aggregator in the electricity system as a third-party entity.

In the practical phase, communication infrastructures are very important as they play as a base
for the network management strategies, as all network players must exchange data continuously in
real-time. This is more visible in critical moments, such as the ramp period, as the aggregator should
have real-time information of the DR participants. Furthermore, there are instances during the DR
event or ramp period whereby aggregator needs to verify that the consumers have followed the DR
programs and contractual reduction correctly, according to the request of the operator (in the case of
incentive-based DR). Therefore, all consumers should be equipped with a local energy management
system, smart metering, and advanced metering infrastructure (AMI) to monitor real-time data,
especially power consumption.

3.2. DR Timeline and Ramp Period

The ramp period is the time that the DR program manager gives to consumers in order to reach
the contractual DR event baseline. The duration of the ramp period can be various based on the type
of consumers, type of loads, the geographical location of the electricity market and system operator,
etc. Also, all consumers will be notified in advance (from several months to 5 min) prior to the ramp
period. Consequently, in short, and real-time DR programs, the tasks of aggregator are more complex
as it should process the advance notification time, ramp period, and response duration before starting
the event.

While the DR program manager specifies a DR event to be implemented by the aggregator, lots of
information and setpoints will be dispatched and transmitted between these two entities. Figure 2.
illustrates the timeline and information specified for a DR program. In fact, most of the parameters in
the following timeline, such as the duration of assessment and ramp period, are defined by the DR
program manager and transmitted to the aggregator using the upper communication layer shown in
Section 3.1.
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Figure 2. Timeline for demand response implementation by the aggregator.

The first point in the timeline shown in Figure 2 is the announcement deadline (δ), which is the
last opportunity for the DR program manager to notify the aggregator for the DR event. After then,
there is a ramp period considered as the time that aggregator is allowed to reach the desired amount
of reduction. In the meanwhile, the deployment starting point (ω) is a moment during the ramp
period that aggregator can take a risk to start the event by relying on forecasting the availability of
DR resources. The main difference between deployment and assessment periods is that assessment
is a paid period. The deployment period is the period that aggregator collects all the DR amount by
different programs. In fact, the aggregator is able to collect all DR amounts within the ramp period, but
it is free to start the event a bit later than the starting point of the ramp period. However, the aggregator
can operate cautiously and notify DR resources for the event, during the ramp period, and wait for their
response. In the last stage, the reduction deadline (θ) is the point at which the aggregator evaluates the
available reduction capacity and verifies that their capacity is above the forecasted reduction baseline
(φ). However, the event could also be started if the available reduction capacity is in the margin of
forecast error (∆E), above the reduction baseline (σ) defined by the DR program manager. While the
DR event has been started, the timeline enters a sustained response period, which is the time that DR
participants have to maintain their committed level of reduction until the end of the event (λ). During
the sustained response period, both communication layers shown in Figure 1 are involved. In the lower
layer, consumers transmit the related information to the aggregator, namely real-time consumption,
and in the upper layer, aggregator conveys the consumer’s information to the DR program manager.

Focusing on the ramp period in the lower communication layer of aggregator, Figure 3 demonstrates
a cascade communication process during the ramp period between aggregator and consumers.
By comparing Figures 2 and 3, in the first point of the ramp period, aggregator notifies consumers
associated with demand response program (DRP) 1. This leads to having an activation notification
period, indicated by αDR in the timeline illustrated in Figure 2. After that, consumers reply with OPT
IN or OPT OUT, and then if they are OPT IN, they will start the load reduction process. This has been
indicated by βDR in the timeline shown in Figure 2 that stands for the actual response period.
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Figure 3. Ramp period evaluation process by the aggregator.

While consumers are replying with the actual reduction, the aggregator assesses the DRP 1 to
check if it is sufficient for achieving the reduction baseline. If DRP 1 was insufficient, the aggregator
evaluates the use of DRP 2 and notifies the consumers associated with DRP 2. This procedure is
continued until the aggregator achieves to the forecasted reduction baseline, so it can inform the DR
program manager and start the event.

3.3. Demand Response Programs

The aggregator is able to implement various types of DR programs. However, each program has
its specific timescale. Therefore, the aggregator should select the most appropriate program according
to the available timescale and objective, from long-term to real-time (Figure 4). In this paper, the main
focus is given to short and real-time programs, as the ramp period is more critical in such programs.
Therefore, the programs with long-term timescale (months or years planning) will be ignored.

Figure 4. The timescale of demand response implementation. Adapted from [22].



Energies 2020, 13, 1389 8 of 18

Furthermore, short and real-time DR programs are more applicable comparing to other types of
programs. The reason is they are usually implemented for improving or maintaining power quality as
well as security of the power distribution network (e.g., voltage and frequency instabilities issues).
In this context, incentive-based DR programs are the ones that can be implemented in short-term to
real-time timescale, especially less than 15 min. If the aggregator intends to define a DR program, there
are plenty of parameters and specifications that have to be considered. In below, there is a list of the
most relevant ones to the model proposed in this paper:

• Program Type: Depending on the specification of the market, the DR program can be mandatory
or voluntary. In voluntary programs, consumers can decide to participate in the event or not.
In mandatory programs (e.g., DLC), the aggregator has full control over the contractual equipment
as there is no need for consumer’s permission. However, all DR participants will be notified
before events whether in mandatory or voluntary programs;

• Remuneration: Most of DR programs has a remuneration rate that can be a power tariff discount,
or an incentive paid for reduced kWh. However, some DR programs can be without remuneration
as they are price-based;

• Activation signal: The aggregator can activate the event by transmitting a signal to the local
controller on the consumer side. This signal can be a reduction notification, actual consumption
level, electricity price notification, DLC control signal, etc.;

• Measure/Contract: The aggregator should specify in the program that what kinds of information
DR participants must convey to the aggregator during the sustained response period. As an
example, it can be the actual kWh reduction or real-time consumption data.

While a lot of DR programs with various specifications and parameters are accessible for the
aggregator to implement, a question would be raised that which program is the most economical
and optimal solution for the network. Therefore, DR program dispatch can make the use of a linear
programming approach as will be explained in the next subsection.

3.4. Optimization

In this part, a set of the mathematical formulation is proposed for the aggregator model to
choose the most optimal DR solution. The formulation is related to linear programming with the
objective of DR cost minimization from the aggregator standpoint. As mentioned before, all consumers
participating in DR programs have a contractual reduction limit as well as a remuneration tariffs
associated with each program.

Equation (1) shows the objective function of the proposed linear programming, which aims to
minimize the costs related to the DR programs. In this model, technical specifications of the grid, such
as load balance, voltage control, etc. are not considered as it is assumed that the network operator
is accountable for them. Furthermore, it is presumed aggregator will not sell/buy electricity to/from
consumers, and it is only responsible for DR program implementation and provide these flexibilities to
the market negotiations. So, the focus of these formulations is only given to economic aspects of DR
programs from aggregator standpoint.

Minimize

DR COST =
λ∑

t=θ

C∑
c=1

[
PDR S(t,c) × IDR(t,c)

] (1)

The proposed objective function is modeled as a linear programming optimization problem using
Rstudio® tool (www.rstudio.com), using a computer with Intel® Xeon® CPU @2.10 GHz, and 16 GB
RAM. The linear and convex problem implemented, which includes in the present case study 4860
variables, can be solved by brute-force, heuristics, and others. There are several constraints that are
applied to this objective function. Equation (2) shows the limitation of each DR resource in terms of
minimum and the maximum capacity of them. Also, Equation (3) presents that the sum of capacity in

www.rstudio.com
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available schedulable and non-schedulable DR resources (PDR S − PDR N) during the event should be
higher than the reduction baseline in addition to the forecast margin error. This means that aggregator
is always counting on an extra reduction capacity higher than the defined baseline to prevent the
possible failures if some consumers opted out during the event. However, there is a limit for this extra
capacity, and if the reduction goes higher than this limit, the additional capacity is not being paid.
This is shown by Equation (4).

0 ≤ PDR(t,c) ≤ Pmax
DR(t,c)

∀t ∈ [θ : λ], ∀c ∈ {1, . . . , C}, (2)

C∑
c=1

PDR S(t,c) +
C∑

c=1

PDR N(t,c) ≥ σ+ ∆E ∀t ∈ [θ : λ] (3)

C∑
c=1

PDR S(t,c) +
C∑

c=1

PDR N(t,c) ≤ ψ ∀t ∈ [θ : λ] (4)

In sum, this section presented the developed aggregator model with a focus on the DR timeline
and aggregator’s responsibility during the ramp period before the DR event is started. In the next
section, a case study is proposed in order to validate and survey the functionalities of the presented
model using an actual methodology and real infrastructures.

4. Case Study and Real-Time Simulation

This part explains a case study for validating and surveying the performance of the developed
model under different challenges. To do this, it is considered that there is a small village with a lot
of residential and commercial consumers, and only 27 of the residential consumers have direct DR
contract with the aggregator. This means that the aggregator has no interaction with other consumers
that are not participating in the DR programs. In the aggregator network, there are 10 consumers
equipped with Photovoltaic (PV) panels as RERs, and five consumers with energy storage system
(ESS). The use of RERs makes the aggregator capable to shift the load in the high PV generation
periods, as the energy produced by this resource is uncontrollable. Figure 5 shows the village and the
related aggregator network. In this case study, a part of the DR participants in the aggregator is being
emulated by a set of laboratory equipment, so-called resistive loads bench in this paper. In this way,
the aggregator’s performance can be surveyed in both simulation and experimental aspects.

Figure 5. Schematic of the aggregator network in the case study.
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The resistive loads bench consists of six resistive consumer loads that each of which has a nominal
capacity of 4 kW. The bench is equipped with a set of controlling and monitoring devices, including
a programmable logic controller (PLC) as a central controller of the bench, a set of relays to control
the rate of consumption in each load, and a set of energy meters and commercial smart meters in
order to monitor the real-time consumption of the loads. To survey both numerical and experimental
features of the aggregator, a MATLAB™/Simulink model has been developed representing the electrical
network of the 27 consumers in the aggregator model, as Figure 6 shows. Moreover, the OP5600
real-time simulator has been utilized to integrate the resistive loads bench in the Simulink model
as hardware-in-the-loop (HIL). In fact, OP5600 executes the Simulink model in real-time enabling
the user to control and monitor real hardware resources outside of simulation environments. This is
done through several communication protocols as well as Digital and Analog slots in OP5600. More
information about the performance of OP5600 and HIL methodology are available in [12].

Figure 6. Real-Time simulation model of aggregator integrated with HIL methodology.

Regarding the DR programs, three types of programs are considered that consumers are able to
establish with the aggregator, as Table 1 shows. Each program has its own features and specifications,
which the aggregator defined according to the instructions and regulations of the upstream network
players, such as market operator and DR program manager.

Table 1. DR contracts available for consumers to establish with aggregator.

DR Type Mandatory/
Voluntary

Activation/
Signal Remuneration Measure/

Contract
Associated

Device
Notification

Time

DLC T1 Mandatory Directly to
the device

0.05
EUR/kWh

Actual kWh
reduction

Washing
Machine,

Dishwasher
5 Min

DLC T2 Mandatory Directly to
the device

0.30
EUR/Event

Actual
positive

reply

Air
Conditioner 5 Min

IDRP Voluntary Reduction
Notification

0.03
EUR/kWh

Actual kWh
reduction

Water
Heater, Fan

Heater
30 Min

The DR programs and the related remuneration rates shown in Table 1, has been developed by
the authors in the scope of their previous works, and only the most relevant description has been
mentioned in this part. More detailed information about these DR programs is available in [29].
According to Table 1, if a consumer establishes a contract with the aggregator for DLC T1, it will give
permission to the aggregator to directly control its air conditioner, and in exchange, the consumer
receives an incentive of 0.05 EUR/kWh for the reduction. In the DLC T2 contract, the aggregator is able
to directly control the washing machine and dishwasher of the DR participant for a contractual number
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of events per month. Consumers who participate in DLC T2 receive an incentive of 0.06 EUR/kWh
for the reduction. The last DR contract that consumers can establish with aggregator is IDRP. As this
program is voluntary, the consumer can decide to participate or not. Therefore, a longer notification
time is considered for this program, so the consumer has an adequate amount of time to make a
decision. Table 2 demonstrates the capacity of the associated devices in all 27 consumers related to
the aggregator network. The capacities shown on the same table are in kiloWatt (kW). As is clear in
Table 2, each consumer has at least one DR contract with the aggregator. This means that the associated
devices dedicated in Table 2, are being controlled by aggregator in DLC T1 and T2 programs, and by
consumer itself in IDRP. The capacities shown in Table 2 are an average between the minimum and
maximum active power consumption of each during an entire day.

Table 2. Controllable devices involved in the DR programs (AC = Air Conditioner, WM = Washing
Machine, DW= Dishwasher, WH= Water Heater, FH = Fan Heater).

Consumer
ID

DLC T1 DLC T2 IDRP
Consumer

ID

DLC T1 DLC T2 IDRP

AC (kW) WM
(kW)

DW
(kW)

WH
(kW)

FH
(kW)

AC
(kW)

WM
(kW)

DW
(kW)

WH
(kW)

FH
(kW)

1 0.54 0.62 0.33 15

2 0.24 0.19 0.29 16 0.24

3 0.39 0.16 0.16 0.20 17 0.17

4 0.23 0.18 0.50 0.31 18 0.51 0.27 0.45

5 0.55 0.15 0.50 19 0.09 0.19

6 0.17 0.50 20 0.05

7 0.05 0.07 0.35 21 0.39 0.34 0.66 0.46

8 0.76 0.07 0.23 22 0.33 0.25 0.63

9 0.39 0.19 0.22 0.30 23 0.20

10 0.05 24 6.90 0.27

11 0.43 25 1.50 0.17

12 0.27 26 4.71 0.17

13 0.05 0.19 27 0.52 0.12

14 0.02 - - - - - -

Furthermore, as Table 2 shows, 85% of consumers are equipped with air conditioner, 26% of them
have washing machine, 52% include dish washer, 33% have water heater, and 22% of them have fan
heater. Figure 7 illustrates a day-ahead consumption and generation profile of the entire aggregator
network as well as available DR capacities presumed for the case study based on Table 2. The data
shown in Figure 7 are for a random winter day with a 15-min time interval, and adapted from a
research project [30] related to the implementation of an intelligent energy management system in two
small cities in Portugal.

The consumption shown in Figure 7 is only related to the aggregator network (27 consumers) and
not to the entire village. Moreover, the uncontrollable part of consumption is related to the devices on
the consumer side that aggregator has no interaction with them. In this case study, it is considered that
the aggregator receives a DR event from the DR program manager with 10 kW as the reduction baseline,
starting at 12:00 PM for two hours. Also, the aggregator is notified one hour in advance. The reason
for this DR event could be a technical fault or any economic causes in the main grid. Figure 8 shows
the DR event applied in the aggregator consumption profile.
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Figure 7. Aggregator consumption profile and stacked available DR capacities.

As Figure 8 shows, the reduced consumption during the DR event has been shifted to some
periods after the event that have a high rate of PV generation. This enables the aggregator to use the
energy produced by the local resources. Since the notification time of the event is one hour in advance, the
aggregator should reach the reduction baseline for one hour (i.e., ramp period). Therefore, the aggregator
starts announcing the consumers one by one to participate in the event. In the meantime, if some
consumers have delay on replying to the DR announcement, the aggregator is able to use and discharge
the available ESS in order to compensate the response time of the consumers. Also, the aggregator adjusts
its internal reduction baseline to around 15 kW for keeping the consumption rate at 20 kW. This is due to
overcoming the possible issues during the event, namely some consumers opting out.

Figure 8. Proposed DR event applied in the aggregator consumption profile.

In practice, a consumption profile with a 15-min time interval is not that applicable for remuneration
and scheduling purposes, as a lot of changes could happen during this time. In some cases, it is possible
that the DR program manager pays incentives to the aggregator with a 15-min time interval. However,
in the downstream side of the network, as the aggregator is dealing with every single consumer, the
15-min time interval is a long period. Consequently, in order to have a clear vision of the consumption
profile during the ramp period and DR event, Figure 9 illustrates the aggregator consumption curve
between 11:00 to 14:00, with a 1-min time interval. In the same figure, the uncontrollable part of
aggregator consumption is not shown as the focus is given to the controllable part of consumption.
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Figure 9. Available Demand response programs during ramp period and event.

As is clear in both Figures 7 and 9, almost half of the consumption during ramp period and the
event itself is dedicated to DLC T1 (air conditioner), and only a few parts are devoted to DCL T2
(washing machine and dishwasher) and IDRP (water heater and fan heater). As the fan heaters in the
IDRP program are resistive loads, they are a suitable target for emulating by resistive loads bench.
Thus, in the next section (results) all fan heaters in the aggregator that are associated in the IDRP
program are being emulated by the resistive loads bench and the behavior of each device as well as the
aggregator facing an actual profile will be scrutinized.

5. Results

This section presents all the gained results from the aggregator standpoint. All the results provided
in this section are for surveying the performance of the aggregator model during the ramp period and
the DR event itself. Figure 10 shows the consumption reduction profiles after applying DR programs.
The results shown in the same figure are with the one-minute time interval between 11:00 where the
DR program manager notified the aggregator for the event, until the end of the event (14:00).

Figure 10. Results of applying demand response programs by the aggregator.

As it is clear in Figure 10, the aggregator firstly started to apply IDRP since it has the lowest
remuneration rate from the aggregator point of view. To do this, the aggregator announced all the
IDRP resources one by one and waited for their response as the program is voluntary. Then, all IDRP
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participants replied with their desired responses (OPT IN or OPT OUT) until 11:30 (program deadline).
After that, the aggregator evaluates the use of the IDRP program and as it did not reach the reduction
baseline, it decided to apply DLC T1 program. Therefore, the aggregator notifies DLC T1 participants
5 min in advance (11:35) to the starting point of the event (11:40). During this 5 min, the aggregator
takes advantage of the available ESSs and start discharging them, so there would be a reduction in the
consumption. While all resources in DLC T1 have participated in the event and the reduction rate
of DLC T1 has been reached, the aggregator stops discharging the ESSs. The same procedure is also
applied for DLC T2, and finally, at 11:50, when the aggregator reached the desired reduction baseline
and it is ready to start the event at 12:00.

Moreover, as Figure 10 shows, the starting point of the paid period for each program is the
moment that the first participant reduced its consumption, so the aggregator has to pay the contractual
remuneration according to the reduced power. In other words, the aggregator receives the remuneration
from the DR program manager only for event duration (i.e., in this case, two hours between 12:00 to
14:00). However, the aggregator must start paying the remuneration before the event during ramp
period as the DR participants started the consumption reduction. That’s why aggregator should pay
remuneration to the DR participant with a lower rate than the one that it receives from the DR program
manager, so it would be able to manage all the paid periods without a financial downturn.

In order to have a more precise and technical vision to the model, Figure 11 illustrates the
experimental results adapted from the real-time simulation model and Resistive Loads Bench as HIL.
The results shown Figure 11 are related to the 6 DR participants that own Fan Heater and they are
involved in the IDRP (indicated in Table 2). In fact, each consumer load in the Resistive Loads Bench
emulates a Fan Heater in each DR participant. The results demonstrated in Figure 11 are adapted from
MATLAB™/Simulink and OP5600 in 3600 periods of 0.5 s, which is in total 30 min, between 11:00
to 11:30 while all IDRP resources are announced to participate. In other words, the time step of this
model in real-time simulation is set at 0.5 s. This means OP5600 conveys the reference signal (power
reference in Figure 11) to the resistive load bench with one-minute time interval, and then, it acquires
real-time consumption data with 0.5 s time interval. The actual power measurement curve in Figure 11
shows the real behaviors and reactions of resistive consumer loads, and it is only shown until the IDRP
deadline, as after this moment all their consumption was cut.

Figure 11. Experimental results adapted from OP5600 and Resistive Loads Bench.

Indeed, employing real-time simulation (OP5600) and laboratory equipment as HIL for emulating
consumption profiles have several advantages. One of them is that we validate the actual demand
reduction under the technical parameters of the grid, namely voltage variations (as shown in Figure 11).
This leads to having a gap between the experimental and simulation results. This gap is clearly
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visible in Figure 11 between the red dashed line as Power Reference and the blue line as actual
power measurement. Consequently, it is interesting to calculate and compare the remuneration costs
of aggregator using both experimental and simulation results. Figure 12 shows the accumulated
remuneration costs during the ramp period and the event using simulation profiles.

Figure 12. Accumulated remuneration costs of aggregator during the ramp period and the event.

As Figure 12 shows, there are a few remuneration costs for the IDRP program as the remuneration
rate and the available capacity were not significant. Also, the costs of DLC T1 has a linear ascending
gradient since the available capacity of this program was constant during the event. Finally, as DLC
T2 has a fixed remuneration rate per event, it has a constant ratio in the aggregator’s remuneration
expenses. Table 3 demonstrates the detailed cost calculation for each program. In Table 3, the main
focus is given to the first 30 min of the IDRP program as the real-time simulation and HIL methodology
have been implemented for this specific program. The actual and simulation profiles are respectively
the blue (actual power measurement) and red dashed line (power reference) in Figure 11.

Table 3. Remuneration costs for each program paid by the aggregator to DR participants.

Program Type DLC T1 DLC T2 IDRP

Applied Period 11:00 to 14:00 11:00 to 14:00
11:00 to 11:29

11:30 to 14:00
Actual Profile Simulation Profile

Cost (EUR) 1.4583 0.6 0.0083 0.0081 0.1907

Total Cost = 2.2573 EUR (using actual profile); 2.2571 EUR (using simulation profile).

As Table 3 shows, the calculated remuneration cost between 11:00 to 11:29 in IDRP has a difference
between the actual and simulation profiles. This cost difference is not significant because in this specific
model it is only for six fan heater devices as a part of the IDRP program, which has a little reduction
capacity for 30 min. Suppose that the aggregator has a huge number of DR participants, namely
1 million customers with a longer DR event. Therefore, this little difference becomes remarkable in this
case as it would mean a huge amount of cost variation between what it is expected and what occurs in
actual cases.

6. Conclusions

Using renewable energy resources and distributed generation has an important role to reduce the
peak of greenhouse gas emissions. Innovative management strategies, such as integrating demand
response programs, are required. This paper presented a precise vision of the demand response timeline
in an aggregator model. The proposed aggregator has been considered as a third party between the
upstream and downstream sides of the network, to aggregate small scale demand response resources.
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The time needed in the short and real-time demand response programs to notify all participants, to
wait for their response, and evaluate the available resources is addressed.

For real-time simulation, a set of resistive loads to emulate the actual demand reduction of some
demand response participants have been used. The numerical results highlight that the costs related to
the periods prior to the event, such as ramp period, should be taken into account as in the most of
model, demand response costs are only related to the period between the starting and ending point of
the event. It should always be considered that normally the aggregator does not reach the desired
reduction level immediately, and it requires some time to reach the desired reduction level. Regarding
the remuneration, while the consumption is being reduced, consumers expect to receive remunerations
for the related consumption reduction, even if the reduction has occurred prior to the starting of
the event.

The experimental results obtained through emulation of loads indicate that there is a gap between
the expected and actual results. In this way, laboratory tests play an important role to reveal technical
issues of any model under practical challenges, namely voltage variations, frequency instabilities,
and other electrical grid conditions.
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Nomenclature

TDR Required time to achieve demand response baseline
αDR Notification time specified for each demand response program
βDR Actual response time of demand response program
ψ Maximum paid reduction
φ Forecasted reduction baseline
σ Reduction baseline
δ Announcement deadline
ω Deployment deadline
θ Reduction deadline
λ The finishing point of the demand response event
∆E The forecast error margin of reduction baseline
C Number of consumers
IDR Incentive paid for each demand response program
PDR N The non-schedulable demand response program
PDR S The schedulable demand response program
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A B S T R A C T   

This paper presents a comprehensive analysis on the latest advances in transactive energy systems. The main 
contribution of this work is centered on the definition of transactive energy concepts and how such systems can 
be implemented in the smart grid paradigm. The analyzed works have been categorized into three lines of 
research: (i) transactive network management; (ii) transactive control; and (iii) peer-to-peer markets. It has been 
found that most of the current approaches for transactive energy are available as a model, lacking the real 
implementation to have a complete validation. For that purpose, both scientific and practical aspects of trans
active energy should be studied in parallel, implementing adequate simulation platforms and tools to scrutiny the 
results.   

1. Introduction 

Nowadays, the management of power distribution networks is 
becoming more difficult than before, mainly due to high electricity de
mand and large penetration of Distributed Energy Resources (DERs) 
including renewables. The penetration of renewables as a mean of 
electricity production is expected to increase in the years to come up to 
around 30% by 2022 [1] and up to 60% by 2050 [2]. Renewable energy 
sources (RES) and DERs promise benefits such as the reduction of 
environmental concerns due to energy production, but at the same time 
will pose numerous challenges of technological, social, and policy 
related nature [3,4]. Therefore, the hierarchical and centrally-controlled 
approach of existing power distribution networks is moving toward a 
smart power grid paradigm in which the unforeseen peaks of distributed 
local energy production and uncertainty of renewables can be properly 
managed [5,6]. Smart grids are intelligent electrical networks employed 
for enhancing critical features of typical power system, such as flexi
bility, reliability, sustainability, efficiency, etc., by making the grid 
controllable, automated and fully integrated [5]. In such a new para
digm, the concepts of Demand Response (DR) programs and Transactive 
Energy (TE) are widely discussed in the scientific and research societies, 
with the purpose of balancing the network in term of consumption and 
generation [7]. In most of the cases, DR programs are only focused on 
the consumption part of the network, which brings flexibility to the grid 
by paying incentives to the electricity consumers in exchange of altering 
their consumption profiles [8–10]. However, only concentrating on the 
consumption management based on the generation rate might not fully 

exploit the capabilities of future smart power systems. Due to this, TE is 
discussed as a mean to not only focus on the consumption part of the 
network but also to provide solutions to manage the rate of generation in 
both grid and demand sides [11]. 

Smart grids, therefore, provide a basis for the implementation of TE 
systems. To do this, several requirements are essential in this context, 
such as two-way communication, merge of Information and Communi
cation Technology (ICT) and electricity grid, intelligent and remote 
supervision, Advanced Meter Infrastructure (AMI) and smart metering 
[4]. In fact, TE systems expand the current concepts of wholesale 
transactive power systems into retail markets with end-users equipped 
with intelligent Energy Management Systems (EMSs) to enable small 
electricity customers to have active participation in the electricity 
markets [12]. TE systems can also enable peer-to-peer (P2P) manage
ment in smart grids by using intelligent devices in which each device has 
its own decision and objective. 

Both DR and TE open new opportunities in power grids regarding the 
optimization of power flows, stability of the grid, and energy efficient. 
At the same time, distributed resources used for DR and TE are inter
mittent (e.g., in the case of renewables) and nonuniformly deployed, 
which possess new challenges to be faced in the management of re
sources [13]. These challenges can be tackled through centralized and 
decentralized approaches, each of which has its own advantages and 
disadvantages [14]. Therefore, proposed methodologies should be well 
tested and validated through several real case studies to identify the 
strengths and weaknesses on the implementation and preventing future 
problems. 
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This paper presents a comprehensive survey and analysis on the 
latest advances of TE and their applications in the new paradigm of 
power systems. The main contributions of this paper are related to:  

� TE definition and how TE systems are being integrated in the smart 
grid context. 
� An analysis and comprehensive survey of TE research works, in

dustrial projects and demonstrations.  
� A classification of TE research based on the grid level of application 

into three broad areas: (i) transactive network management (man
agement sector); (ii) transactive control (control sector); (iii) P2P 
markets (P2P sector).  
� Identification of current challenges of TE systems and future work 

directions. 

After reviewing up to 140 works (including articles, scientific re
ports, projects, and demonstrators) produced between 2006 and20191 

related to TE, analyzing the keywords from those works, and identifying 
the grid level of application, the authors propose three areas in which TE 
concepts can be classified, namely: (i) transactive network management; 
(ii) transactive control; (iii) P2P markets. Fig. 1 shows the overall view 
of the identified concepts related to TE and how they can be positioned 
on the different layers of the power system. Transactive network man
agement is considered as the first category since it is related to man
agement sector of the electricity supply chain. Transactive control is 
considered as control sector, enabling network operators in the up
stream side to control and manage the rate of consumption/generation 
of the electricity customers in downstream side. Finally, P2P markets are 
energy exchange methodologies in the P2P sector of electricity system 
allowing all consumers and prosumers to bid and offer for transacting 
energy. While this classification is not unique or universal, it can help 
the reader to positioning the area of study/application, and to devise the 
interconnection and reaches that a given TE system might have. The 
details of the topics in this classification are covered in Sections 3, 4, and 
5 respectively. 

In a complex multidisciplinary paradigm such as TE, both scientific 
and practical aspects should be considered, learning from past experi
ences to estimate and prevent probable future issues. Besides, adequate 
models and tools are essential to address the manners on how TE would 
be integrated within the current form of power systems. Therefore, this 
paper aims at surveying TE works to identify gaps and critical aspects in 
different sectors of the energy chain and to respond and overcome issues 
that might arise in the coming years. 

The paper is organized as follows: After this introduction, Section 2 
presents and discusses the main concepts that are used throughout the 
paper. Section 3 focuses on transactive control methodologies and how 
they can be integrated into the various kinds of buildings in the demand 
side. Also, a general overview and a critic analysis of the recent research 
work in this area is presented. Section 4 presents an overview of P2P 
markets from both network operator and end-users standpoints. A 
comprehensive analysis of energy negotiations and contracts for energy 
trading between customers is also presented. Section 5 surveys 
centralized and decentralized TE-based network management solutions, 
covering both models and studies proposed in the literature. Section 6 
focuses on the implemented TE research and industrial projects and 
demonstrations. A classification of projects, differentiating the ones 
implemented in the United States and the ones in Europe, is also pro
vided with the goals and achievements of each project. The challenges 
and issues identified through this paper for TE are mentioned in Section 
7, along with suggested solutions as future work. Finally, the conclu
sions provided in Section 8 summarize the relevant points identified 

throughout the document, including advances and limitations that lead 
to emerging research paths. 

2. Background 

At the first stage, it is essential to survey the definitions of TE. There 
are various definitions proposed for TE in the current literature:  

� “A system of economic and control mechanisms that allows the dynamic 
balance of supply and demand across the entire electrical infrastructure 
using value as a key operational parameter.” [15]  
� “A software-defined grid managed via market-based incentives to ensure 

grid reliability and resiliency. This is done with software applications that 
use economic signals and operational information to coordinate and 
manage devices’ production and/or consumption of electricity in the grid. 
Transactive energy describes the convergence of technologies, policies, 
and financial drivers in an active prosumer market where prosumers are 
buildings, electric vehicles, microgrids, VPPs or other assets.” [16,17] 
� “Techniques for managing the generation, consumption, or flow of elec

tric power within an electric power system through the use of economic or 
market-based constructs while considering grid reliability constraints.” 
[18]. 
� “An internet-enabled free market, where customer devices and grid sys

tems can barter over the proper way to solve their mutual problems, and 
settle on the proper price for their services, in close to real time.” [19]. 

Despite variations on the TE definition over different works, one of 
the most accepted definitions is the first one proposed by the GridWise 
Architecture Council (GWAC) (see for instance Refs. [13,20,21] in which 
this definition is used), defining TE as the economic and control meth
odologies for managing the rate of consumption and generation re
sources and the energy trading within a power distribution network 
based on market mechanisms. Other definitions (such as the ones pre
sented above) are variations of this idea depending on differences in the 
context of application. Therefore, in this paper we adopt the definition 
from the GWAC to avoid any confusion to the matter. In this regard, a TE 
system is defined as the electric power systems in which TE concepts 
have been implemented and deployed across the levels of electricity grid 
for facilitating the integration of large numbers of Distributed Renew
able Energy Resources (DRERs) [22]. To complement key TE related 
definitions used in this work, TE markets are related to electricity 
markets in which grid parties, agents, operators, and end-users provide 
bids and offers for exchanging energy with their own perspective of 
financial profit maximization [23,24]. Fig. 2 shows a diagram for a 
separation of the power grid into TE sectors. 

The architecture shown on Fig. 2 is based on the infographic pro
posed by the GWAC in Ref. [25]. In fact, Fig. 2 illustrates how TE applies 
at all levels of the grid. As it is clear in the same figure, there are four 
layers in this diagram: residential, microgrid, local grid, and regional. In 
the residential TE network, all customers can produce and sell their 
energy surpluses as well as select a specific resource or multiple sources 
for purchasing energy. In the microgrid layer, advanced control and 
management of the network players enable the system to provide flex
ibility to the upstream networks. In the local TE grid, new services and 
opportunities might be provided to the customers to have active 
participation in the electricity markets. Finally, in the last layer 
(regional), interoperability is increased and efficiency and reliability of 
the network are enhanced [25]. Furthermore, some of the grid players 
on a comprehensive TE system as the one depicted in Fig. 2 have a 
crucial role in linking actors from different layers. For instance, Distri
bution System Operator (DSO) is accountable for the balancing of the 
electricity demand and supply at the distribution level, and also con
necting the retail and wholesale market agents [25]. For this reason, 
some entities, e.g. the DSO or Transmission System Operator (TSO) in 
Fig. 2, are placed between two layers making interoperability possible 
between market participants. 

1 The reviewed work was obtained by searching keywords related to TE into 
scientific data bases such as: Scopus, IEEE, science direct, and official project 
websites. 
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In a TE market, grid players (e.g., VPP, microgrids or buildings) and 
grid assets (e.g., storage units, DERs) can be considered financial drivers 
and active participants [21]. In line with the diagram presented in Fig. 2, 
using the GWAC TE framework, the costs and benefits of DRERs can be 
classified as in Ref. [26]:  

� TE Products: 

o Energy: electricity generated by a TE participant in a specific 
time and place; 
o Transportation: The produced energy is transferred to another 
TE participant to be consumed or transferred to another 
participant;  

� TE Markets: 
o Forward Market: This market operates by relying on future 
delivery (producers mostly use this market); 

Fig. 1. A taxonomy for categorization of TE related concepts.  

Fig. 2. The GWAC transactive energy diagram (adapted from Ref. [25]).  

O. Abrishambaf et al.                                                                                                                                                                                                                          



Energy Strategy Reviews 26 (2019) 100418

4

o Spot Market: This market is used for instantly delivery of 
products;  

� TE Participant: 
o Distributed Renewable Energy Resources (DRER): Generating 
electricity from renewable resources; 
o Utility network: Including generators, consumers, and system 
operators e.g., DSO for delivering the electricity from producers 
to consumers; 
o Consumer: Requesting energy for its internal demand; 
o Regulator or Government: An entity for ensuring a safe and 
efficient transaction in the marketplace. 

Following the above classification, in this paper, we consider that 
energy is a product in a TE system. Therefore, it can be transacted be
tween different TE participants. Fig. 3 shows the process of energy ne
gotiations and transactions in the TE systems. At the beginning of this 
process, the generated energy belonging to producers/prosumers (e.g., 
DRERs considered as a product) are located. Also, at the end of the 
process, consumers in the demand side are placed, where they are al
ways purchasing energy. Based on the reviewed research works in this 
paper, it was found that energy can be traded on one of the following 
options depending on the costs and benefits impact into the system [27]: 
(i) to the TE markets, (ii) to a third-party entity, such as an aggregator, 
(iii) directly to the consumers. In correspondence consumers can also 
choose from where they intend to purchase energy. However, those 
choices for both energy resources and consumers depend on the capacity 
of production/consumption, since the small-scale resources could not 
directly participate in the TE markets [18]. 

One of the interesting points of the TE markets is the ability of multi- 
interactions with several platforms and markets. According to the defi
nition of TE markets presented previously, it can be seen that TE markets 
have a feature of interacting with the wholesale markets and third 
parties, and simultaneously including local and P2P platforms to make 
the small-scale producers and consumers capable for trading energy 
directly and locally. 

TE systems can also perform self-optimization to keep the stability 
and reliability of the grid while it controls DERs, especially renewable 
resources, and transacts power between heterogeneous participants 
[28]. In order to perform the self-optimization (or distributed-based 
optimization), price signal plays a key role, since it is a universal lan
guage for all type of devices and systems for making a decision and 
performing the optimal usage of the resources [27]. In the traditional 

distribution network, customers deal with a retail market, where they 
are commonly offered simple or double tariffs. However, this simplistic 
tariff schemes hide multiple components that constitute the consumer 
price such as use-of-system fees, taxes, retailer margin, among others 
[29]. Unlocking these components can be used as a basis for TE ap
proaches in which consumers can exploit their flexibility to their benefit 
and the benefit of the system by taking profit of only the components 
related to them. 

In a TE system, the DERs are integrated into the electricity markets. 
This can be done by encouraging the customers to invest in small and 
medium DERs in order to rapidly integrate DERs and take advantage of 
them in the wholesale markets [30]. In smart grids, the owners of DERs 
can control the rate of generation based on their own decisions as long as 
they do not affect the network balance and cause grid congestions. When 
the TE systems have been integrated in the smart grids, the concept of 
DR programs could not be limited to only consumers, and might 
expanded to the generation resources paying financial incentives to 
them for maintaining the network balance in real-time. This manner 
would be applied through a decentralized, autonomous and real-time 
methodology. Furthermore, TE-based power systems allow faster and 
two-way power flow and communication and utilize the demand-side 
resources to manage the network and perform energy transactions in 
the retail markets by employing decentralized intelligent devices and 
systems. Employing such systems has no time and location restrictions 
[31], however, such system face the challenge of data privacy and trust 
between network players and entities. Recently, the European Com
mission presented a proposal for a directive of the European Parliament 
focused on common rules for the internal market in electricity [32,33]. 
In this proposal, data privacy and protection are particularly addressed, 
and some specific rules have been presented for the privacy of smart 
metering systems, which are fundamental infrastructures for TE systems. 

Based on the presented information, in the downstream level of the 
TE system, consumers and prosumers, no matter their size, can bid and 
offer energy. In this regard, the grid operator (i.e. the DSO) has a new 
minimal set of functional responsibilities, including reliable operation 
and coordination of employed DRERs (e.g., by the activation of available 
flexibility from end-users), and scheduling the energy exchanges with 
the upstream levels of the grid, such as TSO [22]. For instance, based on 
the universal smart grid energy framework (USEF) [34], the DSO can 
apply different actions to use the flexibility from the end-users available 
in the grid, namely reducing peak loads on congestion point, limiting 
connections when market-based coordination mechanism cannot 

Fig. 3. Energy negotiations and trading process in a TE system.  
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resolve the congestion, or even activating primary grid protection sys
tems to prevent damage to the grid. 

In a TE system, consumer, producers, or prosumers equipped with 
specialized devices automatically negotiate with each other, and with 
dispatch systems of energy suppliers through market algorithms. Smart 
grid energy management approaches using TE system has been classified 
into four categories in Ref. [35] to discuss the advantages that such 
approaches can bring to the involved players. The categories are based 
on the way decision on local issues are made (i.e., centralized or 
decentralized) and the communication capabilities (i.e., one-way or 
two-way communication capabilities [35,36]). In the first category (i.e., 
centralized decision making and one-way communication), top-down 
switching is considered, where a centralized system makes decisions 
and transmits the results, such as optimal scheduling outcomes, to the 
end-users through a one-way communication. As an example, DR pro
grams, in which a DR managing entity makes decisions to turn off/on the 
devices on the demand-side mainly through the use of Direct Load 
Control (DLC), are placed in this category. The second category (i.e., 
centralized decision making and two-way communication) is the 
centralized optimization methodology. This category includes the 
methods in which all demand-side customers transmit their information 
to a high-performance central optimizer unit, such as a VPP [37], and 
then the optimized output data is transmitted back to the customers. 
This methodology may have high operational costs as well as less reli
ability while the number of customers is increased. The third category (i. 
e., decentralized decision making and one-way communication) con
cerns price reaction systems. In this methodology, dynamic prices or a 
price profile for the next hours or next day are transmitted to a local 
automation system via a one-way communication, and the local system 
makes decision based on the received price rates and user preferences. 
The fourth and last category (i.e., decentralized decision making and 
bidirectional communication) is the most flexible one, referred as 
transactive control in Refs. [35,37]. This category includes the methods 
in which all demand-side customers, including residential houses, 
commercial and industrial buildings, provide a bid in a marketplace and 
perform energy transactions between each other in distribution level. 

Transactive control is introduced as a methodology for managing the 
rate of consumption and generation of resources in demand-side through 
a transactive market. Transactive Nodes (TNs) are defined as connection 
points between different parts of the network for power flow [12]. All 
TNs constantly exchange information with each other sharing their 
latest status in order to make decisions locally. Therefore, they operate 
in a decentralized manner [12]. Distribution Locational Marginal Price 
(DLMP) is a basis for transactive control via electricity prices. Generally, 
DSO generates DLMP (based on marginal congestion cost, marginal 
losses expense, and marginal energy cost [38]) and provides it to the 
TNs. DSO utilizes DLMP as a control signal for dispatching economic 
optimization. While TNs received DLMP, they determine Transactive 
Incentive Signal (TIS) and Transactive Feedback Signal (TFS). Then, 
they transmit these signals back to the DSO as feedback signals. If TN 
tends to sell its energy surplus to the neighboring TN, it updates TIS. If 
this updated TIS is less than DLMP, the energy transaction is performed 
[24]. 

In order to exchange information between different levels of TE 
systems [39,40], proposed Open Automated Demand Response (Open
ADR) as a useful tool for DR data transmission. By OpenADR method
ology, all pricing and demand-side information can be exchanged 
between the TNs and upstream levels of TE system with a unique lan
guage. Fig. 4 presents the overview of OpenADR technique including 
Virtual Top Node (VTN), and Virtual End Node (VEN). As it can be seen 
in Fig. 4, the first layer includes the wholesale markets or ISO associated 
with VTN, whereas the last layer considers TNs as VEN. In the inter
mediate level, there are third-party entities, such as an aggregator, VPP, 
or retail markets considered as VTN/VEN. These entities are a bridge 
between the end-users (i.e., customers) and the upstream players of the 
grid (e.g., wholesale markets or ISO). By this way, any demand-side 

information or any trigger signal, namely price signal, can be trans
mitted between all infrastructure of the grid through a unique language, 
therefore, all network players would be able to transmit information. 

3. Transactive control 

A transactive control refers to the utilization of a fully decentralized 
methodology based on local information and market data in order to 
reach the network balance and smoothing network fluctuations [41]. 
Each TN is a physical point in the electrical network representing con
sumers/prosumers, substations, and utilities. The required data to be 
transmitted between each TN and the market or system operator is 
related to price signals and the desired consumption rate for consumers 
[42]. Transactive control can also be considered as distributed control 
method based on local information and preferences of the end-users [43, 
44]. In other words, if a typical end-user wants to participate in a 
transactive market, it should be capable of performing the following 
aspects [45]:  

� Modifying its consumption based on market clearing price;  
� Calculating the cost that it tends to pay for purchased energy;  
� Biding its favorable amount of electricity. 

Implementing DR programs in residential and commercial buildings 
using transactive control is a hot topic of a significant number of 
research works. Heating, Ventilation, and Air-Conditioning (HVAC) and 
Thermostatically Controlled Loads (TCLs) are the main targets for 
transactive control in residential and commercial buildings through DR 
programs [46–50]. A passive controller model has been designed in 
Ref. [51] for controlling the HVAC of an office building based on 
real-time market prices of TE system. Their simulation results demon
strated a significant amount of energy saving could be obtained by using 
the proposed passive controller model comparing to an office building 
with typical controlling methods. 

A Home Energy Management System (HEMS) has been proposed and 
designed in Ref. [52], which can participate in the TE markets and 
modify the schedule of appliances based on price signals and local in
formation defined by home inhabitants. The authors clarified the 
application of HEMS as TN and also its performance during the sched
uling process. Fig. 5 shows the proposed modeling of HEMS for TE 
systems. The authors also considered the price signal as TIS and the 
power profile forecast as TFS. The use of this kind of transactive based 
HEMS brings flexibility to the power system that meets the objectives of 
both customers and network entities. Furthermore, the authors 
advanced a methodology for optimal scheduling of home appliances 
based on multi-objective optimization using a predictive control model. 
A case study has been presented in the same article, considering each 
HEMS would participate in the TE markets, and react individually to a 
price signal, such Time-of-Use (TOU) pricing scheme. Their results 
showed that there is lack of reliable management and coordination in 
the power systems when a considerable number of HEMS are applied. 

Two transactive control strategies for residential HVAC have been 
surveyed in Ref. [53]. The first method investigates the cost savings by 
using transactive control without pre-cooling and in the second method 
it is considered to have a pre-cooling feature. In the first method, a 
cooling setpoint rate is defined by respect to the several factors, such as 
real-time market price, market price statistics, and user preferences and 
comfort. If a higher cooling setpoint selected due to the market price 
increment, the controller unit will not allow the cooling set point to go 
below the favorable temperature rate. In the second method, the 
controller unit lets the set point goes below the desired temperature rate 
while the market price is high. In the same article, actual model of a 
residential house, real market price data, and real weather data have 
been considered to compare and asses the two transactive control 
methods. The provided results illustrated that in a typical house under 
real-time pricing scheme, transactive control without pre-cooling is 
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more cost-effective and it can reduce the electricity bill costs. 
Transactive control can also be implemented in commercial or in

dustrial buildings with little or no additional development in their 
typical Building Automation System (BAS) [54–56]. 

A transactive control methodology has been presented in Ref. [54], 
which can be employed in a typical BAS. For this purpose, HVAC devices 
in several commercial buildings have been targeted in order to be 
controlled and modeled in a transactive control manner by using market 
data and price signals. In the same article, the authors provided several 
mathematical formulations regarding the desired temperature defined 
by users, outside temperature, and market prices. A case study has been 
presented in the respective article considering a commercial building 
with several offices and laboratories in Washington to implement, test, 
and validate the transactive control of HVAC devices based on market 
data. Although their results confirmed that the model can be imple
mented in the typical buildings without significant investment on the 
controlling and automation infrastructures, the authors pointed out that 
implementation of transactive control requires more investigation and 
survey since several practical issues, such as technical faults in the 
hardware devices are needed to be solved first. Similar work was 
developed in Ref. [55] focusing on experimental analyzes of a green 
building in Australia with respect to the transactive control over TCLs. 
Although both [54,55] proposed that transactive control can be imple
mented in a BAS with little or no capital investment, the experimental 
results demonstrated the need for a more efficient design and control in 
BAS since the inefficient operation and unexpected faults in sensors and 
communication protocols lead to have a gap between the expected and 

real results. 
More focusing on residential transactive control and DR programs, a 

demonstration project so-called gridSMART [57,58] managed by Pacific 
Northwest National Laboratory (PNNL) was implemented in Ohio, 
United State, from 2010 to 2013, to survey the behaviors of residential 
consumers while they utilize bidding transactions of supply and end-use 
HVAC devices interfacing with a real-time electricity market. The results 
of project showed that applying transactive control with a 5-min basis in 
real-time pricing market, the majority of customers are able to configure 
their HVACs based on preferences and choices, also the efficiency and 
reliability of the distribution system can be improved by 30–40%. 

Transactive control is also applicable to the EVs in a TE system 
[59–62]. Based on the work presented in Ref. [63], efficient and optimal 
charging of EV would be possible using transactive control in TE sys
tems. Suppose that in a fully decentralized TE system, a DSO provides a 
DLMP for each TN (e.g., a house) in the network. Therefore, the 
end-users select the most affordable period for charging their EV based 
on the received price signal, and then, end-users transmit TFS back to 
the DSO. This will enable the DSO to determine the price signal for the 
next periods and provide new demand pattern for TN. The presented 
methodology is useful for DSO since it can manage the local demand by 
providing desired signal prices to the TN. According to the results of the 
case study presented in Ref. [63], this method not only is cost-effective 
for the DSO but also it can decrease the charging bill of EV owner by 
60–75%. For reducing the network congestion and to prevent voltage 
violations due to the high penetration of EVs, the works presented in 
Refs. [62,64] introduced the transactive control as a solution for this 
issue. In the presented methodologies, a fleet operator is considered as a 
supervisory entity on the lower level of the network, which controls the 
charging schedule of the EV owners. Also, DSO located on the upper 
level of the network manages the fleet operator in a transactive control 
manner. By this way, DSO always supervises charging schedule of the 
fleet operator to check if there are any network operation violations. If 
violations in operation are encountered, the DSO can propose a shadow 
price2 to the fleet operators to alleviate the congestion problem. On the 
other hand, the scheduling of fleet operator would be approved by DSO 
when no violations exist. 

In order to summarize this section, Table 1 compares the analyzed 
works underlying their main characteristics and comparing the 
employed methodologies. 

Moreover, Table 2 shows a classification for the articles produced in 
the scope of transactive control, which have been categorized according 
to the target control nodes. 

Fig. 4. An OpenADR methodology for TE systems.  

Fig. 5. Application of HEMS in a TE system.  

2 Shadow price can be a distribution marginal price from the marginal cost 
calculation and can be used as a price in the markets. 
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According to the information provided in Tables 1 and 2, research on 
some concepts of transactive control (indicated by gray in Table 2) is still 
poor. Most of the systems and models developed so far, apart from the 
type of the building, have chosen TCLs and HVACs as targets in order to 
implement transactive control. However, focusing only on those types of 
loads (e.g., TLCs and HVACs) might have an undesired impact in the 
inhabitants’ comfort level. Thus, transactive control should be expanded 
to consider all types of the loads and devices in the buildings. Also, more 
attention should be given to residential buildings, as the consumption 
from those buildings accounts from the %35 of total consumption in the 
United States [52], making them a good target for transactive control 
implementation. Furthermore, a significant number of the articles 
focused on the modeling and theoretical aspects of transactive control. 
They tested and validated their developed approaches through the 
simulation platforms. There are a few numbers of research works 
focused on real demonstrations and testbeds for validating and exam
ining transactive control case studies. Therefore, this bring an oppor
tunity for the research society to cover these gaps and focus on such 
areas in future. 

As a conclusion, transactive control will enable end-users to have 
active participation in TE markets. In fact, transactive control, especially 
at residential and commercial level, provides the means for optimal 
management of consumption and generation by taking advantage of 
technologies such as blockchain and Internet-of-Things (IoT), and giving 
network operators accessibility to manage end-users’ devices and 
benefit from local flexibility. 

4. Peer-to-peer markets 

As it was mentioned in section 2, from DSO standpoint, high pene
tration of DRERs, especially renewable resources by their intermittent 
nature, may bring network management issues [65]. However, from 
electricity customers standpoint, DRERs are interesting since they can 
reduce the electricity bills by consuming their own generation. In this 
context, TE was proposed as a control method for integrating high 
penetration of intermittent DRERs in the grid while operating the system 
safely and efficiently [27]. However, P2P markets can be envisaged as a 
complete solution in order to satisfy both sides of the network. While TE 
is viewed as a control method, a P2P market is defined as energy sharing 
and trading among all consumers equipped with DRERs, which converts 
them into active customers (prosumers) in the market by selling/buying 
energy from each interconnected nodes of the network [66]. Therefore, 
P2P markets are fully related to TE system by representing one of the 
most promising paradigms for implementing TE markets. Notice that all 
these processes should be done at the distribution level of the network 
[67]. In other words, P2P energy trading allows direct energy sharing 
among consumers and prosumers in the local electricity grids [68]. 
Several research and industrial projects have currently surveyed the 
concepts of the P2P markets, focusing on energy trading on the distri
bution level to integrate all small and medium scale DRERs [69,70]. In 

Table 1 
Transactive control at distinct levels of the electric system.  

Ref. Target 
Loads 

Target 
customers 

Controlling 
Approaches 

Purposes/Achievements 

[45] HVACs Residential DR Transactive control in a 
residential double-auction 
market 

[46] HVACs Residential DR, DLMP Hierarchical control of 
DERs and DR for a large- 
scale integrated 
transmission system 
coupled with multiple 
distribution systems 

[53] HVACs Residential Market price 
signal 

The economic impact of 
transactive control for 
HVACs with and without 
pre-cooling considering 
user comfort and 
preferences 

[57] 
[58] 

HVACs Residential DR Behaviors of residential 
consumers equipped with 
HVACs in bidding 
transactions 

[47] HVACs Commercial DR A double-auction market 
framework to coordinate 
HVACs for DR programs 

[51] HVACs Commercial Market price 
signal 

Advantages of transactive 
control for commercial 
buildings 

[54] 
[56] 

HVACs Commercial Shadow 
market signal 

A market-based control 
strategy for typical BAS 
with little or no additional 
development to enable the 
commercial buildings more 
demand responsive 

[55] HVACs Commercial Market price 
signal 

Experimental results of 
energy efficiency in a 
commercial building 
considering DRERs and 
transactive control over 
HVACs 

[41] HVACs All 
customers 

Market price 
signal 

Power fluctuations in 
microgrids by considering 
a baseline load for HVACs 
control 

[48] TCLs Residential Fast-acting 
DR, DLMP 

An agent-based method for 
TCLs to participate in real- 
time electricity markets 

[49] TCLs Residential Real-time 
pricing 

Transactive control-based 
strategy for residential 
TCLs supporting real-time 
pricing 

[50] TCLs All 
customers 

Market price 
signal 

Transactive coordination 
mechanism for TCLs 
considering market 
coordination signals 

[52] All 
loads 

Residential TIS/TFS Transactive-based HEMS 
for home appliances 
considering signal prices 

[44] All 
loads 

All 
customers 

DR Cyber-physical attacks 
through the transactive 
control mechanism 

[42] All 
loads 

All 
customers 

TIS/TFS A simulation platform for 
evaluating hierarchical 
transactive control 

[43] All 
loads 

All 
customers 

Fast-acting 
DR 

Balancing network 
authorities for power 
regulation in high 
renewable generation 
periods 

[59] EV Real-time 
pricing 

A multi-agent transactive 
control with high 
penetration of DRERs and 
EVs by respect to the 
customers preferences and 
voltage regulation 
constraints  

Table 1 (continued ) 

Ref. Target 
Loads 

Target 
customers 

Controlling 
Approaches 

Purposes/Achievements 

[60] 
[61] 

EV Real-time 
pricing 

Participation of EV owners 
in real-time pricing and 
double auction electricity 
markets based on 
transactive control 

[62] 
[64] 

EV Shadow 
market signal 

A multi-period network- 
constrained transactive 
control for EVs with 
respect to the energy inter- 
temporal features of EVs 

[63] EV TIS/TFS A transactive control 
methodology for optimal 
charging of EV  
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section 6, the most relevant projects on this topic are briefly presented 
and compared. 

In a P2P market, each prosumer has its local controller leading to 
have a totally decentralized market, which decisions will be made 
locally based on users and market information. For instance, the work 
presented in Ref. [71] considers each prosumer as a TN, and all TNs 
participate in P2P markets. In the same article, TNs submit a bid to the 
market and choose the trading partner considering several constraints to 
obtain the optimal and cost-effective performance. 

All consumers in P2P markets become prosumers and they can trade 
the generation surpluses for the ones that request energy. This energy 
trading is performed based on several long-term or ad-hoc contracts 
between all grid players. Two kinds of contracts have been proposed by 
Ref. [72]: (i) between prosumers (as an example, one prosumer produces 
electricity and trades it to another prosumer); (ii) between the energy 
provider and consumers (for instance, one unit only produce electricity 
and the other one only consumes). 

The energy transactions between prosumers in a P2P market are 
similar to the concept of internet when people share information. On the 
internet, there are several equivalent nodes that can be considered as 
“Client” or “Server” at the same time. This means each node of the 
internet simultaneously is client and server, which enables the network 
to share information and exchange data among the internet network. 
This fact is true also for P2P energy markets. All prosumers in a P2P 
market are simultaneously energy buyer and seller, and they can ex
change information and make bids for selling/buying the surplus of 
generation [73]. 

Four operation modes in a fully P2P system have been presented in 
Ref. [23], where each prosumer, retail entities, and other market players 
are considered as a transactive agent or TN in the system. These four 
modes include:  

1. Operating in autonomous mode where each agent or node makes 
decisions locally and based on its preferences and comforts;  

2. Responding to bidirectional bids and offers presented by each agent 
or TN;  

3. When the network players are operated in response to a trigger 
signal, such as DLMP;  

4. When the system operates based on the instructions provided by a 
network manager, namely DSO. 

In fact, the first two modes have fewer limitations for the agents and 
TNs in the network, although, they may reduce the reliability of the grid 

since DSO (or the system operator) is not entirely coordinating agent 
actions [23]. However, the last two modes are more restricted for the 
prosumers, but the network reliability and stability may be increased. 

According to Ref. [74] and the hierarchical nature of the power 
distribution grids, P2P energy trading can be performed in three phases, 
as Fig. 6 illustrates:  

� Phase 1: P2P energy trading inside of a local grid (e.g., microgrid);  
� Phase 2: P2P energy sharing among several local grids inside of a cell 

(e.g., multi-microgrids);  
� Phase 3: P2P between several cells (e.g., multi-cells). 

Different arrangements have been investigated to perform energy 
trading in local distribution networks, such as the local pool concept in 
which aggregated distributed generation is used to balance local supply 
and demand with minimum generation cost [68]. On the other hand, the 
recently proposed “P2P economy” energy trading arrangement allows 
peers (e.g., consumers, producers or prosumers) to decide with which 
peer they want to trade the energy according to their particular objec
tives (e.g., cost, profits, pollution, reliability, and so on). For instance, to 
perform energy trading in a P2P market in Ref. [68], energy sellers 
broadcast messages with the amount of generation surpluses for the next 
time intervals. After that, all energy buyers make bids with the required 
energy rates and the favorable prices to buy energy. After the energy 
sellers receive and collect all the provided bids, orders are either 
accepted or rejected by suppliers with the intervention of the DSO whose 
decision is based on network constraints. After the order acceptance or 
rejection, the winners of the auction are announced and transacts energy 
between them. Since energy is delivered through the distribution 
network, all these operations should be done with surveillance of the 
upstream network entities (e.g., DSO). 

Besides the hardware requirements and infrastructures for imple
menting P2P energy trading systems, a software layer is also necessary 
to implement. A software platform in the P2P market enables the 
network operator to control and monitor the energy trading, and also it 
allows data transitions between all P2P market participants. ELECBAY 
[68,75] is an example of these software platforms allowing P2P energy 
trading in a grid-connected microgrid. In this platform, energy sellers list 
the products for sale (e.g., energy surplus for the next 30 min), and en
ergy buyers look on the listed products by all energy sellers, and then 
they select the most preferable case and place the order. 

Nonbinding TE market can also be considered in the P2P markets. In 
this market, the energy trading is performed between flexible DRERs, 

Table 2 
Classification of research articles in the scope of transactive control. 
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which are transactive agents and DSO. In this market, the transactive 
agents publish their intentions for energy transaction and wait for 
receiving a permission signal from DSO. This means there is no obliga
tion and commitment between the agents and DSO in advance to provide 
energy, and also, DSO is not obligated to purchase energy from the 
agents for a specified time [76]. 

A P2P market can also be combined with a VPP for energy trans
action [77]. In fact, a single VPP deals with the demand-side, such as 
consumers and prosumers, and manages their consumption and gener
ation rates in order to bring flexibility to the wholesale markets and DSO 
as well. In a P2P market, consumers and prosumers trade energy in 
demand-side, in order to fully benefit from their DRERs and they are in 
touch of a retailer as a coalition. The single VPP and the P2P market can 
be combined and be presented as a Federated Power Plants (FPP). In this 
way, all consumers and prosumers are in one side of the network as an 
FPP, which allows them an easy energy trading between each other as 
well as trading with other groups of prosumers. On the other side of the 
network, suppliers, large-scale generators, DSOs, and wholesale markets 
are placed, and a P2P energy transaction platform recognizes flexibil
ities for the network operator and provides them as contracts to the 
prosumers to manage the consumption and generation rates with respect 
to the contracts established for grid services. 

With the increment use of aggregators (e.g., VPP) in the electricity 
markets, DR programs can be applied in the P2P markets as well. This 
enables the aggregator to react to DR signals by allowing P2P energy 
sharing between its clients. Several research works focused on the 
mathematical modeling and decentralized optimization methodologies 
for P2P markets. A P2P energy sharing model has been proposed in 
Ref. [78], where the authors developed a framework for the P2P market 
in three stages: in the first section, the model concerns about the value 
identification, which maximum available energy for trading in a region 
should be calculated and evaluated before any specific trading. In the 
second stage, the overall energy bill for the energy trading is estimated 
and modeled, and in the last stage, the economic operation index of 
energy sharing in the P2P market is defined and modeled. Furthermore, 
a game-theory-based algorithm is used in Ref. [79] for modeling the 
reactions of prosumers in a P2P trading market, and high penetration of 
DRERs is considered at the distribution level to calculate DLMP based on 
the power losses. In Ref. [80], the authors focused on a challenge of P2P 
markets that the pricing schemes should confirm that all P2P market 
participants could take financial benefits. For this purpose, they pre
sented a two-stages control method that can overcome the proposed 

barrier through a constrained non-linear programming optimization to 
minimize the energy costs of the whole P2P market. The proposed model 
in the same article utilizes a rule-based control approach, which updates 
the respective set-points according to the real-time measurement data. 

In a full P2P market [66], however, a crucial question that may be 
addressed is: how the upstream network entities can guarantee that all 
energy that a typical customer purchases from a peer producing clean 
energy, comes from a fully clean source? This means that energy buyers 
may have no information regarding the origin of the purchased energy. 
To overcome this issue, a power flow tracking algorithm [81] can be 
merged in the P2P markets for providing more information to the cus
tomers, such as the origin of the energy, transportation costs, and power 
losses. On the other hand, while a significant number of customers are 
integrated into the P2P markets, the systems may be faced with several 
challenges, such as the establishment of trust, proposing clearing prices 
and exchanging money between them after energy transactions. Block
chain technology and smart contracts are possible solutions for over
coming these barriers [82–84]. Implementation of smart contracts in a 
P2P market with a set of consumers and prosumers equipped with PV 
systems are demonstrated in Ref. [82]. In the same article, the authors 
proposed an architecture with respect to the blockchain technology 
where each energy seller and bidder send/receive a message to the 
blockchain with an encryption key pair to address the respective pro
sumer and sending the signed transactions. More focusing on the 
blockchain P2P markets, the work presented in Ref. [85] provided a 
smart management system to enable prosumers to trade energy in a fully 
decentralized market considering local DRERs. In the same work, con
tract theory has been employed to develop a smart contract for mini
mizing the necessity of surveillances in a real-time energy trading 
market. 

In sum, P2P markets allow the participants to have energy trans
actions in the demand side. Most of the works are focused on the con
cepts of P2P energy trading, presenting several mathematical and 
optimization models in order to perform P2P energy trading. However, 
there is a lack of actual pilots for these models, and only a few numbers 
of works and research projects provide facilities to technically validate 
the models. There are some research and industrial projects that pre
sented software platforms allowing P2P energy trading and data tran
sitions between all market participants. However, the establishment of 
trust, proposing clearing prices and exchanging money between them, 
are still challenges in this context. 

Fig. 6. Different levels of P2P markets.  
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5. TE-based network management 

This section focuses on the methodologies proposed for the man
agement of TE-based grids, including microgrids and aggregators 
models. In fact, microgrids are capable to have local control on their 
electricity consumption and generation resources aiming at self-supply 
with minimum or no dependence on the main grid [86,87]. TE sys
tems bring opportunities for microgrids to achieve their economic ad
vantages as well as aiding the reliability of the entire distribution system 
[88]. Integrating TE systems into the bulk power systems and DSO 
enable microgrids and aggregators to improve the mutual benefits be
tween themselves and the power system by providing the flexibility of 
the available resources [89]. 

In a residential microgrid, energy sharing among neighborhoods is 
an alternative to overcome network congestions and grid stability since 
the microgrid can supply its demand based on the local resources and 
independent from the main grid [90,91]. Furthermore, a group of TE 
microgrids3 can provide flexibility to the distribution and wholesale 
markets by bidding transactive services, as Fig. 7 illustrates. 

In this structure, load aggregator intends to maximize its benefits by 
bidding transactive services in the market. Based on the model shown in 
Fig. 7, the load aggregator is considered as an independent player 
interacting with distribution and wholesale markets, which has no 
control over the microgrids players. By this way, the load aggregator can 
maximize its profit by cooperating with microgrids in order to determine 
the capacity of energy transaction that can be transferred from a market 
to the other [92]. 

Aggregator can directly be in touch with the demand-side, coordi
nating the enrolled customers, including consumers and prosumers, and 
assigning the costs and remunerations among the customers [93,94]. To 
implement this concept, an EMS with several layers should be utilized in 
the community of enrolled customers. Based on the work presented in 
Ref. [95], the base layer of this EMS is the measurement devices, which 
measure the real-time state of the consumptions and generations. In the 
top layer of EMS, there is a processor in aggregator in order to compute 
the coordination signals, such as power references or price signals. Also, 
there is a communication layer between the base and the top layers of 
EMS, which is responsible for transmitting the measured data from the 
users to the aggregator as well as moving the coordination signals from 
the aggregator to the customers. In other related works in this topic, an 
optimization-based aggregator model has been presented in Ref. [96], 
which operates as a local market and optimally manages the controlled 
devices. The aggregation model provided in Ref. [96] allows energy 
trading between the consumers and producers in a small area, which 
brings flexibility for meeting the requests of upstream levels of the dis
tribution network, such as DSO. The experimental results of the same 
article validate the performance of the developed optimization-based 
aggregator in real-time for controlled devices. 

Energy transactions and management in microgrids or aggregators 
can be tackled in two ways [97]: centralized (optimization-based) and 
decentralized (transactive control), each with their own advantages and 
disadvantages. The centralized approach is not referred to a centralized 
unit control, rather, it refers to a centralized management optimization, 
in which controlling signals are transmitted to the TNs, however, this 
approach presents extensive communication infrastructure and huge 
computational burden. On the other hand, in the decentralized solution, 
the optimization and management are performed fully distributed, 
meaning that there is no centralized unit. The level of decentralization is 
defined by the intelligence of local controller units, which can be uti
lized just to execute commands and orders from upstream controller 
units or make their own decisions. This means, decentralization of the 
system is related to flexible operation, intelligence level of the local 

controllers and the capability of avoiding failures in the entire system 
when a single point fails [98]. Both centralized and decentralized 
methods have their own benefits and drawbacks and the suitability of 
the application of each is determined based on the type of microgrid or 
geographic attributes [98]. Table 3 shows the main differences between 
the two presented network management methodologies. 

In the centralized management methodology, also known as opti
mization based TE microgrid [99–101], a central controller engages 
with solving several mathematical problems mainly focused on an 
optimal solution for minimizing the operational costs of the entire 
microgrid. This is done through the defined objectives for managing the 
energy resources and controllable loads [99,102]. The work presented in 
Ref. [101] is an example of centralized management, which provides an 
optimization algorithm for optimal scheduling in a centralized EMS of 
the distribution network (e.g., microgrid) based on TE concepts. In the 
same article, the cost minimization of the network is considered as an 
objective function by considering real-time pricing scheme. Further
more, a mixed integer linear problem has been developed in Ref. [103] 
for co-optimizing microgrid behaviors based on TE concepts, such as 
reacting to the signal prices, by using Monte Carlo simulation for dy
namic price signals computation. Moreover, in Ref. [104] the authors 
utilized a two-layers optimization method at the aggregator and 
customer levels, in order to solve two mathematical problems, both 
aiming at maximizing its own profits. In the same article, after per
forming the algorithms, aggregator transmits the optimal incentive 
signals to each consumer and prosumer, which enables them to partic
ipate in the TE markets whenever they prefer. 

On the other hand, in a decentralized way, sometimes referred as 
transactive control [105–107], the management unit relinquishes solv
ing complex optimization formulations. However, it provides optimal 
operational solutions by involving all network consumption and gen
eration resources in a local energy auction bidding process. In a 
microgrid using transactive control, energy trading occurs between the 
consumer loads and energy resources in the local microgrid marketplace 
[108]. Beside this, layered decentralized optimization is another vision 
to manage a TE-based network in a distributed and decentralized way. In 
this approach, the optimization is performed at any layer of the system, 
and it only involves visibility to the interface points of upstream and 
downstream layers and there is no need to be aware of nature those 
layers [109]. In a decentralized management scenario, a failure of one 
node will affect only a localized part of the system, which can be diag
nostic using P2P communications with other sections (e.g., agents), 
while the entire network will not be affected [110]. 

In the decentralized energy trading methodologies for both micro
grids and aggregators, the system operator may witness with a chal
lenge, which is determination of a reasonable pricing scheme for all 
resources that all participants could take financial benefits. This shows 
the need for comprehensive study on designing dynamic pricing ap
proaches to optimize financial benefits for all energy resources (e.g., 
DERs), as the methodologies presented in Ref. [111]. 

On the other hand, neighborhood energy sharing in a residential 
microgrid can be considered as a solution instead of injecting the surplus 
of energy back to the main grid in order to maximize the use of local 
small-scale energy resources in demand-side [112]. Interconnecting 
microgrids, with the capability of energy trading between them, provide 
ancillary services for synchronizing and stabilizing of the power system 
[113]. This also leads to a reducing of feed-in tariffs in power distribu
tion networks [114]. 

Several methodologies for energy sharing in TE microgrids are pro
posed in literature, which most of them aim to maximize the benefits of 
both energy buyer and seller. However, all proposed methods should be 
well tested and surveyed before the massive implementation of models. 
Transactive Energy Market Information Exchange (TeMIX) [115] is a 
pilot demonstration for live implementation of TE concepts developed 
by Cazalet Group [116]. In fact, the results obtained from the experi
mental tests shows the gap between the expected and real results, since 

3 In this work, in a general sense, a TE microgrid is referred to a microgrid 
that uses TE system to enable the energy sharing. 
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practical issues are typically hidden in simulation tests. Therefore, 
demonstrations such as TeMIX can be employed by research society to 
identify the strengths and weaknesses of business models before massive 
production. Furthermore, VOLTTRON [117] and C2WT-TE [118] are 
two other platforms that can be applied in this context. 

Two approaches for a local TE microgrid have been analyzed in 
Ref. [119]. In the first approach, a pre-defined strategy is considered for 
energy exchanging between different nodes of the TE microgrid based 
on the energy shortage of the consumers and prosumers. The second 
methodology presents more flexibility to the microgrid players for en
ergy trading by providing an open and competitive local TE market 
using a game theoretic method with a multi-player game. Based on the 
results presented in Ref. [119], it can be concluded that the second 
method brings more flexibility to the microgrids and its participants, 
while there is no significant difference in cost reduction compared to the 
first method. Moreover, different methodologies for TE network man
agement in microgrids have been surveyed in Ref. [120] considering the 
collective and individual interests of microgrid clusters as well as each 
microgrid itself. In those methods, each microgrid can trade energy with 
other microgrids of the cluster in order to minimize its operating costs 
and maximize the energy savings. The proposed methods in Ref. [120] 
are validated in a local transaction market including 16 microgrids, and 
the results showed that the energy price can be optimally calculated 
through the presented models, while the cluster of microgrids can ach
ieve 15% cost saving comparing to the microgrids without clustering. 

Multi-agent solutions and islanded TE microgrids are also widely 
discussed in literatures [121–124]. A rural off-grid microgrid has been 
modeled in Ref. [122] based on multi-agent transactive scenarios for 
energy trading between each node of the microgrid. The proposed so
lution in Ref. [122] focused on multi-priority load clusters with parallel 
control of typical devices for managing demand/supply of microgrid. 

Beside this, a multi-agent based Comprehensive Energy Management 
System (CEMS) has been presented in Ref. [123] for energy transaction 
in a multi-microgrid market. The CEMS in each microgrid optimally 
managed the local energy resources available inside of microgrid and 
allowed microgrid participants to trade energy between each other in an 
internal auction-based electricity market. Also, the proposed model in 
Ref. [123] enabled all microgrids to trade energy with the neighboring 
microgrids in the wholesale markets for maintaining the network 
balance. 

As a result of this section, Table 4 compares all surveyed articles 
focusing on TE management approaches underlying their main 
achievements. 

Based on the information presented in Table 4, it can be concluded 
that most of the developed models focused on the centralized manage
ment method for residential microgrids and aggregators. This shows the 
lack of in-depth scientific surveys regarding the commercial and in
dustrial sectors who are merged in the microgrids and aggregators. 
Therefore, it is required to have more investigations about the com
mercial and industrial buildings from both mathematical models as well 
as practical implementations standpoint. 

Furthermore, Table 5 demonstrates a classification of analyzed ar
ticles and scientific reports, which are categorized based on the man
agement approaches and the related entity. As Table 5 demonstrates, 
most of the articles considered the implementation of TE concepts on 
microgrids using different approaches, such as centralized, decentral
ized, game-theoretic, and multi-agent modeling. 

The most important point that can be figured out from Tables 4 and 5 
(as highlighted with gray in Table 5) is that there are no references or 
research articles that specifically address and investigate the aggregator 
using TE systems through decentralized approaches or other similar 
methods such as multi-agent modeling. The role of aggregator in the 
current power system architecture is becoming more important all 
around the world. For example, several countries are currently accepting 
the participation of aggregators in several energy markets (e.g., United 
States, France, Finland, Denmark, and Austria) [127,128]. Furthermore, 
the centralized and hierarchical structure of the power system is being 
decentralized and distributed. Consequently, studying the dynamics of 
TE systems under a decentralized scheme for aggregators provides a 
path for future research worth to be explored. The integration of TE 
systems in the current role of aggregators will require different man
agement approaches (e.g., decentralized or multi-agent modeling) in 
order to comply with the decentralized nature of a TE system and 
identify barriers that may arise in this scenario. 

Fig. 7. TE Market structure including TE microgrids.  

Table 3 
Comparison of centralized and decentralized network management methods 
[98].  

Features Method 

Centralized Decentralized 

Flexibility/Expandability (Reconfiguration, 
adaptability with other systems/agents) 

Low High 

Reliability (Single point of failure) Low High 
Installation Difficulty (Time and cost) Low High 
Computational Cost (Complexity, space and time) High Low 
Communication Facilities Cost (High speed 

control infrastructures) 
High Low  
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6. Implemented TE projects 

The primary goal of this section is to present and summarize the 
implemented projects in the United States and Europe regarding TE to 
have an overall perspective on the developed TE systems so far. Some 
projects aim at the development of TE system, whereas others focus on 
the local controls and decentralized methodologies to adequately 
address the TE concept. Table 6 and Table 7 show a clear comparison 
and overview on the implemented projects, pilots, and testbeds in the 
United States and Europe respectively, which have been classified based 
on the main purposes and the scope of each project. 

According to the information shown in Tables 6 and 7, three cate
gories can be proposed for TE projects: (i) projects that only study and 
survey the trend of TE concepts for future smart grids; (ii) projects that 
provide testbeds and laboratory facilities for testing and validating TE 
system; (iii) industrial projects that implement TE concepts in the cur
rent form of power system and enable the society to be familiar with 
those concepts. These advancements in TE systems show the intention of 
network management entities all around the world to utilize TE in power 
systems. In the United States, transactive control is the hot topic of TE 
systems, and most of the presented projects focused on this topic by 
providing several demonstrations and testbeds for transactive control. 
Although, in Europe, P2P energy trading attracted the attention, and 
most of industrial and research projects implemented and surveyed all 
features of P2P energy trading systems. 

7. Trends, identified challenges and future research directions 

Most of the research work about TE systems are focused on the 
mathematical models and formulations, paying almost no attention to 
the real and practical issues that might arise in the implementation 
phase. Regarding transactive control, most of the implemented works 
are focused at the residential and commercial levels by taking advan
tages of new technologies, such as blockchain and IoT, to have optimal 
management on consumption and generation rates in demand side. Also, 
the current trend on P2P market is centered on surveying the P2P energy 
trading in a theoretical phase, including mathematical and optimization 
models, and providing software platforms for P2P participants to have 
management on energy trading through local electricity markets. 
Furthermore, in TE-Based Network Management, the trend is centered 
on the optimization methods and application of blockchain in micro
grids considering both centralized and decentralized management ap
proaches. Microgrid cost optimization models considering customers 
reacting to the signal prices is another popular topic in the current trend. 

In this regard, adequate simulation platforms and tools are required 
to scrutiny the practical challenges of the TE system, such as imple
mentation costs, required automation infrastructure, network assets 
response time, devices and communication failures, physical or cyber- 
attacks, and also electrical grid conditions, namely voltage and fre
quency variations. In fact, only a few articles surveyed the imple
mentation of TE systems, which also demonstrates a wide gap between 
the expected and real results. Therefore, the need of technical verifica
tions of the TE systems by the emulation tools and prototypes is obvious 
for avoiding the failures in the implementation phase. There are a few 
industrial and commercial projects that have implemented TE systems in 
real infrastructures, such as energy trading in some residential micro
grids [139]. Furthermore, some of the projects provided emulation-level 
platforms enabling operators to validate the TE system [132,133]. 
However, it should be stressed the importance of moving towards TE 
projects and demonstrations that include a validation phase since 
different of the mentioned practical issues that might arise during the 
implementation of TE systems remain hidden in the simulation level 
(which is the case of many of the articles surveyed in this work). 

More specific challenges in TE systems can be identified in the 
transactive control, such as data security and privacy, speed of financial 
transactions, resiliency to failures and energy footprint [13]. The current 

Table 4 
TE sharing approaches.  

Ref. Management 
Approaches 

Manager 
Entity 

Purposes/Achievements 

[86] 
[88] 

Centralized/ 
Decentralized 

Microgrid Identifying practical remarks and 
restrictions for TE microgrids 

[89] Centralized Microgrid TE approaches in microgrids for 
DRERs at bulk power/transmission 
operation level 

[92] Centralized Microgrid Remarks and challenges of energy 
transaction between a group of 
microgrids in distribution networks 
considering wholesale markets 

[99] Centralized Microgrid TE management model for a rural 
village DC microgrid based on 
market data and DR programs for 
multi-priority grouping control of 
non-smart devices 

[100] Centralized Microgrid Two dispatch optimization tools for 
controlling TE systems 

[101] Centralized Microgrid A centralized optimization-based 
EMS in a distribution network (e.g., 
microgrid) for optimal resources 
scheduling based on TE system. 

[103] Centralized Microgrid Co-optimizing microgrid behaviors 
based on TE system, for dynamic 
price signals 

[112] Centralized Microgrid A hierarchical TE network 
management methodology in a 
residential microgrid 

[120] Centralized Microgrid Various methodologies for TE 
network management in a cluster of 
interconnected microgrids 

[93] Centralized Aggregator A flexible and scalable TE system 
for optimization-based multi- 
energy aggregators 

[94] Centralized Aggregator Transactive market modeling with 
hierarchical optimization levels 
considering PV and DR 

[95] 
[96] 

Centralized Aggregator An optimization-based approach for 
energy sharing in demand-side 
coordinated by the aggregator 

[104] Centralized Aggregator A two-layers optimization method 
at aggregator and customer levels 
aiming at maximizing financial 
profits for both levels 

[90] 
[125] 

Decentralized Microgrid Blockchain methodology for energy 
trading in a microgrid 

[97] Decentralized Microgrid A distributed optimization 
technique for TE market of a 
residential microgrid to optimally 
charge and discharge the energy 
storages 

[106] 
[107] 

Decentralized Microgrid A distributed based energy 
management solution for energy 
systems (e.g., microgrids) using 
energy hub and local autonomous 
optimization 

[108] Decentralized Microgrid The decentralized dynamic market 
mechanism for microgrids 
considering the optimal automated 
transactive procedure 

[114] 
[119] 

Game-theoretic Microgrid Prioritizing customers for trading 
energy within a residential 
microgrid 

[126] Game-theoretic Microgrid Event-driven TE system for energy 
trading between microgrids based 
on a consumer-oriented and 
aperiodic market model 

[121] 
[122] 

Agent-based Microgrid Multi-agent modeling for energy 
trading among a rural off-grid 
microgrid 

[123] Agent-based Microgrid Multi-agent based TE system for 
energy sharing in a multi- 
microgrids market as well as the 
internal auction-based market.  
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Table 5 
Classification of research articles and reports in the scope of TE management methods. 

Table 6 
Implemented TE projects in United States (TC ¼ Transactive Control; TM ¼ Transactive Management).  

Ref. Project Name Objectives Outcomes TE Area 

P2P TC TM 

[129,130] Olympic Peninsula 
GridWise 

Test and validate TE systems experimented with 
actual energy pricing and smart appliances 

Automatic load responding to price variations in a very 
short time scale  

**  

[57,58,99, 
131] 

AEP gridSMART Controlling residential HVACs in response to 5 min 
pricing signals 

Intelligent software platform for acting in the real-time 
market  

**  

[129,132] 
[133] 

Clean Energy and 
Transactive Campus 

TE implementation in large-scale buildings with 
high penetration of DERs 

A multi-campus testbed for transactive control and TE 
management researches  

** þ

[58,129] 
[134–136] 

Pacific NorthWest Smart 
Grid 

Evaluation of transactive control approaches in the 
current state of smart grids 

Many key functions for future smart grids including TE 
concepts  

**  

[137] Connected Homes The transactive control operation in residential 
buildings 

Integrating IoT devices to automatically adapt them to 
transactive control  

**  

[89] 
[138] 

OATI Microgrid Center Implementing a microgrid center including DERs 
and renewable sources 

A microgrid testbed with sophisticated control and 
optimization software   

þ

[139] 
[140] 

The Brooklyn microgrid P2P TE microgrid using the blockchain A live demonstration of energy trading between 
prosumers in typical power networks 

*   

[115,129] 
[141] 

TeMiX Automated energy transaction and decentralized 
network management 

TeMiX: A cloud-based software platform for energy 
trading. 

*  þ

[142] Kealoha Implementing P2P markets by considering solar 
generation 

Solar implementation and a software platform for trading 
the excess of solar generation between houses 

*    

Table 7 
Implemented TE projects in Europe (TC ¼ Transactive Control; TM ¼ Transactive Management; ICT¼Information and Communication Technology).  

Ref. Project Name Country Objectives Outcomes TE Area 

P2P TC TM 

[129] 
[143] 

PowerMatcher Netherlands Smart grids coordination mechanism by 
considering DERs and flexible loads 

A TE platform as a bridge between network operators 
and smart devices  

** þ

[144] 
[145] 

EMPower Norway Local electricity market to advance the role of 
prosumers in smart grids 

A trading platform for local energy exchange in local 
markets 

*   

[146] Couperus Smart 
Grid 

Netherlands Using PowerMatcher technology for coordinating 
energy demand and reducing peak load 

Around 300 apartments equipped with heat pumps for 
optimization and participating in TE system  

**  

[147] Powerpeers Netherlands Blockchain energy markets for P2P energy 
sharing among residential buildings 

Implementing a P2P market for energy trading in 
Netherlands based on Blockchain 

*   

[148] Share&Charge Germany Blockchain energy markets for EVs A decentralized protocol for EV charging, 
transactions, and data sharing 

*  þ

[149] Piclo UK Selling and buying smart grid flexibility services 
and P2P energy trading 

A software platform for network operators for P2P 
energy trading 

*   

[150] Vandebron Netherlands P2P energy trading from suppliers and customers 
standpoints 

A platform for electricity consumers to select the 
desirable local sustainable producers 

*   

[151] Peer Energy Cloud Germany Local energy sharing by considering local sensors 
and actuators in demand side 

Smart Microgrid Cloud services: 
A cloud-based platform for local energy trading and 
smart homes 

* **  

[152] P2P–smarTest Finland Smarter electricity systems by considering ICT 
and P2P approaches 

Demonstration of a smart grid based on TE concepts 
able to perform P2P energy trading 

*  þ

[153] Smart Watts Germany Novel methodologies for energy optimization 
through ICT 

A gateway for smart meters to be used on the Internet 
of energy   

þ

[154] Sonnen 
Community 

Germany P2P energy trading considering solar and storage 
systems 

P2P energy sharing platform considering a virtual 
energy pool 

*   

[155] Lichtblick Swarm 
Energy 

Germany An energy management platform for the 
distribution network 

An IT platform for customers to be connected to each 
other and optimize the use of local DER   

þ

[156] ELECTRON UK Decentralized solutions for electricity markets 
based on Blockchain 

A flexible system for electricity metering and bills for 
energy sectors   

þ
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stage of research works on transactive control is limited to HVAC and 
TCL in the residential and commercial buildings using DR programs as 
well as price reaction approaches. Cooling and heating processes are 
vital for all types of the buildings, and controlling the HVAC is directly 
affecting the inhabitants comfort level, and the reliability of HVACs and 
TCLs in transactive control may be reduced while the user comforts and 
preferences are violated. Therefore, focusing only on the implementa
tion of transactive control in HVAC and TCL is not an ideal approach. In 
fact, transactive control should be dispatched to the all types of the loads 
and devices in the building. As an example, the lighting systems of the 
commercial buildings (e.g., office buildings), are an appropriate target 
for transactive control, since they are much more flexible in term of 
control comparing to the HVACs and TCLs [157,158]. Surveyed work 
shows a progress on the combination of TCLs and lighting systems of 
commercial buildings (e.g., office buildings) as suitable targets for 
applying transactive control (such as TIS/TFS). Furthermore, more 
attention should be given to apply transactive control on residential 
buildings, since they account for a significant part of consumption all 
around the world (36% of the electricity load in United States are 
dedicated for the residential building [52]). Moreover, implementation 
of the transactive control on the home appliances provide flexibility to 
the network and enable the grid operator to optimize the operational 
costs by performing the decision making less dependent on communi
cation with web-based energy management optimization [121]. 

Similar to transactive control challenges, a significant part of articles 
on TE network management is dedicated to a few specific topics. 
Through this paper, it has been identified that microgrids and aggre
gators are two main entities in most of the articles presenting TE 
network management models. Also, centralized microgrid management 
method is the hot topic of those articles. Although centralized aggre
gator approaches have been surveyed through some articles, aggregators 
using decentralized TE system for management of resources are not well 
investigated, and the issues and challenges are not yet identified. The 
role of aggregators is becoming more evident nowadays in electricity 
markets, and several countries are accepting the participation of the 
aggregators in the electricity markets [127,128]. Furthermore, the 
centralized and hierarchical structure of the power system is being 
decentralized and distributed. Consequently, studying the dynamics of 
aggregators using decentralized TE system provides a path for future 
research worth to be explored. 

In P2P markets, more prototypes, laboratory platforms, and tools are 
needed to enable the research society to validate and test the perfor
mance of models before implementation in the electricity markets. 
Moreover, in a near future where it is expected a significant number of 
customers participating in P2P markets, the system may face challenges 
such as the establishment of trust between customers and the way of 
exchanging money between them. Currently, there are some articles 
providing solutions for overcoming these issues, such as blockchain 
technology and smart contracts [82–84]. However, the studies and 
surveys around these approaches still lack maturity and validation in 
real case studies is required to prevent future problems thoroughly. 
Another identified issue in P2P markets is to recognize the origin of the 
transacted energy properly. In a P2P market, the energy buyer may not 
have any information about the origin of purchased energy, and this is a 
challenge for the grid entities that should guarantee that the transacted 
energy has been produced by a fully clean energy source (e.g., a 
demand-side renewable source). A few numbers of research papers 
focused on this challenge and provided some solutions, such as tracking 
algorithm [81], to overcome the particular issue. However, more 
attention should be paid to P2P markets to identify how the blockchain 
technologies and smart contracts will operate in a real complex P2P 
energy trading, while a lot of small-scale prosumers merged into the 
power distribution network. 

8. Final remarks 

Transactive energy concept goes forward in the energy transactions 
with deep concern on the local, distribution level, perspective. In fact, 
most of the current approaches are available as a model, lacking the real 
implementation in order to have a complete validation. Before such 
implementation, however, it is needed to develop and implement 
adequate simulation platforms and tools to scrutiny the results. Also, it is 
evident the need for a more efficient design in all TE systems in terms of 
reliability, flexibility, and accuracy of results. 

In this paper, a taxonomy has been provided for the classification of 
the TE concepts, which can help the reader to positioning the area of 
study/application, and to devise the interconnection and reaches that a 
given TE system can have. 

On the control technology level, several technologies are available 
for air conditioning and other appliances, but additional efforts should 
be made to cover all the consumption appliances, so the full potential of 
transactive energy is achieved at residential and small buildings level. A 
restricted focus only on some specific consumption appliances might 
have an undesired impact in the inhabitants’ comfort level. Thus, 
transactive control should be expanded to consider take advantage of all 
types of the loads and devices in buildings. 

In a more specific business model approach, the management in 
peer-to-peer markets can bring several challenges, including the trust 
between customers and the way of exchanging money between them. 
Blockchain technology and smart contracts are an excellent basis to 
support the money exchange, but additional work is needed in the trust 
topic. Finally, the share of information concerning peer-to-peer trans
actions among the players and entities operating technically and 
economically the energy system requires discussion, so the relevant in
formation is made available only for the necessary players and entities. 
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Abstract: Agriculture is the very backbone of every country. Unfortunately, agricultural sustainability
is threatened by the lack of energy-efficient solutions. The threat becomes more evident with the
constantly growing world population. The research community must, therefore, focus on resolving
the problem of high energy consumption. This paper proposes a model of energy scheduling in
agricultural contexts. Greater energy efficiency is achieved by means of PV (photovoltaics) and
hydropower, as demonstrated in the conducted case study. The developed model is intended for
contexts where the farm is located near a river, so the farmer can use the flowing water to produce
energy. Moreover, the model has been emulated using a variety of state-of-the-art laboratory devices.
Optimal energy scheduling is performed via a decision tree approach, optimizing the use of energy
resources and reducing electricity costs. Finally, a realistic scenario is presented to show the technical
features and the practical behaviors of each emulator when adapting the results of the decision
tree. The research outcomes demonstrate the importance of the technical validation of each model.
In addition, the results of the emulation reveal practical issues that had not been discovered during
the theoretical study or during the simulation.

Keywords: agriculture; decision tree; energy scheduling; hydropower; renewables

1. Introduction

Over the last decades, the world population has been incrementing on a daily basis. This, in turn,
has led to greater energy and food demands. According to [1], the population is going to continue to
soar, reaching somewhere around 10 billion by 2050. It is also expected that by 2035, global energy
consumption is going to rise by up to 50% [2], the predicted consumption rise is largely attributed
to the agriculture sector and the food supply chain. Food and energy are intrinsic elements of every
society. The growing demand for both makes evident the importance of the agriculture sector [3].
In fact, agriculture is the very backbone of every country. At present, it is necessary to invest in the
development of energy management systems [4,5]. Today’s agricultural practices still lack energy
optimization measures, leading to high energy consumption [6]. It is therefore necessary that the
research community address this problem.
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The agriculture industry is considered to be the second-largest emitter of greenhouse gases
(GHGs) [7], accounting for 21% of the total GHG emissions [8,9]. The reports of the U.S. emission
inventory state that methane is the main GHG produced during agricultural practices such as soil
management and livestock production. The statistics given in those reports also point to the use
of fossil fuels as a significant contributor to GHG emissions in the agriculture sector (between 14%
and 30%), where fossil fuels are used in nitrogen-rich fertilizer and to pump water and irrigate
crops [10,11]. This means that the agriculture sector can contribute to reducing total GHG emissions by
adopting a series of measures, such as exchanging fossil fuels for renewable energy resources (RERs) [8].
More specifically, in the agriculture industry, the energy demand for tactical services, namely, irrigation
and water pumping, can be supplied by RERs instead of non-renewable sources [10]. Current agriculture
systems should all employ RERs to become environmentally friendly and cost-effective [12,13].

New power system concepts, such as smart grids and microgrids, involve distributed generation
(DG) and RERs on the demand side [14]. The agricultural sector is ideal for implementing all types of
solutions involving renewable energy resources [15] because farms are located in rural areas where
such resources can be easily accessed. Hydro, wind, and solar energy can be used to produce electricity
for agricultural purposes, enabling farmers to become largely independent of the utility grid and to
reduce electricity costs. The use of smart technologies in the agriculture sector has already attracted
a lot of attention. In fact, the use of intelligent systems is not only limited to the electrical grid.
Smart solutions can be designed exclusively for the agricultural sector, and this line of research has led
to the emergence of a new concept, called smart agriculture or smart farming [6]. This concept also
involves the application of the Internet of Things (IoT) in agriculture [16,17]. The ability to combine IoT
and other technological paradigms has opened many new possibilities in agriculture, facilitating all
types of agricultural practices. An important aspect in agriculture is the weather because crop yields
largely depend on it. It is therefore necessary to forecast precipitation probability, air humidity, wind,
and solar radiation to enable farmers to take tactical agricultural decisions, namely, field preparation,
sowing/planting, irrigation, etc. [18]. For example, forecasting systems have been merged with IoT to
gather weather- or field-related data and analyze it to create agriculture-specific classifications and
forecast models that are highly accurate [19]. Another important aspect in agriculture is reducing
costs, thus, energy production forecasting [20] and energy demand prediction [21] are also essential to
minimize energy costs in smart agriculture models. Such models, in other words, enable electricity
consumers and prosumers in the agriculture sector to participate in network management scenarios,
such as demand response programs [22].

A survey of current literature reveals that much research has been conducted on smart agriculture
systems using IoT and wireless sensor networks (WSNs) [23]. Thus, it is an interesting subject
undergoing intense study. However, what if there is no internet and mobile network access where the
farm is located? Since farms are often situated in remote areas, it is very common for them to lack
access to the internet and to high-performance computing machines. Therefore, smart agricultural
systems should be capable of operating in offline mode, without using any external server/machine or
internet access. This shows the need for developing an offline agriculture system that can optimally use
the available energy resources. In this context, the decision tree (DT) approach employs an “if–then”
method [24] and can be implemented in any type of controller or programming language [25,26].
However, prior to implementing a model on a massive scale, an emulation phase is required to test
and validate the performance of the model in practice. In fact, the emulation phase makes it possible
to discover the technical problems experienced by the system, which mostly remain hidden in the
simulation and theoretical phases [27].

This paper describes a case study on energy scheduling in agriculture, where PV and hydropower
are the available renewable energy resources for energy generation. In the proposed model, it is assumed
that the agriculture field is located near a river, so the farmer can benefit from the running water to
install a hydropower turbine and produce energy. The model was tested by means of state-of-the-art
laboratory devices that emulated energy consumption and energy generation, as well as the typical
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agricultural tools such as irrigation equipment and water pumping motors. In addition, several
automation mechanisms are presented in this paper. These mechanisms were implemented in the
emulators to provide a fully automated model for energy scheduling in agriculture. In this model,
energy scheduling is performed by a developed DT that considers a series of factors for the optimal
use of resources, including real-time generation and consumption rates, as well as electricity markets.
Finally, the presented laboratory model was validated in a realistic scenario, and the performance of
the DT in real-time energy scheduling is discussed in detail. The emulated model was run for a short
period of time in a laboratory, and real results acquired from real resources were used as inputs to test
and validate the performance of each emulator.

There are similar research works that focus on this context. In [28], the authors developed
and compared three stand-alone models of an agricultural energy management system employing
a hybrid wind-photovoltaic (PV) system. The proposed methodology involved the use an energy
storage system that maintained the state-of-the-charge at a maximum level and simultaneously
kept the water tank full. The results of this research indicated that, in comparison to other energy
management strategies, optimal performance was achieved by the strategy that prioritized battery
charging. In [29], a coordination framework was presented to optimize energy usage in an agricultural
microgrid. A microgrid is capable of interacting with the energy market and involves the use of energy
resources (in this case, renewables were used). The proposed model received forecasts of hourly
microgrid consumption, wind power, and market prices to optimally schedule the operation of the
irrigation system, pumped-storage unit, and energy trading with the utility grid. The numerical
results demonstrated that the optimal operation of the pumped-storage unit can reduce the overall
electricity costs of the microgrid. An autonomous approach was presented in [30] to achieve optimal
and efficient irrigation scheduling in agriculture. This model gathered data for a series of crop-related
parameters, making it possible to calculate evapotranspiration without a lysimeter. The proposed
irrigation scheduling was performed using electricity market prices; local RERs irrigated the crops in
low-cost periods, at time intervals that prevented the crops from reaching the wilting point.

In [31], the authors proposed a forecasting system with the ability to learn from past cases of
forecast errors. The learning feature made it possible for the system to improve its forecasting accuracy
over time. The system was then used to forecast agriculture price indices, and specifically, the levels of
prices for produce and seasonal differences, demonstrating the benefits of applying this forecasting
system in the agriculture industry. An energy production forecasting algorithm was presented in [20]
and applied to a PV plant. The method utilized transfer function estimation based on the computation
of suitable statistical indicators. The experimental results presented in that work showed the efficiency
of the method in terms of forecasting quality. In [21], a microforecasting algorithm was proposed
for an energy management system employed in small residential or tertiary industry areas eligible
for participation in demand response programs. The algorithm provided daily energy consumption
estimations to the connected energy management system. Moreover, it was possible to integrate the
energy management system with other methods for the forecast of relevant parameters such as weather
conditions. The results of the paper showed the practicality of the developed microforecasting module,
which provided appropriate and accurate results.

In [32], a prototype of an IoT-based smart off-grid solar system was developed, with voltage and
current sensors implemented to monitor the characteristics of the system. Moreover, the model used
a battery for the irrigation systems using fog and sprinkler pumps. The results of the work showed
that IoT significantly enhanced the functionalities of the developed prototype, offering an alternative
for the use of a green energy resource. In [33], the authors proposed a smart community grid model
with several consumers and producers. The presented model utilized a DT approach in the developed
optimization algorithm, minimizing the operational costs of the community using demand response
programs. The numerical results of this work proved that DT, RER scheduling, and demand response
programs benefit both sides of the network.
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The main contributions of this paper include:

• A realistic case study in which a farm is located near a river with a hydropower generator;
• The scheduling of the energy resources available in such a scenario;
• The development of a DT, within the context of agriculture, for the optimal management of energy

resources in offline mode, with no external server/machine or internet access and no complex
optimization computations;

• A laboratory emulation of the developed model for the scheduling/distributed control of PV and
hydropower energy resources;

• A validation of the performance of DT for optimal energy scheduling in agriculture, under the
practical and technical challenges that emerged during the emulation.

This paper is organized into six sections. Following the introduction, Section 2 describes the
developed system model. Section 3 presents the laboratory configurations and implemented model for
the agriculture emulation. Section 4 details a case study that was conducted to test and validate the
performance of the developed system, and its results are shown and discussed in Section 5. Finally,
Section 6 outlines the conclusions drawn from the conducted research.

2. Study Description

This section describes the proposed model of an agricultural energy management system. The main
objectives of the study are summarized as follows:

(1) Design and implement a suitable architecture;
(2) Develop an optimization algorithm for scheduling the energy resources of the system, conduct a

theoretical study, and simulate its performance;
(3) Use the DT methodology to perform energy scheduling;
(4) Conduct a laboratory emulation to test the developed model;
(5) Validate the performance of the DT in an emulated scenario and compare the real energy

scheduling results obtained in the emulation with the theoretical results obtained from the
optimization algorithm.

Furthermore, the proposed energy management model was developed on a series of assumptions.
These assumptions include:

• The farm is located near a river (for hydroelectric power generation and water pumping);
• The planted crops must be irrigated twice a day;
• The water used for the irrigation is supplied from a water tank and not the river.

The abovementioned study objectives are addressed separately throughout this research work.
Steps 1, 2, and 3 are described in the next section.

2.1. System Architecture

This paper proposes a model of an energy management system that involves the use of RERs and
a river turbine. The main purpose of the system is to supply electricity from local energy resources,
minimizing the need to purchase electricity from the utility grid, leading to reduced electricity costs.
Figure 1 gives an overview of the proposed system model. There are two renewable energy resources
in this system to ensure agricultural sustainability: PV panels and a river turbine connected to a
synchronous generator. Thus, the model is intended for scenarios where the farm is located next to a
river on which a turbine is placed to rotate the shaft of the synchronous generator. Furthermore, there
are three electric motors, two of them responsible for irrigation system and the other one responsible
for pumping the water from the river to a water tank. Furthermore, there is a level sensor inside of the
water tank indicating the amount of water stored in it. Thanks to this sensor, the water pump motor
can be controlled accordingly.
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To control the system, several distributed programmable logic controllers (PLCs) and energy
meters are employed for the decentralized management of the system. There are four distributed
PLCs in this model, one for each system player (i.e., PV, electric motors, synchronous generator, and
grid connection switchboard). PLCs enable the system to take decisions locally. Moreover, thanks to
the TCP/IP communication protocol, all of the players can communicate and achieve the system
goals. In fact, system players must continuously send messages that describe their latest status in
the network. In this way, the system’s response time to changes is more rapid than in the centralized
control approach. Furthermore, distributed control gives greater flexibility and reconfigurability to the
system, and it also improves the adaptability of the model.
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There are two layers in the system that are responsible for performing energy scheduling and
managing electricity consumption and generation rates:

• Monitoring layer: There are four energy meters connected to distributed PLCs, one for each
resource (as shown in Figure 1) to monitor the system’s real-time energy consumption and
generation. Furthermore, the level sensor in the water tank indicates whether the tank is full
or empty;

• Controlling layer: The system has two tasks in this layer, (1) controlling the status of the water
pump motor to turn on or off, depending on whether the tank is empty or full; (2) controlling the
depth of the turbine in the river to regulate the speed of the synchronous generator’s shaft.

In fact, the deeper the turbine is submerged in the river, the greater the rotation speed and the
production rate of the synchronous generator. This means that the distributed PLC installed on the
synchronous generator can adjust the production rate of the turbine by controlling the depth to which
it is submerged in the river.

Moreover, the PLC in the grid connection switchboard is responsible for dispatching information
about electricity market tariffs among the other players, so the system is aware of current market prices
and can perform optimal decision-making in terms of electricity costs.

2.2. Decision-Making Approaches

As mentioned in Section 2.1, the main goal of the system is to supply electricity from local energy
resources to minimize electricity costs (ECs). Therefore, to ensure optimal system operation, it is
essential to implement a decision algorithm. The system’s objective function for minimizing the EC is
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shown in Equation (1). In this objective function, PBuy is the power that the system purchases from the
utility grid, and PSell is the surplus of the generation that is injected in the utility grid. These are shown
in Equations (2) and (3), respectively.

In Equations (1) to (3), PPV is the PV production, PSync is the power produced by the synchronous
generator, and PMotors stands for the consumption of the electric motors. In addition, T is the time
period, and C is the weight of cost for each resource, which is scaled between 0 and 1. The resources
whose weight of cost is small (near to 0) are prioritized by the system because they are the low-cost
resources that can be used to supply energy.

Minimize

EC =
T∑

t=1

[(
PPV(t) ×CPV(t)

)
+

(
PSync(t) ×CSync(t)

)
+

(
PBuy(t) ×CBuy(t)

)
−

(
PSell(t) ×CSell(t)

)]
(1)

PBuy(t) = PMotors(t) −
(
PPV(t) + PSync(t)

)
∀t ∈ {1, . . . , T} (2)

PSell(t) =
(
PPV(t) + PSync(t)

)
− PMotors(t) ∀t ∈ {1, . . . , T} (3)

Equations (4) to (8) show the technical limitations of each resource in terms of its minimum and
maximum capacity (Pmax).

0 ≤ PPV(t) ≤ Pmax
PV(t) ∀t ∈ {1, . . . , T} (4)

0 ≤ PSync(t) ≤ Pmax
Sync(t) ∀t ∈ {1, . . . , T} (5)

0 ≤ PMotors(t) ≤ Pmax
Motors(t) ∀t ∈ {1, . . . , T} (6)

0 ≤ PBuy(t) ≤ Pmax
Buy(t) ∀t ∈ {1, . . . , T} (7)

0 ≤ PSell(t) ≤ Pmax
Sell(t) ∀t ∈ {1, . . . , T} (8)

The present mathematical problem was solved as a linear programming optimization problem
using the “OMPR” package of RStudio® tools (www.rstudio.com). In this work, a high-performance
computer was employed to solve the optimization problem and provide the results. However, it is not
advisable to use a computer or a server to implement this decision-making approach because farms
are normally located in remote areas that lack access to computers and external servers. Therefore,
a methodology should be employed that would enable the system to perform decision making locally
in the distributed PLCs.

The DT approach is considered to be a suitable solution since it can easily be implemented in the
PLCs or any other controllers. Therefore, a DT was developed to model the proposed objective function
using the RPART package of RStudio® tools. RPART is an abbreviation for recursive partitioning,
defined as a statistical approach for multivariable analysis [34]. When RPART starts building a DT, it
chooses the most effective variable that divides the data into two parts. Afterwards, this method is
used separately for every single subsection. This process is continued until the subsections are reduced
to a minimum size or no more improvements can be made. The RPART consists of various methods
(“anova”, “poisson”, “class”, and “exp”) that can be optionally selected by the user [34]. In this paper,
the authors selected the “class” method to build the DT, whose operation is based on the classification
of data.

It should be noted that linear programming solvers (e.g., OMPR) are not considered to be a
suitable solution for this system since the system is to perform energy scheduling autonomously and
in real time using real data. To do this, linear programming solvers would have to be executed every
single time a parameter of the system changes. The RPART package provides a set of complementary
decisions using “if–then” rules that can be implemented in any type of controller, such as a PLC.
Therefore, the system can rely on those predefined rules, implemented in each distributed PLC, to
perform energy scheduling autonomously. Moreover, the optimization algorithm may be executed, and

www.rstudio.com
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it is not necessary for the system to communicate with a server or external entities during its execution.
Then, the optimization solution provided by “OMPR” is compared with the solution provided by DT
to demonstrate the superiority of DT and the accuracy of its outputs.

3. Laboratory Implementation

In this section, the developed laboratory model of the agricultural energy management system
is illustrated. All of the practical features and automation approaches of real devices and laboratory
emulators are described. The automation mechanisms for the monitoring and control of the emulators
were developed and implemented by the authors of this paper. Before implementing these automation
approaches, the emulators had to be controlled manually by a user. Each emulator in this model is
controlled and managed by the distributed PLC installed locally in the emulator. Figure 2 illustrates
the two laboratory emulators and their automation mechanisms.
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Figure 2. Automation approaches implemented in laboratory synchronous generator and electric
motor emulators for experimenting case studies.

The first emulator used in this model is the synchronous generator, hereinafter syn. gen. emulator
(Figure 2A). The second emulator is a group of induction motors, hereinafter motor bench (Figure 2B),
to emulate the irrigation system and the water pumping motor.

The syn. gen. emulator includes a 3-kW synchronous generator coupled with a three-phase
induction motor. In this model, the induction motor emulates the river turbine described in Section 2.1,
which rotates the shaft of the synchronous generator. Thus, controlling the speed of the induction
motor in the syn. gen. emulator is a process that corresponds to adjusting the depth to which the
turbine is submerged in the river. The speed of the synchronous generator affects its energy generation
level. As illustrated in Figure 2A, the PLC installed in the syn. gen. emulator controls the speed of
the induction motor as well as the amount of direct current (DC) power provided to the generator.
For this purpose, the syn. gen. emulator uses two independent analog output channels. Furthermore,
there are three relays in the syn. gen. emulator controlled through the PLC’s three digital output
channels: (1) motor relay, which is responsible for turning the induction motor on/off and the related
speed controller unit; (2) DC relay, which is accountable for connecting/disconnecting the DC power
supply to/from the synchronous generator; (3) grid relay, which is responsible for the islanded-mode
or the grid-connected mode of the emulator (in this paper, the emulator is used only in grid-connected
mode). In addition, there are two energy meters installed in the syn. gen. emulator, one in the
generator side to measure the produced power, and one in the grid side to monitor the utility grid
parameters. The PLC acquires the data from these two energy meters using an Ethernet interface, with
the MODBUS TCP/IP protocol.
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When the system intends to produce energy by means of the syn. gen. emulator, the induction
motor begins to rotate the shaft of the generator at a specific speed to achieve a frequency rate (in
this case, close to 50 Hz) in the generator. Thereafter, the PLC triggers the DC relay and connects
the DC power supply to the rotor of the generator with a nominal value of DC voltage and current
specified in the plate of the emulator. This process leads to alternating voltage (AC) in the stator side
of the generator. To connect the generator´s stator to the utility grid, the frequency of the AC voltage
in the stator should be exactly equal to the frequency of the grid. This frequency synchronization is
performed by the PLC since it is aware of the frequency rate in both sides (generator and grid sides).
For this purpose, the PLC increases or decreases the frequency of the generator by regulating the
speed of the induction motor. When the frequency has been synched in both sides, the difference in
AC voltage between the stator of the generator and the utility grid becomes minimal, that is, near to
zero. At this point, the PLC triggers the grid relay and connects the utility grid to the stator of the
generator. Henceforth, the frequency of the generator´s stator is exactly equal to the frequency of the
network (in this study, 50 Hz). While the frequency of the generator is higher than the frequency of the
network, the generator produces energy and injects the power to the utility grid with the frequency of
the network.

The second emulator utilized in this model is motor bench, as illustrated in Figure 2B). In this
emulator, there are two 1.5-kW three-phase induction motors with a constant load and one 3-kW
three-phase induction motor with variable load. The motors with constant load always have a constant
rate of electricity consumption since a load is already fixed and applied to the shaft of each motor.
However, in a 3-kW motor there is an electric brake system applied to the shaft of the motor that
enables the system to have a variable rate of loads on its shaft, so the electricity consumed by the motor
would vary. The distributed PLC installed in this emulator controls the speed of each motor separately,
as well as the electric brake ranging from 0% to 100%, using analog output channels.

In this paper, it is considered that the two induction motors with constant load model the irrigation
system of the model, and the induction motor with variable load models the water pump motor.
These assumptions have been made considering that the user is able to adjust the flow rate of the
water pumped from the river to the tank, so the electricity consumed by the water pump motor varies.
It should be noted that these assumptions are only for this specific agricultural energy management
system, and that they could vary in different models.

Regarding the RERs used in the developed system, 7.5-kW rooftop PV arrays are employed.
This PV system is not an emulator, and in fact, it is already installed in the GECAD research center
building in Porto, Portugal, where the developed system model was implemented. To merge this
PV system in the model, an energy meter was installed in the AC side of the inverter to measure the
real-time PV production and transmit the data to a local distributed PLC assigned to the PV system.
Figure 3 shows the methodology implemented for monitoring real-time PV production.
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The PV system, as well as the two emulators shown in this section, are all connected together
through an internal electricity network as shown in Figure 4. This internal electricity network consists
of three power lines, one for each resource of the system. The grid connection switchboard shown in
Figure 4 is the connection point of the power lines to the utility grid. In addition, there is a console
implemented in the switchboard showing a web-based graphical interface for monitoring the system
parameters, such as electricity market tariffs, the status of each emulator, and real-time consumption
and generation.Energies 2019, 12, x FOR PEER REVIEW  10 of 22 
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In sum, this section provided the laboratory model developed for the agriculture system.
Practical features of all the equipment and emulators have been illustrated, and the implemented
automation mechanisms have been described.

4. Case Study

This section details the case study that was conducted to validate and survey the performance
of the developed model and the energy scheduling algorithms. Figure 5 shows the electricity price
data used as input in this case study. All the profiles shown in this case study are for a complete day
(24 hours) with a 1-minute time interval (1440 periods).
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The profile shown in Figure 5 was created on the basis of the records given in the Portuguese section
of the Iberian Electricity Market (www.omie.es). In the proposed agricultural energy management
system, the electricity grid is considered as an external supplier, which supports the system whenever
the local energy resources cannot supply the electricity demand. In this case study, it is considered
that the user can also define reference price (as shown in Figure 5), so that when the electricity market
prices are cheaper than the maintenance and technical costs of the local energy resources, the system is
allowed to use electricity from the grid instead of using local resources (e.g., synchronous generator).

In addition, Figure 6A shows the total consumption and generation profiles considered in the
system, and Figure 6B illustrates the detailed consumption profiles of the irrigation motors as well as the
water pump motor. Furthermore, the level of water stored in the tank ranged from 0 to 100%, as shown
in Figure 6B. In this case study, the initial tank level was considered to be 50%. The PV production
profile shown in Figure 6A is a real profile adapted from the GECAD research center database.
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According to the information provided by Food and Agriculture Organization (FAO) [35], the best
time to irrigate crops is early in the morning and evening when the transpiration of water on the soil
surface is minimal. Therefore, in this case study it was considered that the system irrigates the crops
twice a day (as Figure 6B demonstrated), at full capacity in the morning (between 07:00 and 10:00) and
at half-capacity in the evening between (17:00 and 20:00). The water used for the irrigation is supplied
by the water tank, and the intention of the system is to maintain the tank full. Therefore, the water
pump motor is responsible for supplying the tank with water from the river at different water pumping
rates defined by the user. Table 1 shows the relation between the electricity consumption of the water
pump and the three levels of pumping capacity.

In this case study, the dashed line in Figure 6B indicates the electricity consumption profile of the
water pump motor, which depends on the pumping capacity level chosen by the user. Furthermore, the
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energy consumption of all of the irrigation and water pump motors in the system is shown in Figure 6A,
and the generation profile is the energy generated by the PV. At some periods in Figure 6A, the energy
produced by the PV can supply the demand fully. At other points, surplus energy is generated, which
will be injected into the grid. However, there are some periods during which the system consumes
more than it generates. In such periods, the use of synchronous generation, as well as the electricity
grid, should be optimized and scheduled in order to minimize the electricity costs of the system.

Table 1. Water pump motor consumption and capacity levels (CA = capacity).

Pumping Level Electricity Consumption Water Pumping Rate

1 1 kW 1
3× CA

2 2 kW 2
3× CA

3 3 kW 3
3× CA (full capacity)

In this model, DT is responsible for the optimal scheduling of the energy resources. In fact, all of
the profiles shown in Figures 5 and 6 are used as input data during the building of the DT. A large
amount of data on the different conditions within the system had to be provided to the “RPART”
package of RStudio® as a dataset in order to begin the building of the DT. For this purpose, 5 groups of
data were considered. Table 2 shows the dataset for DT.

Table 2. Characteristics of the dataset created for decision tree (DT).

Group 1 (Base) Group 2 Group 3 Group 4 Group 5

Total
Consumption Figure 6A Base × 1.2 Base × 1.1 Base × 0.9 Base × 0.8

PV Generation Figure 6A Base × 1.2 Base × 1.1 Base × 0.9 Base × 0.8

Market Prices Figure 5 Base × 1.2 Base × 1.1 Base × 0.9 Base × 0.8

Tank Level Figure 6B (tank actual level profile)

Using the data shown in Table 2, a dataset was created giving numerous possibilities for different
conditions within the system. The dataset was used by “RPART” to build the DT. The output of the
DT was a set of rules specifying the amount of energy that should be produced by the synchronous
generator to supply the electricity demand.

After the DT had been configured, the data shown in Figures 5 and 6 were used to solve the
optimization problem discussed previously in Section 2.2. These data were delivered as inputs to the
“OMPR” package of RStudio®. In the next section, the optimization solution provided by “OMPR” is
compared with the solution provided by DT to demonstrate the superiority of DT and the accuracy of
its outputs.

5. Results

This section presents all of the results obtained by the DT and the optimization problem.
Furthermore, the functionalities of the system are discussed. Thus, first the DT created by the “RPART”
package of RStudio® will be presented, and the accuracy of the tree will be discussed. Then, the DT’s
scheduling results will be compared with the optimization results of the “OMPR” package of RStudio®,
so that the performance of the DT is validated. In the final stage, the DT itself was implemented in
laboratory emulators and energy scheduling was performed for real resources, yielding real results.

5.1. Decision Tree Accuracy

The accuracy of the results of a DT is dependent on a series of factors, such as the nature of the
input data, the vastness of the dataset, the calculation methods, etc. In fact, whenever the number of
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splits in a DT increases, the DT becomes more complex and precise. Figure 7 illustrates the created DT
using the dataset shown in Table 2. The consumption and the PV values represented on the DT are in
kW, market prices are in EUR/kWh, and the tank level ranges between 0 and 100%.Energies 2019, 12, x FOR PEER REVIEW  13 of 22 
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The type of DT shown in Figure 7 is a classification tree (CART—classification and regression
tree) that is employed to predict a qualitative response. In the classification tree, the training dataset
is broken down into smaller subsets until the DT reaches an optimal level with a low error rate.
Furthermore, the classification tree provides several decision paths based on the provided training data.
The system employs these paths to predict that each piece of data can be placed in the most related
category. Each node of the DT shows the utilized variables and thresholds employed for classification.
The terminal nodes include the predicted solution in that node. In this system, the final result of the
DT (terminal nodes) is the amount of power (in kW) that should be produced by the synchronous
generator. The decision rules employed in this DT are presented in Table 3.

All the variables used in the DT have an importance rate, and as shown in Table 3, consumption is
the most important variable. More specifically, Figure 8 illustrates the importance of each predictor
variable in the DT, scaled to sum to 100%.
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Table 3. Employed decision rules to produce the DT.

Decision Rules Sync. Gen. Emulator

(1) IF Consumption < 4.3 AND PV >= 1.50 0

(2) IF Consumption < 4.3 AND PV < 1.50 AND Tank
Level < 50 0

(3) IF Consumption < 1.1 AND PV < 1.50 AND Tank
Level >= 50 AND Market Price < 0.15 0

(4) IF Consumption is 1.2 to 4.3 AND PV < 1.50 AND
Tank Level >= 50 AND Market Price < 0.15 0

(5) IF Consumption >= 4.3 AND Market Price < 0.15 0

(6) IF Consumption is 1.2 to 2.1 AND PV < 1.50 AND
Tank Level >= 79 AND Market Price >= 0.15 0.25

(7) IF Consumption is 1.2 to 2.1 AND PV < 1.50 AND
Tank Level is 72 to 79 AND Market Price >= 0.15 0.5

(8) IF Consumption is 1.1 to 1.2 AND PV < 1.50 AND
Tank Level is 50 to 67 1

(9) IF Consumption < 1.1 AND PV < 1.50 AND Tank
Level >= 50 AND Market Price >= 0.15 1

(10) IF Consumption is 1.1 to 1.2 AND PV < 1.50 AND
Tank Level >= 67 1.25

(11) IF Consumption is 1.2 to 2.1 AND PV < 1.50 AND
Tank Level is 50 to 72 AND Market Price >= 0.15 2

(12) IF Consumption is 2.2 to 4.3 AND PV is 0.14 to 1.50
AND Tank Level >= 50 AND Market Price >= 0.15 2.25

(13) IF Consumption is 2.1 to 2.2 AND PV < 1.50 AND
Tank Level >= 50 AND Market Price >= 0.15 2.25

(14) IF Consumption is 2.2 to 4.3 AND PV < 0.14 AND
Tank Level >= 50 AND Market Price >= 0.15 2.5

(15) IF Consumption >= 4.3 AND Market Price >= 0.15 3

Table 4 shows the pruning from the “RPART” algorithm for the developed DT. In this table, each
row specifies the depth of the tree and the calculations that correspond to that level. In fact, the number
of splits in each level is increased until the algorithm reaches an optimal level with a low error rate.
Moreover, in Table 4, the relative error indicates the prediction error of the data that was used to
make the tree, and the cross-validation error is the amount of error produced by the “RPART” built-in
cross-validation. In addition, CP stands for complexity parameter, which is a value in each depth
of the tree used to perform divisions in the nodes until the relative error decreases to a desired rate.
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In other words, CP controls the size of the tree and chooses the optimal tree size. Moreover, CP α
determines how the cost of a tree R(T) is affected by the number of terminal nodes |T|, which results in
a standardized cost Rα(T) [36]. In Equation (9), a larger amount of α results in small trees and potential
underfitting, and small α results in larger trees and potential overfitting. The process of CP calculation
is clearly illustrated in Figure 9.

Rα(T) = R(T) + α|T| (9)

In fact, Figure 9 shows a summary of the computation process based on the relative error and
CP in order to calculate the most optimal size of the tree. The dashed line in Figure 9 is a certain rate
of relative error that the algorithm should reach to compute the most optimal results. More simply,
the point at which the two lines in Figure 9 have crossed each other is the most optimal size of the tree,
which in this case is 15 terminal nodes.Energies 2019, 12, x FOR PEER REVIEW  15 of 22 
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Table 4. Pruning table of DT to indicate the errors in each level of the tree.

Level Complexity
Parameter

Number of
Splits Relative Error Cross-validation

Error
Standard

Deviation Error

(1) 0.169397 0 1.0000 1.0000 0.001366

(2) 0.081906 1 0.8306 0.8306 0.001307

(3) 0.075205 5 0.4866 0.4867 0.001089

(4) 0.053611 6 0.41139 0.41171 0.001019

(5) 0.045048 7 0.35778 0.3581 0.000961

(6) 0.034624 8 0.31273 0.31305 0.000907

(7) 0.026061 9 0.27811 0.27832 0.000862

(8) 0.015637 11 0.22599 0.22614 0.000785

(9) 0.014892 12 0.21035 0.20908 0.000758

(10) 0.011914 13 0.19546 0.19559 0.000735

(11) 0.01 14 0.18354 0.18368 0.000714

To summarize, the process of building a DT has been outlined, and detailed information has been
given regarding its errors. In this section, we explored how it is possible to increase the accuracy of
the results obtained by the DT. The output results of the DT (terminal nodes) will be compared with
another optimization method to validate its performance.
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5.2. Energy Scheduling Results

In this section, the energy scheduling results of the optimization algorithm as well as the developed
DT are outlined and compared. The mathematical formulations shown in Section 2.2 were used to
present the optimization problem, which was then solved by means of linear programming with
the “OMPR” package of RStudio®. The energy scheduling results using the optimization algorithm
are shown in Figure 10A. Furthermore, the DT and its decision rules shown in Section 5.1 were also
implemented in RStudio®, and the energy scheduling results using DT were acquired, as illustrated in
Figure 10B.

By comparing Figure 10A,B, it can be concluded that the developed DT results are very similar
to the scheduling results of the optimization algorithm. This can prove the performance of the DT
and its decision rules since the system can operate in an optimal way using the developed DT. In both
scheduling results shown in Figure 10, PV production is the first source of energy for the supply
of the demand, and then the system regulates the output of the synchronous generator to supply
the remaining energy needs. In periods of high consumption, the energy supplied by the PV and
the synchronous generator is not enough and the system purchases energy from the electricity grid.
However, there are several periods in which the PV generation is higher than the consumption rate, so
the system injects the surplus energy into the electricity grid. It should be noted that the DT is only
applied in the system when the consumption and generation rates are higher than zero since there is
no need to apply the scheduling when these two rates are equal to zero.
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In some periods of the scheduling shown in Figure 10, the system purchases energy from the
utility grid instead of using a synchronous generator. This is because in these specific periods, the
electricity market prices are cheaper than the reference price defined by the system user. This reference
price is calculated according to the service and maintenance costs of the synchronous generator and its
river turbine. In other words, if the system recognizes that the market price in a period is cheaper than
the maintenance costs of the synchronous generator, it purchases energy from the utility grid and stops
the synchronous generator. The same is not true for the PV resource because PV arrays are always
able to produce electricity with little or no maintenance cost. To compare the scheduling results in
more detail, Figure 11 shows the energy scheduling results for the synchronous generator. In most of
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the periods in Figure 11, the differences between the two profiles are not significant. Therefore, it is
concluded that the system can rely on the DT to perform the optimal scheduling of the resources.
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5.3. Actual Measurements

This section demonstrates the performance of the agriculture system in the laboratory. All the
equipment presented in Section 3 was employed to implement energy scheduling, acquire real results,
and test the behavior of each laboratory emulator. In this regard, a 10 minute-cycle was selected
between period #300 and #600 of the case study, each period having a duration of 2 seconds in real
time. In some experimental results shown in this section, the cycle lasted more than 10 minutes due to
the emulator’s technical features.

Figure 12 shows the first experimental results of the syn. gen. emulator. In Figure 12, the setpoints
are the scheduled values that the PLC specified to be produced by the synchronous generator to supply
the consumption of the system. The real measurement profile consists of the information acquired
from the emulator (absolute amount of generated energy), which is measured by the energy meter of
the emulator and monitored by the local PLC.
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The instabilities of the emulated profile demonstrated in Figure 12 are because of the technical
and practical features of the system, such as electrical grid conditions and voltage variations. The PLC
is responsible, in this regard, for the control of the rate of generation and for ensuring it is stable and
close to the setpoint. Furthermore, the slow response time of the sync. gen. emulator creates a gap
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between the expected and real results. In fact, this is one of the most important aspects of emulation
and laboratory experiments; they reveal the practical features and technical issues of each model.

Regarding the consumption emulation of the agriculture system, Figure 13 illustrates the
consumption profiles emulated by the motor bench. As shown in Figure 13, the critical moments in
this emulation are those where the irrigation motors start operating. In these moments, the motors
lead to some instabilities in the system for a short period of time. By comparing Figure 13A,B, it can be
concluded that the emulated consumption profile of the two irrigation-related motors is smoother than
the water pump motor. This is due to the constant loads applied to the shafts of the irrigation motors
in the emulator. In the water pump motor, the PLC should adjust the rate of load applied to the motor
shaft, and this causes some variations in consumption rate.

Furthermore, Figure 14 shows the whole consumption profile produced during the emulation of
the system as well as the power that was supplied by the utility grid during the emulation. All resources
were operated in a grid-connected mode in this laboratory experiment, and the electricity network was
considered as an external supplier that supports the system when the local energy resources cannot
supply the electricity demand.
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As Figure 14 shows, while all the electrical motors of the system (irrigation and water pumping)
operate at full capacity, the local energy resources (PV and synchronous generator) are not able to
supply the demand, so the rest of consumption is supplied by the electricity network.

5.4. Cost Comparison

The final results involve the comparison of cost. For this purpose, the overall costs of the system
were calculated for three different scenarios: (1) without using any RERs and decision making; (2) using
RERs and the optimization algorithm for decision making; (3) using RERs and the developed DT.
The market prices shown in Figure 5 were considered as the cost of purchasing energy from the utility
grid. The cost of selling energy (injecting generation surplus) to the main grid is considered to be
0.0522 EUR/kWh according to the Portuguese regulations—Article 24 of [37,38]. The results of the cost
calculations are shown in Table 5.

Table 5. Cost calculation during the proposed case study.

Scenarios Features Daily Cost (EUR)

(1) No RERs
No Decision Making 5.752

(2)
With RERs
With Optimization
Algorithm

–0.085

(3) With RERs
With DT –0.117

As can be seen in Table 5, the use of RERs contributes significantly to the reduction of daily
electricity costs. The system profits from the surplus energy injected into the utility grid. Thanks to
employing RERs on the demand side, electricity consumers take on the role of prosumers who also
produce electricity. Furthermore, the use of the DT approach leads to slightly greater cost reductions
than those achieved by the optimization algorithm. This is because the DT’s scheduling was more
optimal than that of the optimization algorithm.

The profit obtained in scenario (2) comes from the surplus PV energy generation; since the tank
was already full, the energy was injected into the grid. In scenario (3), additionally, the DT’s scheduling
decisions involve some error. Some energy from the synchronous generator was sent to the grid when
this was not optimal.

6. Conclusions and Future Lines of Research

The world’s population is increasing on a daily basis, as a result ensuring agricultural sustainability
is more important than before. It is essential to improve energy efficiency in this sector, and we need
more automation mechanisms that are compatible with the new concepts of the power system, such
as smart grids and demand response programs. In addition, renewable energy resources are easy to
access in rural areas and have minimal environmental consequences.

In this paper, an energy-scheduling model was proposed and a case study was conducted to test
its viability. Hydropower and renewable energy resources were considered in the model to supply
the electricity demand of the farm. Some automation mechanisms were proposed and described in
this paper, which were been implemented in real laboratory devices and machines for modelling the
consumption and generation of the proposed agriculture system. Furthermore, a decision tree was
presented for optimal energy scheduling in the system. The DT was also implemented in a laboratory
model to test its performance. In this way, the system was able to minimize its dependence on the
utility grid since it could supply the electricity demand with the locally produced energy using a
photovoltaic unit and a hydropower turbine.
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The system was tested and validated in a realistic scenario, with its energy scheduling performance
examined as well as the technical and practical capabilities of the developed model. Real data were
used for some of the system aspects; real data on energy resources were used in the development of
the decision tree. Furthermore, the precision errors of the system were calculated. In the final stage,
the technical behaviors of the emulated agricultural energy scheduling model were discussed.

The results of this paper show that the operation of the decision tree approach is acceptable
since it can schedule the use of energy resources in an automated offline mode with no need for
an external server or machine for the complex computational algorithm. This is a very important
factor in practice since most farms are located in remote areas that lack access to the internet or any
high-performance computing machines. Moreover, the practical results of the paper showed a gap
between the expected and the real results. This is the main advantage of laboratory experiments—they
make it possible to identify practical features and reveal the technical issues of each model, which
mostly remain hidden during the phases of theoretical study and simulation. Therefore, laboratory
implementation and experiments are essential when validating the performance of any system under
practical challenges, such as device response time and electricity network conditions, namely voltage
variations and frequency instabilities.

In a future work, it is intended to develop and integrate an autonomous approach to determine
optimal irrigation periods using field data, such as soil moisture level, evapotranspiration of crops,
precipitation, etc. In this way, the system will not only be able to optimize the use of water in the
irrigation process, but it will also be able to optimize and reduce the overall operational costs associated
with energy consumption. Forecasting will also be utilized to predict critical parameters (i.e., energy
consumption and generation, solar radiation, precipitation, etc.), improving the efficiency of the model.
Further lines of research can go beyond model emulations, focusing on the implementation of the
model in real scenarios and testing other optimization techniques, such as particle swarm optimization.
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Abstract: Demand response and distributed generation are key components of power systems.
Several challenges are raised at both technical and business model levels for integration of those
resources in smart grids and microgrids. The implementation of a distribution network as a test bed
can be difficult and not cost-effective; using computational modeling is not sufficient for producing
realistic results. Real-time simulation allows us to validate the business model’s impact at the technical
level. This paper comprises a platform supporting the real-time simulation of a microgrid connected
to a larger distribution network. The implemented platform allows us to use both centralized and
distributed energy resource management. Using an optimization model for the energy resource
operation, a virtual power player manages all the available resources. Then, the simulation platform
allows us to technically validate the actual implementation of the requested demand reduction in the
scope of demand response programs. The case study has 33 buses, 220 consumers, and 68 distributed
generators. It demonstrates the impact of demand response events, also performing resource
management in the presence of an energy shortage.

Keywords: demand response; distributed generation; microgrid; real-time simulation

1. Introduction

The increment on the penetration of the distributed generation (DG) resources encounters the
current power grid with management and reliability challenges [1]. For overcoming these issues,
the entire power network can be distributed into several small power grids, which are the sub set
of the main power network. This solution is attainable via the concepts defined in smart grids, such
as microgrids [2]. The microgrid refers to a group of DG units, renewable energy resources (RERs),
and the local loads that can rely upon the main distribution network [3]. Basically, the RERs consist of
photovoltaic (PV) systems and wind turbines [4].

The real-time measurements of different nodes of a microgrid are an essential issue for managing
and controlling the grid through both the centralized and distributed methods. This can be released
by phasor measurement units (PMU). The PMU are synchronized time based instruments, which
collects highly precise phasor data of the power system [5]. The PMU plays a key role in the real-time
monitoring of the smartgrids and microgrids that utilizes the global positioning system (GPS) to
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provide the concurrent measurements [6]. Typical PMU devices are able to provide 30 samples per
second [7]. This enables the grid operator to be informed from the synchronized time based voltage
and current phasor measurements in different nodes of the grid, in order to control and manage the
power stability and delivery [8].

Additionally, if the DG resources are integrated with demand response (DR) programs, the
microgrid conceptions can be fully addressed. DR programs are defined as altering the electricity
consumption profiles based on the incentives payment provided by the network operator due to
technical reasons or economic purposes. Incentive-based and price-based are two major classifications
of DR programs [9]. In this context, virtual power players (VPPs) play a key role for aggregating the
DG and DR small size resources, in order to be used in electricity markets as a large scale resource [10].

In order to control and manage the resources available in the microgrid, two main methods can
be proposed: centralized and distributed control. In the centralized control method, a powerful central
controller unit is responsible to manage and control the microgrid, where communication between this
unit and each single component of the network is required [11]. However, in the distributed control
method, the decisions take place locally and are based on the real-time information exchanged by the
network components [12]. Both methods have several advantages and disadvantages. For example, the
centralized control requires high initial cost and needs a widespread scheming; however, it provides
better efficiency. In the meantime, the centralized network can be implemented step by step from the
bottom levels to the top levels [13].

This paper presents the development and implementation of a real-time microgrid simulation
platform managed by centralized and distributed controlling decision support. In this platform it
is attempted to provide a realistic microgrid implementation using real and laboratorial hardware
equipment. The microgrid players included in this platform consist of two renewable DG units
(PV and wind turbine), and a low and a medium consumer load (laboratorial equipment), which are
connected to each other as well as the main power grid through four power lines. The local demand
of the microgrid can be supplied from the energy provided by the DG and the grid as well. For the
centralized control method, a real-time simulator model has been employed in order to manage the
system, and for the distributed control manner, a local controller is associated for each player in order
to perform the decision making locally and achieve the microgrid goals.

There are several related research works, which implemented and surveyed the microgrid models
based on centralized or distributed decision support. In [13], the authors examined two implemented
microgrid topologies, one centralized and one distributed model, which combine solar panels and
batteries for 20 residential houses. In [14], the authors provided an optimal solution for dispatching of
the local resources in the medium voltage (MV) microgrids that temporary or permanently operate
in islanded mode. In the optimization problem, they considered that all the power produced by
renewable generators (PV and wind) is used, in order to minimize the microgrid operation costs
as well as the pollutant emissions of the programmable generators. In [15], a new distributed
controlling method was proposed for secondary frequency and voltage control and stability in a
microgrid while it is operating in islanded mode. In this method, the authors utilized localized data
as well as nearest-neighbor communication to implement the secondary control operations while
there is no necessity of information about the loads and microgrid methodology. In [16], a unified
controlling method is addressed for the cooperation of distributed energy resources (DERs) and the
DR to support the voltage and frequency of an islanded microgrid in which it minimized the overall
operation costs of the grid through an optimization problem. In the proposed algorithm, the frequency
deviation was considered as a new state variable in the model. In this way, the model enables us to
calculate the required set points for the DERs and the amount of power that should be curtailed by the
controllable loads available in the grid. In [17], a simulation based analysis of dynamical behavior of a
residential DC microgrid laboratory setup in distributed and centralized voltage control configurations
is presented. In [18], the authors described the control algorithm of a utility connected microgrid, based
on independent control of active and reactive power and operating in centralized and distributed
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operation mode. In addition to these works, a significant number of published works have been
focused on the multi-agent based and distributed control models for the energy management of the
microgrids [19–21].

There are a lot of laboratories and test beds implemented for development and validation of
the capabilities of smartgrids and microgrids by utilizing the real-time simulation facilities [22].
Austrian Institute of Technology (AIT), Vienna, Austria, includes three configurable three-phase
low-voltage grids and the real-time simulation with hardware-in-the-loop (HIL) setups in order
to experiment with the real-time simulation platform for advanced power-HIL and controller-HIL
analysis, and the validation of energy management systems and distribution supervisory control and
data acquisition (SCADA). OFFIS—Institute for Information Technology, Oldenburg, Germany has
an automation laboratory, which includes OPAL-RT simulator for executing a highly detailed and
dynamic power grid. The OFFIS utilizes this laboratory for centralized and decentralized controlling
methods and parallel simulation. Laboratoire de Genie Electrique de Grenoble, Grenoble, France,
includes a real-time power-HIL simulation laboratory equipped with two real-time multiprocessors
digital simulators. This enables them to focus on power system protection relays, testing different
types of equipment, namely wind turbine emulator and hydro turbine, and testing the industrial
converters for PV systems. Commissariat A L’energie Atomique et AUX Energies Alternatives, France,
has a microgrid platform including several renewable and conventional generators, energy storage
systems, controllable loads, and electrical vehicles. The main core of this platform is a HIL simulator,
which enabled the facility to validate and examine the microgrid operation and protection, voltage
and frequency control, energy storage systems management etc. Distribution Network and Protection
Laboratory, Glasgow, UK, consists of a three-phase power grid including several multiple controllable
voltage supplies, flexible and controllable loads. There are several real-time simulators in this
laboratory, which are utilized for surveying protection concepts, automation equipment, and new
solutions for distributed power system control.

The main objective of the present paper is to develop and implement a real-time microgrid
simulation platform using several real and laboratorial hardware equipment. Such a platform
supports real-time simulation skills and HIL means in order to address the validation of demand
response and distributed generation optimization. A microgrid accommodates such resources and is
managed by a VPP that aims at minimizing the operation costs, using both distributed and centralized
control methods. An upstream network is modeled in MATLAB/Simulink, using mathematical
and non-physical models. The use of real-time simulation and HIL scenarios brings the ability
of controlling and managing the real resources from the simulation environment with non-real
management scenarios, such as optimization models.

The problem statement is related to how a microgrid business model can be examined and
validated in terms of management and control, before massive implementation. Implementing a
completely realistic microgrid model only for testing and validating, would not be a cost-effective
solution. Furthermore, it would not be available for everyone, since only a limited number of
companies or research institutes could be equipped with that type of test bed. The microgrid platform
designed in this paper is flexible in terms of controlling methods and is up to the operator to choose.

In this way, namely when comparing with [23], the contribution of the present paper relies on the
presented approach that integrates all the above referred aspects of the work, namely with improved
aspects as the optimization of resource use.

In both centralized and distributed control methods, the different nodes of the microgrid
(accommodating consumers and generators) will be measured through the several energy meters
mounted on the various locations of the grid. The sampling period of these energy meters are
one sample per second, which have enough accuracy for optimization problems and DR program
applications, and the high precision measurement devices, such as PMUs, may not be required for these
kinds of applications. This microgrid is also able to be configured in islanded or grid-connected mode.
Since the energy transaction between the microgrid and the main grid is considered, the autonomous
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mode is out of the focus of the paper. Another topic out of the present work focus is the market
congestion in the connection of the microgrid with the upstream network. It is not included on the
economic model since the main focus is given to minimize microgrid operation costs. The considered
VPP is selling electricity in the market and the network has enough capacity for the energy transactions.

This paper is structured as follows: after this introductory section, the development and
implementation of the proposed microgrid simulation platform is described on Section 2. Then,
a case study is defined and executed with the presented model in Section 3 and its results are described
in Section 4. Finally, Section 5 clarifies the main conclusions of the work.

2. Real-Time Microgrid Simulation Platform

This section describes the real-time implementation of a microgrid simulation platform based on
two controlling methods: centralized and distributed. This system has been implemented in GECAD
laboratory [24]. In this model, several laboratorial hardware resources have been employed in order
to simulate a realistic microgrid. The present model is designed and implemented in a way that the
controlling methods can be selected by the user/operator. This enables the operator to choose the
centralized or distributed control method, depending on its application.

Since the proposed system employs the real-time simulator as well as several real hardware
equipment, it enables the systems or platforms that include network simulation models to use the
real data in their simulation models. Therefore, the present microgrid model will be used as a
part of a network simulation model used by DR program simulation platform developed in [25],
called SPIDER—simulation platform for the integration of demand response. This platform has
been designed to widely support the decision-making for different types of network players, which
are involved in the DR programs. As a general description of SPIDER, it surveys and specifies the
data-mining methods, which are appropriate for the consumers who intend to participate in DR
programs. Data-mining algorithms are applied in the module “model optimization” (with orange
highlights in Figure 1). In fact, this module includes several types of algorithms for DR implementation,
such as the energy resource optimization, data-mining for aggregation of resources, forecasting online
tools, etc. For example, if data-mining is applied, whenever a new scenario is computed in the
simulation, the system automatically includes the scheduling of resource results as input to the
aggregation of the resources. After the data-mining is computed, the simulation proceeds to step
“4” (as can be seen in Figure 1). A data-mining algorithm used for energy resource aggregation and
remuneration can be found in [26].

SPIDER is an essential instrument for validating and analyzing the business and economic aspects
of the DR programs, and surveying their influence in the electricity network. For this purpose, SPIDER
uses MATLAB/Simulink [27] tools in order to simulate the basis platform for the grid simulation.
Figure 1 illustrates the overall view of the SPIDER simulation platform with the proposed microgrid
simulation configuration using the centralized control method. In this system, several softwares have
been employed in order to exchange data between different sections.

The platform starts the process from network simulation in Simulink; afterward, JAVA application
programming interface (API) is used in order to transmit the information of the network simulation
to the optimization block. Then, TOMLAB [28] tool is used for the optimization in the SPIDER, and
its optimization results transfer to the network simulation block using JAVA API as well. Full details
about the SPIDER and its infrastructures can be found in [25].

The microgrid model proposed in this paper has been demonstrated in the top of the Figure 1, as
depicted by green color. The model includes four nodes; two nodes dedicated for the consumers, and
the other two devoted to renewable DG units. This microgrid has the capability of supplying the local
loads by its own DG units, and transacts energy with the main grid in order to feed the loads in the
moments that there is not enough generation from the energy resources. In addition, it can inject the
excess of the produced power to the main gird.
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Figure 1. Proposed microgrid configuration for the simulation platform for the integration of demand
response (SPIDER) simulation platform implementation.

As can be seen in the top of Figure 1, there are four switches; one for each player, which enables
the microgrid operator to select the controlling method. If the centralized controlling method is
selected, the central controller unit is responsible for managing the network players and controlling
the consumption and generation of the resources. For this purpose, the central controller transmits the
controlling commands to each player by using independent communication channels line. However, if
distributed control method is selected, the central control unit is eliminated and the local controllers
manage the network by transmitting and sharing information between each other. It should be noted
that the status of all switches should be equal (all centralized or all distributed). The following sub
sections describe how the microgrid is controlled by the centralized and the distributed methods.

2.1. Centralized Control Model

In this section, the central controller unit, network players, and the controlling methods, will be
explained. The microgrid model proposed in this section is an improved and reformed version of the
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model proposed in [23]. In the previous work, there were low and medium consumer units playing the
role of residential and small commerce facility consumers, and a wind turbine emulator playing the
role of a home-scale wind turbine. However, in this paper, a 7.5 kW PV system and four power lines
have been added to the system in order to implement a comprehensive laboratorial microgrid model.

Figure 2 presents the centralized microgrid control model proposed in this paper. As can be
seen, the central controller unit is located at the top of the model and the other network players are
connected to this unit. This unit is OP5600, the real-time simulator machine [29], a powerful instrument
to produce real-time simulations even with a high complexity degree while enabling HIL. OP5600 is
based on the MATLAB/Simulink and indeed it runs the Simulink models in real-time. Additionally,
there are several Digital/Analog I/O slots embedded on the OP5600, which enable the user to control
real hardware devices from Simulink models and also receive feedback. This is how HIL integrates the
real data with the Simulink models.

Energies 2017, 10, 806  6 of 14 

 

2.1. Centralized Control Model  

In this section, the central controller unit, network players, and the controlling methods, will be 
explained. The microgrid model proposed in this section is an improved and reformed version of the 
model proposed in [23]. In the previous work, there were low and medium consumer units playing 
the role of residential and small commerce facility consumers, and a wind turbine emulator playing 
the role of a home-scale wind turbine. However, in this paper, a 7.5 kW PV system and four power 
lines have been added to the system in order to implement a comprehensive laboratorial  
microgrid model. 

Figure 2 presents the centralized microgrid control model proposed in this paper. As can be 
seen, the central controller unit is located at the top of the model and the other network players are 
connected to this unit. This unit is OP5600, the real-time simulator machine [29], a powerful 
instrument to produce real-time simulations even with a high complexity degree while enabling 
HIL. OP5600 is based on the MATLAB/Simulink and indeed it runs the Simulink models in 
real-time. Additionally, there are several Digital/Analog I/O slots embedded on the OP5600, which 
enable the user to control real hardware devices from Simulink models and also receive feedback. 
This is how HIL integrates the real data with the Simulink models. 

 
Figure 2. Centralized microgrid model architecture. 

The other network players consist of a 4 kVA and a 30 kW load playing the role of low and 
medium consumer units, and a 1.2 kW wind turbine emulator and a 7.5 kW PV system as DG units 
in the microgrid. All of these network players were not operating automatically in their factory 
configuration. However, several automation projects have been implemented on them, in order to 
control and manage them remotely and automatically [23,30]. For concentrating on the innovative 
perspectives of the model, only the most related sections of the system are described here. 

As shown in Figure 2, the first DG unit is referred to the 1.2 kW wind turbine emulator. This 
emulator consists of an inductive three-phase generator coupled with a three phase asynchronous 
motor with variable speed. The speed controller unit allows the variation of the wind speed and 
consequently the speed variation of the wind turbine rotor. This emulator is controlled through the 
analog outputs of the OP5600 (Simulink). 

The second DG unit is a 7.5 kW PV system, which is already installed on the GECAD laboratory 
and currently is producing energy. For acquiring and monitoring the real-time generation data in 
OP5600 and Simulink model, Modbus/TCP (transmission control protocol) protocol has been used. 

Figure 2. Centralized microgrid model architecture.

The other network players consist of a 4 kVA and a 30 kW load playing the role of low and
medium consumer units, and a 1.2 kW wind turbine emulator and a 7.5 kW PV system as DG units
in the microgrid. All of these network players were not operating automatically in their factory
configuration. However, several automation projects have been implemented on them, in order to
control and manage them remotely and automatically [23,30]. For concentrating on the innovative
perspectives of the model, only the most related sections of the system are described here.

As shown in Figure 2, the first DG unit is referred to the 1.2 kW wind turbine emulator.
This emulator consists of an inductive three-phase generator coupled with a three phase asynchronous
motor with variable speed. The speed controller unit allows the variation of the wind speed and
consequently the speed variation of the wind turbine rotor. This emulator is controlled through the
analog outputs of the OP5600 (Simulink).

The second DG unit is a 7.5 kW PV system, which is already installed on the GECAD laboratory
and currently is producing energy. For acquiring and monitoring the real-time generation data in
OP5600 and Simulink model, Modbus/TCP (transmission control protocol) protocol has been used.

The third node is related to the 4 kVA load, the low consumer player of the microgrid, which plays
the role of a domestic consumer in the microgrid. This load includes three independent sections of
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resistive, inductive, and capacitive. The automation process was focused on the resistive part. In the
factory setting, it had a steering connected to a gauge in the resistive section, which enables the user to
increase or decrease the consumption of the load. Currently, a programmable logic controller (PLC)
connected to a 12 V DC motor controls the resistive gauge. This enables the 4 kVA load to receive the
desired amount of consumption from OP5600 through Modbus/TCP communication protocol, and to
adjust its consumption based on the received value.

The last node is connected to the 30 kW load, the medium consumer player of the microgrid that
represents the consumption of a small commerce. By default, it had an integral control panel equipped
with several selector switches, which enables the user to control the consumption. However, in order
to control this unit automatically, four relays have been mounted on the load and are connected to the
digital output of the OP5600. Therefore, the central controller unit is able to control the consumption
of this resource through the Simulink model.

The power lines is the section that is not included in the previous microgrid model, and is
proposed in this paper. As can be seen in Figure 2, there are four power lines that connects each node
of the microgrid to the main power network. In each line, there is a circuit breaker and an energy
meter. The circuit breakers are connected via digital output channels of the OP5600, and it enables the
user to interrupt the line and disconnect the resource from the main grid through the Simulink model.
Furthermore, the energy meters measure the power flow in the lines and transmit the real-time active
power data to the Simulink model using Modbus/TCP protocol.

The existing platform can be improved in order to accommodate transient and stability studies
which would require the use of PMUs instead of energy meters. In fact, the existing meters in
the platform provide acceptable accuracy and sampling per second; however, it doesn’t allow the
synchronizing of measurements by GPS.

2.2. Distributed Control Fashion

As it was shown in Figure 1, there are four switches for the microgrid players where the user can
choose how the microgrid be controlled. Figure 3 illustrates the microgrid distributed control method.
In this condition, the central controller unit (OP5600) will be excluded from the microgrid point of
view, and the local controllers manage the network.
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In distributed control, there are five main players: a residential player, using a 4 kVA controllable
load; a commercial player, using a 30 kW controllable load; a line operator player, that controls
the power lines; a PV DG player; and wind DG player. A PLC is dedicated for each player.
This enables the microgrid to accomplish decision making locally and communicate with other
microgrid players, through TCP/IP (internet protocol) communication protocol, to achieve the
microgrid’s goals. The players are responsible for constantly exchanging messages in order to report
their latest status in the network.

The microgrid players have dedicated PLCs with several Digital/Analog I/O slots used for
their control and management. Residential player uses digital output slot to control the load motor.
The commercial player is equipped with digital output slot in order to control the relays, and wind
DG player employs an analog output slot for controlling the speed variation of the wind turbine
rotor, and finally the line operator player uses the digital output slot to control the status of the circuit
breakers of the lines.

The main task of the residential and commercial players are to control and adjust their
consumption based on the overall system’s goals. Furthermore, the PV DG player contains the data
regarding the PV production and is accountable for informing the other agents with the latest value of
the PV generation. Meanwhile, the wind DG player undertakes requesting the wind speed data from
an external resource, such as a local weather station, and generates power depending on the received
wind speed value. Finally, there are two main objectives for the line operator player since it contains all
of the energy meters and the circuit breakers employed in the power lines. As mentioned, the first goal
of the line operator player is to supervise the circuit breakers in the power lines. The second purpose
is to request the real-time amount of the active power measured by the energy meter of each power
line and transmit them to the other players. In this way, the other players, namely residential player,
commercial player, and wind DG player, will be aware of their real-time amount of consumption
or generation.

In the distributed control method, adaptability of the system is improved compared with the
centralized control, since the response time to any changes is reduced. Furthermore, the distributed
control method brings reconfigurability and flexibility features to the overall microgrid. Suppose that,
in a simple way, the PV DG player transmits a signal to the other players saying that its instant amount
of generation changed to 4500 W. The wind DG player also broadcasts a message saying that there is
wind generating energy. Therefore, the line operator player responds to the wind DG player that their
current output generation is supposedly 500 W. In the meantime, the residential and commercial player
reply that they are consuming energy with a certain value, and the line operator player broadcasts
their total amount of consumption, which is, supposedly 9500 W. Therefore, the microgrid supplies
the rest of the required power from the power grid; hence, there is not enough energy production by
DG units.

3. Case Study

In this section, a case study is presented and implemented by the microgrid model provided in
this paper in order to test and validate the system capabilities. In this case study, it is considered that
the user intends to use the centralized microgrid control model.

Figure 4 represents a 33 bus distribution network, including 220 consumers and 68 DG units.
The distribution network was implemented MATLAB/Simulink, being compatible with OP5600.
The microgrid model is a node connected to bus #10 of this network. Furthermore, the Simulink model
developed in OP5600 for real-time controlling of the microgrid players is shown in Figure 4.

In this case study, we consider that a VPP owns the microgrid and its resources containing the
consumers (with or without DR programs), and the energy generators. Therefore, the VPP aggregates
the DG and DR resources since in the proposed microgrid they are considered as small size resources.
Additionally, the VPP is capable to transact energy to the main grid, which means it can absorb energy
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while it has high demand and low generation, or inject power to the grid while it has more generation
than consumption. This enables the VPP to have active participation in the electricity markets.Energies 2017, 10, 806  9 of 14 
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VPP also can define several DR programs for the microgrid consumers in order to reduce or shift
the consumption to one or more specific periods based on incentives and/or the prices offered to them.
Technical or economic reasons can also be the motivation for the VPP to define DR programs. While
the DR programs defined reduction or shifting, the VPP can use an optimization for the generation and
demand resources in order to economically make a decision and execute the load shifting scenarios.
The number of DR programs that VPP executed is a fundamental matter, which should be taken
into account.

The shifting periods in this model are the amount of power that can be shifted from a period to
other periods. Additionally, the number of periods that the shifted consumption will be entered, and
also the amount of load reduction, which will not be shifted, should be considered.

The optimization problem used in this paper for the VPP has been adapted from [31], and only
the most applicable information has been mentioned in this part. The objective function of this
optimization is to minimize the operation costs of the VPP, considering the generation and shifting
costs in each period t for all periods in the defined time horizon T. Equation (1) demonstrates the
objective function of the optimization problem. The constraints of the model include:

• Balance equation containing the DR balance in each period of t, the energy production, and the
consumption demand, which contains the shifted load from period t to period i, and the incoming
consumption in period t shifted from period i. This is represented in Equation (2);

• The maximum DR capacity considering the consumption reduction executed in period t, which
can be shifted to period i after or before t, presented in Equation (3).

• The maximum generation capacity limit in each period t, performed by Equation (4).
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Minimize

OC =
T
∑

t=1

[
PDG(t) × CDG(t) +

i≤t+I
∑

t−I≤i
PDR(t,i) × CDR(t,i)

]
(1)

Load(b,t) −
i≤t+I

∑
t−I≤i

PDR(b,t,i) +
i≤t+I

∑
t−I≤i

PDR(b,i,t) − PDG(b,t) =

B
∑

j=1
V(b,t) ·V(j,t) ·

[
G(b,j) · cos

(
θ(b,t) − θ(j,t)

)
+ G(b,j) · sin

(
θ(b,t) − θ(j,t)

)]
∀1 ≤ t ≤ T, ∀1 ≤ b ≤ B

(2)

PDR(b,t,i) ≤ Pmax
DR(b,t,i); ∀1 ≤ t ≤ T, ∀ − I ≤ i ≤ I, ∀1 ≤ b ≤ B (3)

PDG(b,t) ≤ Pmax
DG(b,t); ∀1 ≤ t ≤ T, ∀1 ≤ b ≤ B (4)

Vmin
(b,t) ≤ V(b,t) ≤ Vmax

(b,t) ; ∀1 ≤ t ≤ T, ∀1 ≤ b ≤ B (5)

θmin
(b,t) ≤ θ(b,t) ≤ θmax

(b,t); ∀1 ≤ t ≤ T, ∀1 ≤ b ≤ B (6)

TOMLAB, which is based on MATLAB, are used in order to solve the proposed optimization
problem. Therefore, the optimized results can be easily provided to the microgrid central controller
unit (OP5600) as inputs, and consequently, it controls the real hardware equipment in real-time based
on these inputs. The output of the economic energy resource scheduling optimization model is a
requested amount of power for each consumer to reduce its demand in a certain period. However, the
actual implementation of this demand reduction request in a real load will depend on the electrical grid
conditions. This is in fact one of the advantages of using real-time simulation (in this paper OP5600)
and laboratorial equipment for consumption modeling. In this way, we validate the actual demand
reduction in order to be included in the simulation results, namely for remuneration purposes.

4. Results

In this section, the results of the proposed methodology will be executed using the microgrid
model and its results illustrated. We consider that the case study consists of 10 periods with a one
minute time interval. The consumption and generation profiles of the microgrid aggregated by the
VPP during this 10 min is shown in Figure 5. As can be seen, the blue area is the total power aggregated
by the VPP during the 10 periods, and the red line indicates the total consumption. The aggregated
power supply includes the PV generation, wind production, and the incoming power from the main
network to the microgrid.Energies 2017, 10, 806  11 of 14 
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11:40 AM. The PV curve is the real-time generation profile adopted from GECAD database. The wind
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generation is the simulated profile by the wind turbine emulator based on the real-time wind speed
data, acquired from [32], and the consumption curve is also the real-time consumption of the GECAD
building, emulated by the 4 kVA and 30 kW load.

As Figure 5 demonstrates, the microgrid meets a drop on generation in the periods 3 and 4.
The reason for this lack of generation is considered to be a fault or any other cause in the main grid.
Therefore, this is an opportunity for the VPP to start the optimization problem in order to optimally
schedule the consumption shifting of the resources. The results of the optimization problem is depicted
in Figure 6. The shifted periods have been scheduled in order to minimize the operation costs of
the VPP.
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Figure 6a illustrates the load reduction and shifting that have occurred during the periods 3 and
4, where the VPP faced a lack of generation and shifted to the periods after period 4. The red area
is the reduced consumption by the consumers, and the green area is the shifted consumption to the
other periods. Also, as can be seen in Figure 6b, the incoming consumption in the periods of 8 and 9
are much higher compared with the other periods. This can be because of the DR programs and the
economic advantages.

While TOMLAB outputted the results of optimization, they will be provided to the OP5600
real-time simulator as inputs. Consequently, the real-time simulator starts to control and manage the
HIL equipment in order to implement the optimization results in real-time. Figures 7–9 show the
final results of the real-time simulation during 10 min. All of the results illustrated in these figures are
adapted from OP5600 and MATLAB/Simulink.Energies 2017, 10, 806  12 of 14 
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As Figure 7 illustrates, the total amount of consumption of the microgrid has been reduced and
shifted to other periods based on the optimization results, which occurred between the second of
120 to 240 (periods 3 and 4). Also, the denotative consumption profiles of the microgrid have been
illustrated in Figure 8. It is obvious that the residential player shifted its consumption; however,
the commercial player reduced consumption based on the data received from the OP5600 real-time
simulator. Furthermore, Figure 9 represents the wind production simulated by the wind DG player.
This generation curve has been simulated based on the real-time wind speed data provided to the
emulator from the OP5600 real-time simulator.

5. Conclusions

Microgrids are a particular case of distribution networks, namely in the context of smartgrids.
Demand response and distributed generation are very relevant resources in the scope of microgrids
and smartgrids. As discussed in the present paper, the realistic simulation of the impact of these
resources is very important in order to validate the technical and business model’s impact in
smartgrids management.

In this paper, important improvements have been added to SPIDER, a simulation platform that
accommodates real-time simulation skills adequate for demand response and distributed generation.
The innovative content provides details on the integration of both centralized and distributed control
approaches, and also includes the emulation of generation and load components which allowed us to
more realistically simulate the microgrid and validate the computational models.

The case study presented here has briefly demonstrated the platform skills in order to validate a
business model for optimal resource scheduling in the microgrid, and its connection to the upstream
distribution network. A VPP managed the resources aiming at minimizing the operation costs. It has
been shown that the results obtained by the scheduling algorithm benefit with the integration in the
real-time simulation platform in order to check the actual simulated consumption and generation
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values which include the variability of these resources. Moreover, the presented results are the ones
actually measured in the load, and generation emulation devices which are shown to have relevant
information that was not given by the electrical network simulation model. The main one is that when
the load schedule is changed, the actual consumption devices take some time in order to reach the
desired consumption.
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Currently the use of distributed energy resources, especially renewable generation, and 

demand response programs are widely discussed in scientific contexts, since they are a 

reality in nowadays electricity markets and distribution networks. In order to benefit from 

these concepts, an efficient energy management system is needed to prevent energy wasting 

and increase profits. In this paper, an optimization based aggregation model is presented 

for distributed energy resources and demand response program management. This 

aggregation model allows different types of customers to participate in electricity market 

through several tariffs based demand response programs. The optimization algorithm is a 

mixed-integer linear problem, which focuses on minimizing operational costs of the 

aggregator. Moreover, the aggregation process has been done via K-Means clustering 

algorithm, which obtains the aggregated costs and energy of resources for remuneration. 

By this way, the aggregator is aware of energy available and minimum selling price in 

order to participate in the market with profit. A realistic low voltage distribution network 

has been proposed as a case study in order to test and validate the proposed methodology. 

This distribution network consists of 25 distributed generation units, including 

photovoltaic, wind and biomass generation, and 20 consumers, including residential, 

commercial, and industrial buildings.     

Keywords:  
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Distributed Generation 

Smart grid 

K-Mean Clustering

1. Introduction

The present paper is an extension of work originally 

proposed in 2017 IEEE Manchester PowerTech [1]. The 

generation variation in Distributed Renewable Energy 

Resources (DRER) is a topic of introduction in a lot of research 

works, since they have a key role in nowadays power system 

[2], [3]. By appropriate management on the consumption in 

demand side, energy efficiency and optimal energy usage 

should be addressed [4]. Curtailment Service Provider (CSP), 

Virtual Power Player (VPP), and aggregator are entities that can 

provide reliable solutions for the management of consumption 

and generation resources, since these can be aggregated and 

represented as a unique resource in electricity markets [5-7].     

  In this context, an aggregator is responsible to optimally 

manage a certain number of resources in a region, and aggregate 

them as one resource. This simplifies the process of energy 

negotiation in electricity markets [8]. Moreover, if other 

players, such as Balance Responsible Parties (BRPs), exist in 

the network, the role of aggregator would be more efficient and 

important [9].  

Nowadays, there are several European countries that 

employ the aggregator concept for electricity consumers [10]. 

As an example, France is one of these countries that accepted 

aggregated loads in every ancillary service program, and BRPs 

and aggregators have been reorganized based on [11], [12]: 

• Performing electricity market negotiations, to calculate

compensation costs by aggregator for BRP;

• Aggregator has no direct interaction with BRP,

however, it establishes contract with an electricity

supplier in order to have flexibility services.

In fact, an aggregator is accountable not only for DRERs, 

but also is responsible for Demand Response (DR) programs 

[12]. According to the Federal Energy Regulatory Commission 

(FERC) [13], DR program is referred as “Changes in electric 

use by demand-side resources from their normal consumption 

patterns in response to changes in the price of electricity, or to 
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Figure 1. Overal architecture of the aggregation model.  

incentive payments designed to induce lower electricity use at 

times of high wholesale market prices or when system reliability 

is jeopardized”. The role of an aggregator in terms of DR programs 

is to gather all electricity consumer who can participate in DR 

programs, and present them as one. Therefore, it can be considered 

as a flexible player [14]. For this purpose, the aggregator can 

establish bidirectional contracts with end-users for DR programs 

to manage consumption resources, and consequently, to have 

flexibility in electricity market negotiations. In order to manage the 

generation of end-users, which are considered as prosumer (a 

consumer who is able to produce electricity), the aggregator can 

play the role of VPP, as [15-17] demonstrated before. It is clear 

that the generation capacity of these prosumers is not significant, 

thus, the network management would be difficult for system 

operators. Therefore, the need of a third party, namely an 

aggregator, is evident to gather all these small-scale consumption 

and generation resources, and participate in electricity market.  

This paper represents an optimization based aggregation model 

for DRERs and DR programs managements, which enables small 

and medium resources to have active participation in the electricity 

markets. The aggregator controls demand-side customers by 

providing them several tariffs based DR programs, which brings 

flexibility in the electricity market negotiations. Moreover, this 

aggregator model gathers energy of resources and aggregated costs 

to be aware of available energy and minimum selling cost for 

defining remunerations, and also participate in the market with 

profit. 

The rest of the paper is organized as follow. Section 2 details 

the aggregator model architecture considered for the aggregation. 

Section 3 describes the mathematical formulation considered for 

the optimization problem and aggregation process. Section 4 

explains a case study that will test and validate the proposed 

method, and its results are expressed in Section 5. Finally, main 

conclusions of the work are proposed in Section 6.  

2. Aggregator Model Architecture 

This section focuses on how the presented aggregation model 

performs scheduling, aggregating and remuneration. The overall 

view of the presented model is illustrated by Figure 1. In this 

aggregation model, the consumption and generation resources are 

classified in several groups, where the output of the aggregation 

process will be the energy and cost of each group. As one can see 

in Figure 1 and also proposed in [18], the functionality of the 

aggregator is categorized in two sections of upper-level and 

bottom-level. In the upper level, the aggregator negotiates with 

players, such as market operator, BRP, and system operator; 

however, in the bottom level, it deals with demand-side users, 

namely small and medium scale consumers and producers.  

The aggregator performs the scheduling process relying on 

external suppliers, Distributed Generation (DG) especially 

renewable resources, and DR programs. The customers who can 

execute DR programs would be able to establish contract with 

aggregator in three programs: load shifting, load reduction, and 

load curtailment. The load shifting model has been adapted from 

[19], and in this aggregation model it is considered as a free DR 

program. Load reduction and curtailment are the programs that 

aggregator takes them into account for scheduling and 

participating in the market. The aggregator considers a linear cost 

function for all external suppliers, DGs, load reduction and load 

curtailment. In this model, the aggregation process is done by K-

Means Clustering algorithm by respect to the scheduled energy and 

its costs. In the aggregation process, only the resources that have 

been selected form the scheduling, are considered, and the rest that 

have no interaction in scheduling process, will not be considered. 

The aggregator categorizes the resources in several groups, and 

specifies a remuneration for each group, which called group tariff. 

This means the remuneration process should be calculated after the 

aggregation. The resources that are classified in a group, will be 

remunerated with same price. For this reason, the maximum price 

available in each group will be selected for group tariff. Therefore, 
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the cheapest resource in the group will be motivated to participate 

in aggregation, since the group tariff is greater than the price 

initially defined, and also the most expensive resource will be 

satisfied, since the group tariff is as same as the price that it 

proposed. 

In this way, the aggregator is able to participate in the market 

with a bid for each group. In each bid, the aggregator deliberates 

the gathered energy from the resources and also the group tariff as 

the minimum rate. The energy in each group is related to the 

aggregation of scheduled resources of that related group, therefore, 

the aggregator can easily manage its activities. On the other hand, 

the aggregator will be able to have negotiation in the market by 

biding the available energy of each group with a certain price, 

where this price should be greater or equal to the group tariff for 

the aggregator to gain profits or at least obtain the amount 

expended for the resources. 

3. Optimization problem  

The mathematical formulation regarding the presented 

aggregation model, especially resource scheduling, will be 

presented in this section. The optimization problem developed for 

the aggregator scheduling contains several continuous and discrete 

variables, therefore, the problem is considered as a mixed-integer 

linear problem (MILP). The objective function considered for the 

aggregation model is to minimize its Operational Cost (OC) and is 

shown by (1). It should be noted that in this model it is supposed 

the technical verification of the network is the obligation of the 

network operator, and the aggregator is not responsible for this 

matter. 
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(1) 

In this objective function, 
( , )

Sup

s tP  is purchased energy from 

external supplier, 
( , )

DG

p tP  denotes the attained energy from DG, 

( , )

Red

c tP  stands for DR load reduction, 
( , )

Cut

c tP  is for DR load 

curtailment, and 
( , , )

Shift

c t dP represents DR load shifting.  

There are several constraints that should be considered in the 

objective function. The first constraint stands for load balance, as 

(2) shows. In this equation, 
( , )

Load

c tP presents the required demand 

of consumers.  

Also, the technical limitations of all resources available in the 

proposed methodology should be considered. Therefore, (3) 

represents the generation limitations of external supplier in term of 

minimum and maximum (
min

( , )

Sup

s tP , 
max

( , )

Sup

s tP ), and (4) considers 

DG limitations (
min

( , )

DG

p tP ,
max

( , )

DG

p tP ). 
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 DR technical limitations, including load reduction, 

curtailment, shifting, are presented by (5)-(8). 
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min max

( , , ) ( , , ) ( , , )

Shift Shift Shift

c t d c t d c t dP P P   (8) 

Although load shifting may not be pleasant for end-users, it is 

an appropriate and practical tool for aggregator. Load shifting 

process may limit consumers use of devices in a certain period, 

however, it enables the aggregator to manage the consumption 

based on the offered generation capacity. For this purpose, the 

limitations of maximum energy that will be shifted out from a 

period (
_

( , )

Shift out

c tP ), and enters to another period (
_

( , )

Shift in

c tP ) are 

proposed in (9) and (10). 
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Moreover, (11) demonstrates the constraint regarding the 

groups tariff and their remuneration, which is the maximum price 

of group. The groups are separated based on the type of available 

resources (DG or DR).  
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 As a summary, the mathematical formulation for resources 

scheduling and their remuneration performed by the aggregator 

have been explained in this part. The methodology presented in 

this section will be employed in a case study in the next section. 
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4. Case Study 

In order to examine the model represented in this paper, a case 

study is proposed. For this purpose, an low voltage distribution 

network of a university campus, in Porto, Portugal, is considered 

for the aggregator, which has been adapted from [20]. This 

distribution network is shown in the bottom of Figure 1 (Network 

region) and is considered as a part of main network. The network 

consists of underground electrical lines with 21 buses, where a 

MV/LV transformer in BUS #21, connects the campus network to 

the main network.  

For this case study, we considered that there are 20 consumers, 

and 26 producers in the network. The consumers include 8 

Residential (RE) buildings, 10 Commercial buildings in three 

scales of small (C-S), medium (C-M), and large (C-L), and 2 

Industrial (IN) units, which are classified based on average daily 

consumption. Moreover, producers consist of renewable resources 

including 20 Photovoltaic (PV) units and 4 wind generators, 1 

biomass, and external suppliers. The generation and consumption 

profiles of whole network considered for day-ahead scheduling in 

a winter day are shown on Figure 2.  

 
Figure 2. Day-ahead profiles of the network considered for case study: (A) 

Consumption, (B) Production. 

As it can be seen in Figure 2 – (A), large commercial buildings 

and industrial units have occupied a huge part of consumption, and 

peak periods start from period #10 to #23. In this case study, it is 

presumed that the biomass production, and external suppliers have 

maximum capacity of 40 and 500 kW respectively. The external 

suppliers profile is not illustrated in Figure 2 – (B), since it is out 

of scope of figure and is a constant value during all periods. 

Moreover, it is considered that all producers would be able to 

contribute in the aggregation process, except external suppliers. 

Additionally, as you can see in Figure 2 – (B), since a winter day 

selected for the case study, PV producers have no significant 

generation, therefore, the aggregator should rely on wind, biomass, 

external suppliers and DR programs to prevent purchasing energy 

from the market. However, by comparing both parts of Figure 2, it 

is obvious that there are some periods that aggregator has more 

generation than consumption, therefore, it would be able to sell 

energy to the market and gain profits.  

Regarding DR programs, Figure 3 demonstrates linear costs 

considered for each consumer based on its type. These costs are 

for load reduction and load curtailment, where 20% of the initial 

consumption is considered as maximum load reduction, and 15% 

for maximum load curtailment.  

Furthermore, the linear costs considered for energy resources 

are shown on Figure 4. Each point in Figure 4 is the individual cost 

of each resource, where resource #1 to #20 are all PV, #21 to #24 

are wind generators, #25 is biomass unit, and #26 illustrates 

external suppliers. It is should be mentioned that the costs 

demonstrated in Figure 4, are constant in all periods. 

 
Figure 3. DR program costs for consumers. 

 
Figure 4. Individual cost for each energy resource. 

Additionally, Figure 5 represents the day-ahead market prices 

considered for the aggregator in order to participate in market 

negotiations.  

 
Figure 5. MIBEL market price for Portugues section in a winter day. 

These prices are for a winter day in 2017 and have been 

adapted from Portuguese sector of Iberian Electricity Markets 

(MIBEL) [21]. In order to model the participation of the aggregator 

in the electricity markets, a market place should be taken into 

account, to guaranty its contribution in the competition. For this 

purpose, a market pool is an appropriate solution to ensure that 

third parties, such as aggregator, would be able to present energy 

bids.   
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5. Results 

This section concerns the aggregation and scheduling results of 

the case study presented in the previous section. The optimization 

problem of aggregation and scheduling presented in this paper, has 

been solved through TOMLAB [22]. Additionally, the market 

negotiation results are represented, which shows how the 

aggregator utilizes these results for providing a bid. In the case 

study, we considered that the aggregator meets a drop from 

external suppliers in first four periods that can supply only 10% of 

their capacity. The reason of this lack of energy is considered as a 

fault or any other causes in the external suppliers. Figure 6 shows 

the network consumption before and after the scheduling of 

aggregator.  

 
Figure 6. Total consumption of the network. 

The scheduling results shown in Figure 6 are based on DG and 

available energy during each period. Additionally, there are 

several periods that scheduled consumption profile are greater or 

smaller than the initial profile. This is due to the utilization of DR 

programs by aggregator. With this in mind, Figure 7 illustrates 

more information regarding the generation and DR scheduling.    

 
Figure 7. Detailed scheduling results of aggregator: (A) Generation 

scheduling, (B) DR scheduling. 

As one can see in Figure 7 – (A), since the DG suppliers are 

considered as cheapest resources comparing with external 

suppliers, the aggregator utilizes the available DG energy, 

especially PV and wind, to supply the demand, and in the first four 

periods, it employs biomass generation to supply the loads. In other 

words, the aggregator reduced the consumption to the available 

DG energy in order to prevent purchasing energy from market for 

minimizing the costs. This means, in the periods that the DG 

generation is not adequate for the demand, aggregator applies DR 

programs to regulate the difference between the consumption and 

generation, as illustrated in Figure 7 – (B). The DR programs that 

aggregator employed to balance the network for each single 

period, are shown on Figure 8. The utilized DR programs include 

load reduction, load curtailment, and load shifting.    

     
Figure 8. DR programs used by aggregator for network balancing: (A) Load 

shifting, (B) Load reduction and curtailment. 

The incoming and outcoming consumption of each period 

during load shifting are shown on Figure 8 – (A), which occurred 

during low generation periods, and shifted to high generation 

periods. The load shifting enables the aggregator to manage the 

consumption and shift it to desired periods to prevent purchasing 

energy from the market, since it is more expensive comparing with 

DG resources.  

Additionally, Table 1 shows the results of aggregation and 

remuneration processes for period number 12.  

Table 1. Remuneration and aggregation results for a single period. 

Group 1 2 3 4 5 

DG 

PV (kW) 0 36.23 19.64 37.54 43.86 

Wind (kW) 250.58 0 0 0 26.88 

Biomass (kW) 0 0 0 0 0 
tariff 

(m.u./kWh) 
0.05 0.02 0.05 0.06 0.06 

DR 

Residential 

(kW) 
0 0 0 0 0 

Commercial 

Small (kW) 
0 0 0 0 10.09 

Commercial 

Medium (kW) 
0 0 11.07 20.05 7.11 

Commercial 

Large (kW) 
0 0 0 0 0 

Industrial (kW) 26.21 10.94 0 0 0 
tariff 

(m.u./kWh) 
0.06 0.06 0.05 0.05 0.05 

Total (kW) 500.18 

In Table 1, the total energy as well as the number of resources 

in each group have been calculated by aggregation computation, 

however, the group tariff has been indicated by remuneration 

calculation. Moreover, in order to calculate the profit of the 

aggregator after paying all resources, including DG and incentives 

for DR participation, (12) is proposed. This profit is the monetary 

benefit that aggregator gained after its operations.  
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In (12), the 
( )

mcp

tC  denotes market clearing price, which is 

considered in this case study is equal to the market prices provided 

in Figure 5. The classification of the resources in the several groups 

enables the aggregator to provide lower group tariffs, comparing 

with the situation that all resources are in the same group. It is true 

that with classification of resources in several groups, high group 

tariff will be still remained, however, the chance of aggregator to 

reach some group tariff with lower rates will be increased. The 

financial profit gained by aggregator during period number 12, is 

shown on Table 2. In this single period, the aggregator has total 

energy of 500.18 kW, which has incoming of 35 monetary unit 

from the energy that sold to the market. However, it also paid 22.84 

monetary unit for all resources, including DG units and DR 

incentives, and in total, 12.17 monetary unit will be the final profit 

of aggregator during period number 12. 

Table 2. Gained profit by aggregator during market negotiations for one period. 

Parameter Value 

Costs paid to all resources (m.u.) 22.84 

Market clearing price (m.u./kWh) 0,0700 

Income from market sell (m.u.) 35.00 

Total aggregator profit (m.u.) 12.17 

The profit of aggregator shown on Table 2, is for a single 

period (considered as one hour in a day in this case study), and 

even with a few number of consumers and generators, it could gain 

profit from market negotiations. This means that if the aggregator 

is responsible for a larger network He will be able to aggregate 

more energy capacity for clustering, and therefore, with great 

participation in market, which leads to obtain a satisfying amount 

of financial benefits. However, this profitability depends on the 

capabilities and offers of aggregator in market negotiations and 

existing competitions. Figure 9 demonstrates the financial results 

concerning the participation of aggregator in the electricity market 

for all periods of case study. These results are obtained after the 

scheduling and remuneration processes. It should be noted that 

only the resources that participated in these processes, are 

considered. The costs of each period in Figure 9 follows the same 

process represented in Table 2, which the gained profit is a subtract 

of costs paid to all resources and the income from market 

participation.  

The last results of this section are related to a comparison that 

shows the impact of load shifting method for aggregator. For this 

purpose, it is considered that the aggregator is not capable to 

employ load shifting during scheduling process. The scheduling 

results, without load shifting, are illustrated in Figure 10. The 

results shown in Figure 10 (without load shifting) can be compared 

with the scheduling results demonstrated in Figure 7 (with load 

shifting). 

  
Figure 9. Detailed aggregator costs after scheduling and remuneration process for 

all periods. 

 
Figure 10. DG scheduling results without load shifting. 

As one can see in Figure 10, in some periods the aggregator not 

only utilizes all available DG resources to supply the demand, but 

also, it is forced to use energy from external suppliers to feed all 

demand. By this way, since the electricity price of external 

suppliers are more expensive than the DG resources, the total costs 

of aggregator will be increased, and therefore, the gained profit 

will be decreased. However, as Figure 7 demonstrated, if the 

aggregator utilized load shifting scenario, and shift the load from 

the moments that there is no adequate DG energy, to the periods 

with high DG energy, its operational costs will be reduced, and 

obtained financial benefits will be increased. 

6. Conclusions 

This paper presented an aggregator model for distributed 

energy resource and demand response program management. The 

presented model considered the resources able to participate in 

electricity market negotiations through the aggregator. The 

aggregator has capability of demand-side flexibility by 

establishing several demand response contracts with consumers.  

The main focus of the paper was given to a business model that 

aggregator utilized it to gather energy of resources and their costs, 

to define a fair remuneration tariff for all resources, as well as an 

affordable price for market participation. By this way, the 

aggregator guarantees that the small-scale resources, including 

distributed generation and demand response programs, will 

participate in the electricity market, and therefore, getting profits. 

The results of case study demonstrate that the aggregator model 

is able to perform an optimal scheduling for distributed resources, 

in order to minimize the operational costs of the aggregator. This 

is done through implementing several DR programs. The final 

outcomes of aggregation and remuneration processes validated the 

proposed method, and proved that the aggregator can gain 

financial benefits from market negotiations, even by paying a fair 

tariff to all available resources. 

http://www.astesj.com/


O. Abrishambaf et al. / Advances in Science, Technology and Engineering Systems Journal Vol. 3, No. 2, 231-237 (2018) 

www.astesj.com           237 

Conflict of Interest 

The authors declare no conflict of interest. 

Acknowledgment 

This work has received funding from the European Union’s 

Horizon 2020 research and innovation program under the Marie 

Sklodowska-Curie grant agreement No 641794 (project DREAM-

GO). This work also received funding from the following projects:  

NETEFFICITY Project (ANI | P2020 – 18015); and from FEDER 

Funds through COMPETE program and from National Funds 

through FCT under the project UID/EEA/00760/2013.  

References 

[1] J. Spinola, P. Faria, Z. Vale, “Model for the integration of distributed energy 
resources in energy markets by an aggregator", in 2017 IEEE Manchester 
PowerTech, Manchester UK, 2017. 
https://doi.org/10.1109/PTC.2017.7981234 

[2] S. M. Nosratabadi, R.-A. Hooshmand, E. Gholipour, “A comprehensive 
review on microgrid and virtual power plant concepts employed for 
distributed energy resources scheduling in power systems,” Renew. Sustain. 
Energy Rev., 67, 341–363, 2017. https://doi.org/10.1016/j.rser.2016.09.025 

[3] T. Kamal, S. Hassan, “Energy Management and Simulation of 
Photovoltaic/Hydrogen/Battery Hybrid Power System”, Adv. Sci. Technol. 
Eng. Syst. J., 1(2), 11-18, 2016. https://doi.org/10.25046/aj010203. 

[4] U. Sohail, M. Munee, F. Khan, “An Efficient Approach of Load Shifting by 
Using SCADA”, Adv. Sci. Technol. Eng. Syst. J., 1(3), 1-6, 2016. 
https://doi.org/10.25046/aj010301. 

[5] C. Battistelli, A. J. Conejo, “Optimal management of the automatic generation 
control service in smart user grids including electric vehicles and distributed 
resources,” Electr. Power Syst. Res., 111, 22–31, 2014. 
https://doi.org/10.1016/j.epsr.2014.01.008 

[6] A. Roos, S. Ø. Ottesen, T. F. Bolkesjø, “Modeling Consumer Flexibility of an 
Aggregator Participating in the Wholesale Power Market and the Regulation 
Capacity Market,” Energy Procedia, 58, 79–86, 2014. 
https://doi.org/10.1016/j.egypro.2014.10.412 

[7] O. Abrishambaf, P. Faria, L. Gomes, J. Spínola, Z. Vale J. Corchado, 
“Implementation of a Real-Time Microgrid Simulation Platform Based on 
Centralized and Distributed Management”, Energies, 10(6), 806-820, 2017. 
http://dx.doi.org/10.3390/en10060806 

[8] D. J. Vergados, I. Mamounakis, P. Makris, E. Varvarigos, “Prosumer 
clustering into virtual microgrids for cost reduction in renewable energy 
trading markets,” Sustain. Energy, Grids Networks, 7, 90–103, 2016. 
https://doi.org/10.1016/j.segan.2016.06.002 

[9] S. Rahnama, S. E. Shafiei, J. Stoustrup, H. Rasmussen, J. Bendtsen, 
“Evaluation of Aggregators for Integration of Large-scale Consumers in 
Smart Grid,” IFAC Proc. Vol., 47(3), 1879–1885, 2014. 
https://doi.org/10.3182/20140824-6-ZA-1003.00601 

[10] EG3 Report - Smart Grid Task Force, “Regulatory Recommendations for the 
Deployment of Flexibility,” 2015. 

[11] Smart Energy Demand Coalition, “Mapping Demand Response in Europe 
Today 2015,” 2015. 

[12] Smart Energy Demand Coalition, “Enabling independent aggregation in the 
European electricity markets,” 2015. 

[13] Federal Energy Regulatory Commission, “Assessment of Demand Response 
& Advanced Metering,” 2011. 

[14] Smart Grid Task Force, “Regulatory Recommendations for the Deployment 
of Flexibility,” 2015. 

[15] S. Rahmani-Dabbagh, M. K. Sheikh-El-Eslami, “A profit sharing scheme for 
distributed energy resources integrated into a virtual power plant,” Appl. 
Energy, 184, 313–328, 2016. https://doi.org/10.1016/j.apenergy.2016.10.022 

[16] P. Faria, J. Spínola, Z. Vale, “Aggregation and Remuneration of Electricity 
Consumers and Producers for the Definition of Demand-Response 
Programs,” IEEE Trans. on Industrial Informatics, 12(3), 952–961, 2016. 
https://doi.org/10.1109/TII.2016.2541542 

[17] A. Richter, I. Hauer, M. Wolter, “Algorithms for Technical Integration of 
Virtual Power Plants into German System Operation,” Adv. Sci. Technol. 
Eng. Syst. J., 3(1), 135-147, 2018. https://doi.org/10.25046/aj030117.    

[18] N. Mahmoudi, E. Heydarian-Forushani, M. Shafie-khah, T. K. Saha, M. E. H. 
Golshan, P. Siano, “A bottom-up approach for demand response aggregators’ 
participation in electricity markets,” Electr. Power Syst. Res., 143, 121–129, 
2017. https://doi.org/10.1016/j.epsr.2016.08.038 

[19] P. Faria, Z. Vale, J. Baptista, “Constrained consumption shifting management 
in the distributed energy resources scheduling considering demand response,” 
Energy Convers. Manag., 93, 309–320, 2015. 
https://doi.org/10.1016/j.enconman.2015.01.028 

[20] M. Silva, F. Fernandes, H. Morais, S. Ramos, Z. Vale, “Hour-ahead energy 
resource management in university campus microgrid,” 2015 IEEE 
Eindhoven PowerTech, Eindhoven Netherlands, 2015. 
https://doi.org/10.1109/PTC.2015.7232449. 

[21] MIBEL Electricity Market. Available online: http://www.omip.pt (accessed 
on 30 Nov. 2017) 

[22] TOMLAB Optimization. Available online: https://tomopt.com/tomlab/ 
(accessed on 30 Nov. 2017) 

http://www.astesj.com/
https://doi.org/10.1109/PTC.2017.7981234
https://doi.org/10.1016/j.rser.2016.09.025
https://doi.org/10.25046/aj010203
https://doi.org/10.25046/aj010301
https://doi.org/10.1016/j.epsr.2014.01.008
https://doi.org/10.1016/j.egypro.2014.10.412
http://dx.doi.org/10.3390/en10060806
https://doi.org/10.1016/j.segan.2016.06.002
https://doi.org/10.3182/20140824-6-ZA-1003.00601
https://doi.org/10.1016/j.apenergy.2016.10.022
https://doi.org/10.1109/TII.2016.2541542
https://doi.org/10.25046/aj030117
https://doi.org/10.1016/j.epsr.2016.08.038
https://doi.org/10.1016/j.enconman.2015.01.028
https://doi.org/10.1109/PTC.2015.7232449
http://www.omip.pt/
https://tomopt.com/tomlab/


 

 

 

 

  



 

 



RESEARCH Open Access

Application of an optimization-based
curtailment service provider in real-time
simulation
Omid Abrishambaf, Pedro Faria and Zita Vale*

* Correspondence: zav@isep.ipp.pt
GECAD – Research Group on
Intelligent Engineering and
Computing for Advanced
Innovation and Development,
Institute of Engineering –
Polytechnic of Porto (ISEP/IPP), Rua
Dr. António Bernardino de Almeida,
431, 4200-072 Porto, Portugal

Abstract

The use of demand response programs and distributed renewable energy resources
are intensively discussed. These concepts play a key role in the distribution network,
especially smart grids and microgrids. Nowadays, most of the implemented demand
response programs are considered for large-scale resources, which make small and
medium resources unable to participate in electricity market negotiations. In order to
overcome this barrier, a third-party entity, namely an aggregator, can be considered
as an intermediate player between the demand side and grid side. For this purpose,
curtailment service provider is considered as an aggregator, which aggregates small
and medium-scale resources, who do not have adequate capacity of reduction or
generation and allow them to participate in wholesale electricity markets as a unique
resource. However, before massive implementation of business models, the performance
of the curtailment service provider should be adequately surveyed and validated in
order to prevent future problems. This paper proposes a real-time simulation model of a
curtailment service provider, which employs several real and laboratory hardware
equipment considered as hardware-in-the-loop in the real-time simulator. Furthermore,
an optimization problem is developed for a curtailment service provider in order to
optimally schedule the available resources including several demand response programs
and distributed renewable resources, aiming at minimizing its operation costs. The
implemented case study considers a distribution network with 20 consumers and
prosumers, and 26 renewable-based producers including wind and photovoltaic
generation, where the developed model is performed in real-time for 12 min and
behaviors of small and medium prosumers and producers is surveyed.

Keywords: Demand response, Curtailment service provider, Real-time simulation,
Hardware-in-the-loop, Optimization

Background
The daily increment of electrical energy usage impels the network operator to provide

efficient solutions regarding energy resources. Demand Response (DR) programs and

Distributed Generation (DG) are two major concepts, which play a key role in this

context (Aghaei and Alizadeh 2013). DR programs can be defined as the modification

of the consumption in demand side, according to the price variations or financial in-

centive paid by DR managing entity to the consumers (Hurtado et al. 2018). In fact, by

promoting DR programs, all the players can benefit. The demand side will be
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encouraged to utilize DR programs for reducing their electricity bills, and the grid side

will benefit from that by reducing congestion of the grid and lowering the consumption

in the peak periods (Falvo et al. 2014). DR programs are categorized into two main

groups (Mortaji et al. 2017; Shariatzadeh et al. 2015):

� Price-based: in which the end-users modify their consumption based on the electri-

city price variations. Real-Time Pricing (RTP) is an example of this group;

� Incentive-based: in which the grid operator pays a remuneration to the end-users in

exchange for modifying their consumption pattern. Direct Load Control (DLC) is

an example of this group.

If the use of DR programs is merged with Distributed Renewable Energy Resources

(DRERs), the grid operator would be able to fully benefit from these concepts and par-

ticipate in market negotiations (Wang et al. 2015). However, both DR and DRERs

should have enough capacity of reduction and generation in order to participate in the

market negotiations. Based on several surveyed references (Bakr and Cranefield 2015;

Khezeli et al. 2017; Paterakis et al. 2017), the minimum reduction capacity of customers

for participating in DR programs in several electricity markets is 100 kW. This means

that in such markets it is not possible for small and medium consumers, such as typical

residential customers, to contribute to market negotiation individually (Gkatzikis et al.

2013). In order to overcome this barrier, a third party entity can be considered as a

solution in order to aggregate small and medium scale resources and represent them as

a unique resource in the energy market negotiations with adequate capacity (Siano

2017; Reddy 2016). Curtailment Service Provider (CSP) is a concept that can be consid-

ered as a third party in the electrical network operation (Hillman 2011; Faria and Vale

2013). However, before the implementation of business models, it is required to test

and validate the model concepts in reliable and physical simulation platforms, which

are capable to provide actual measurement and control in order to identify future prob-

lems (Mao et al. 2018). For this purpose, the use of fully computational resources to

simulate an electrical distribution network can be very difficult and unaffordable, and

perhaps the produced results will be far from the reality (Olivares et al. 2014). There-

fore, a real-time simulation strategy would be a satisfying solution for integrating both

reality and simulation results (Alvarez-Gonzalez et al. 2017).

There are few research works concerning the real-time simulation of a CSP model;

this was a motivation for the present work. This paper provides a real-time simulation

model for a CSP by using several real and laboratory hardware equipment considered

as Hardware-In-the-Loop (HIL). The CSP aggregated resources include consumers,

producers, and prosumers who do not have adequate capacity of generation and DR

reduction in order to participate in the wholesale market negotiation, therefore, they

establish a contract with CSP in order to be aggregated and managed by this third

party. Moreover, an optimization problem is developed in this paper in order to be used

by CSP for optimal resources scheduling, which aims at minimizing its operation costs.

The HIL equipment employed for CSP resources contain two small and medium scale

laboratory loads, laboratory wind turbine and Photovoltaic (PV) emulators, and a real

PV producer, which are controlled and managed by a real-time simulation machine

(OP5600) through MATLAB/Simulink environment. In this way, the main purpose of
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the paper is to demonstrate that the hybrid simulation platform is also capable to im-

plement optimal scheduling results and DR programs.

The rest of paper is organized as follows: Section 2 presents the related works and

clarifies the main contribution of this paper. Section 3 explains the presented CSP

model including all DR programs and mathematical formulation regarding the

optimization problem. Section 4 presents the real-time simulation model considered

for the CSP, where all HIL infrastructures and MATLAB/Simulink models imple-

mented in the OP5600 are denoted. Section 5 discusses a case study implemented using

the presented model in order to test and validate the system capabilities, and its results

are presented in Section 6. Finally, the main conclusions of the work are presented in

section 7.

Related works
There are several research works related to this topic. In (Bottaccioli et al. 2017a) the

authors presented a hybrid simulation platform, including a PV simulator and a

real-time network simulation model. The PV simulator models the real PV systems and

calculates the energy generation based on the input data such as the solar radiation.

For the network model, it has been used the OP5600 real-time simulator, in order to

verify the PV model in the real conditions, such as real electricity network configura-

tions. It has been presented a case study for testing the platform on the actual electri-

city network conditions in Turin, Italy, and the results demonstrated that the current

configuration of the network cannot handle the integration of a significant number of

PV installation, therefore, an improvement is necessary for preventing future problems.

Although the authors in (Bottaccioli et al. 2017a) used OP5600 for a hybrid platform,

they did not focus on the aggregation level and optimal resource scheduling, and also,

there was not real or laboratory consumer loads in order to emulate the consumption

profile in real-time.

In (Bottaccioli et al. 2017b), a novel and flexible platform has been developed in

real-time simulator OP5600. In this work, the authors integrated load simulation and

physical devices by employing an Internet of Things (IoT) adaptor. The proposed simu-

lation platform contains PV and storage integration; it can be used for testing and val-

idating the smart grids concepts. They also presented a case study that utilizes the

developed platform in the real conditions of the network in northern Italy, and they

confirmed the performance of the system. However, in this work, the authors did not

include any optimization algorithm integrated with OP5600 regarding the aggregator

concepts.

Reference (Marulanda et al. 2014) utilized a realistic methodology by considering

CSP as a load aggregator in order to evaluate the impact of DR programs in the

day-ahead Colombian electricity market. They considered that CSP can bid in the

wholesale market by using the demand-bidding program. They also presented a tool for

the market operator in order to quantify the impact of DR programs on the system.

Realistic values from Colombian market have been used in order to perform numerical

tests. The numerical results shown that the penetration of demand-bidding program

changes the dispatch for different generation units. Although they utilized real input

data for the model, the final results are totally numerical without any experimental test

and validation.
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Reference (Rotger-Griful et al. 2016) introduced a co-simulation platform, called

virtual integration laboratory (VirGIL) with HIL devices in order to evaluate DR pro-

grams in a residential building located in Denmark. This platform is able to control the

ventilation system of the building, as well as to integrate power system simulation,

communication, and control. In the case study, the authors surveyed the impacts of a

DR program defined by the CSP on the controlling of the ventilation system in the

building using VirGIL. The results demonstrated the capabilities of the developed

model, in which the ventilation systems can track the changes with 1-min time interval

in order to perform the decisions at the certain time. However, they focused on a

particular consumer on the CSP network, and they do not describe how the CSP per-

form the optimization and the day-ahead scheduling of the resources in order to define

DR programs.

In (Li et al. 2017), the authors presented a real-time operation scheme for thermo-

statically controlled loads aggregation in electricity markets, which is considered as

biding resource contributing in the day-ahead market negotiations. Moreover, they

utilized an optimization model in order to maximize the profit of the aggregator in the

regulation market. They performed several experimental tests with the proposed load

aggregation simulator as a load shedding service provider, which validated the system.

Although, they provided only the numerical results, and they did not use any real-time

simulator or any HIL equipment in order to validate their system with actual measure-

ments and control for gaining realistic results.

The main focus of the present paper is to implement a real-time simulation platform

for an optimization-based CSP model considering several real and laboratory HIL infra-

structures, which are controlled based on the optimal resource scheduling of a CSP

and DR programs implementation. The HIL equipment enables the system to validate

the developed methodology by using real data and enables actual measurements and

control of hardware devices that are outside the simulation environment. The scientific

contribution of this paper is to address an optimization based CSP model to the small

and medium scale consumers and producers by employing a hybrid simulation plat-

form, including real systems, laboratory emulators, and mathematical models.

CSP model
This section concerns the presented CSP model applying DR programs to its con-

sumers, and the optimization formulations utilized by the CSP in order to optimally

schedule the consumption and generation resources.

Model description

As it was mentioned before, in order to implement a DR program in a network, there

is a minimum capacity for load reduction, which should be reached by the customers

in order to be able to participate in the DR event. In this context, if a consumer has

enough capacity of reduction, He can directly establish a contract with the system oper-

ator or DR managing entity. However, for small and medium consumers, who do not

have adequate capacity of reduction, a third party entity (CSP in this paper) should

aggregate these consumers, and allow them to participate in DR event as one. This

means that the small and medium consumers can establish a DR contract with a CSP
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in order to be able to utilize DR programs, and participate in the wholesale market

negotiations. The overall concept of the proposed CSP model is illustrated in Fig. 1.

As it can be seen in Fig. 1, the CSP is an intermediate entity between the demand

side and grid side. In the demand side there are several small and medium scale con-

sumers, producers, and prosumers (a consumer who can also produce); the CSP will be

responsible for aggregation, scheduling and remuneration of DR events. In the grid

side, the CSP will be in charge of market negotiations, energy trades, and bids with grid

players, such as market or system operator. Also, the CSP should be able to accommo-

date the uncertainty that is related to the actual consumption and generation and to

the actual response of consumers to DR events. In some cases, the CSP can make

Direct Load Control (DLC) in the consumers loads but in other cases, without control

hardware, the forecasting tools are very relevant in order to take full potential of the

DR event. Such aspects should be considered in the scheduling and remuneration

phases of the method since it doesn’t imply with the HIL simulation model, only with

the parameters of each simulation.

The network considered for the CSP model (right side of Fig. 1) is an internal low

voltage distribution network of a university campus in Porto, Portugal (Silva et al.

2015). The CSP grid includes 21 bus with underground cables, where a MV/LV trans-

former in BUS #21 connects the CSP grid to the main network. This CSP network is

considered as a part of the main network containing 220 consumers, and 68 DG units

(left side of Fig. 1), which has been developed by the authors in the scope of previous

works (Abrishambaf et al. 2017).

The CSP is able to perform the resources scheduling considering external suppliers,

DG units (especially renewable producers and surplus of prosumer generation), and

also DR programs. For this purpose, the customers that intend to participate in DR

events can establish a contract with the CSP in three different programs: Direct Load

Control (DLC), Load Reduction (Red.), and Real-Time Pricing (RTP). The characteris-

tics of these DR programs are shown in Table 1. The load shifting program is an

Fig. 1 The overall architecture of CSP model
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important tool for the CSP since it can manage the consumption and shift it based

on the available rate of generation. A load shifting model has been developed by

the authors in the scope of their previous work (Faria et al. 2015), and since the

purpose is to show that the developed model can also implement DR programs,

three different programs have been presented in this paper and load shifting is not

considered.

If a customer establishes a contract with the CSP for DLC, He will give permis-

sion to the CSP to directly control the devices whenever it witnesses with critical

periods, for instance, while He faces a technical or economic reason. For this pur-

pose, the customer will be notified about the event, and receive remuneration

based on the actual kWh reduction. If a customer makes a contract with CSP for

Red. program, while the CSP decides to apply DR event, the customer will be noti-

fied for consumption reduction, and if it is accepted, he receives remuneration

based on kWh reduction. Finally, if a customer has a RTP contract, it specifies a

value of electricity price somehow that if the electricity price raises and is greater

than that specific value, He will decrease the consumption as much as it is speci-

fied in the contract. This means that the customer will be notified about the

real-time electricity price, and if He agrees to participate, He will reduce the con-

sumption. In the RTP program, the customer will not earn remuneration for the

consumption reduction, which means RTP program has no cost from CSP

standpoint.

In total, the CSP can perform resource scheduling and aggregation processes consid-

ering DG units, external suppliers, and DR resources. In this context, the CSP should

utilize an optimization problem in order to optimally manage the resources, which will

be demonstrated in the next sub-section.

Optimization problem

The CSP always tends to supply the demand using the local resources. Renewable

resources are the first ones that CSP utilizes for scheduling since these have a

lower price from the CSP standpoint. After that, DR resources, especially RTP

program, are the next options for CSP scheduling, and external suppliers would

be the last choices for the CSP since it is considered as the most expensive re-

sources from the CSP standpoint. Therefore, an optimization problem is required

for the CSP in order to provide an optimal resource scheduling. However, as pre-

viously stated, the optimization problem is not a core contribution of the paper

since the main focus of the paper relies on demonstrating that the hybrid simula-

tion platform is also capable to implement optimal scheduling results and DR

programs.

The objective function presented for CSP to minimize his Operation Cost (OC) is

shown by Eq. (1). In this model, it is considered that technical verification of network is

Table 1 DR Programs proposed by the CSP to customers

DR Type Mandatory/Voluntary Remuneration Activation/Signal Measure/Contract

DLC Mandatory Cost/kWh reduced DLC per equipment Actual kWh reduction

Red. Voluntary Cost/kWh reduced Reduction notification Actual kWh reduction

RTP Voluntary N/A Electricity price notification N/A
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the responsibility of the network operator, and the CSP is not accountable for such

matters.

Minimize

OC ¼
XI

i¼1

 
XS

s¼1

PExt s;ið Þ � CExt s;ið Þ
� �þ

XCs

c¼1

�
PDG c;ið Þ � CDG c;ið Þ þ PDLC c;ið Þ � CDLC c;ið Þ

þPRed c;ið Þ � CRed c;ið Þ þ PRTP c;ið Þ � CRTP c;ið Þ�
! ð1Þ

There are several constraints considered for this optimization problem. The first con-

straint stands for load balance, as shown in Eq. (2). The second constraint, in eq. (3),

concerns DG units and prosumers, where indicates if the customer is a prosumer, its

DG generation supplies the local demand first, and then, if there is any generation sur-

plus, it will be injected to the CSP network.

XS

s¼1

PExt s;ið Þ þ
XCs

c¼1

PDG c;ið Þ þ PDLC c;ið Þ þ PRed c;ið Þ þ PRTP c;ið Þ
� �

¼ PLoad ið Þ∀i∈ 1;…; If g ð2Þ

PDG c;ið Þ ¼ PDG c;ið Þ−PCons c;ið Þ PDG c;ið Þ > PCons c;ið Þ
0 PDG c;ið Þ≤PCons c;ið Þ

�
∀c∈ 1;…;Csf g; ∀i∈ 1;…; If g

ð3Þ

Additionally, the technical limitation of each resource should be considered in the

optimization problem. For this purpose, eq. (4) and eq. (5) demonstrate the limitation

regarding external suppliers and DG units, respectively.

0≤PExt s;ið Þ≤Pmax
Ext s;ið Þ ∀s∈ 1;…; Sf g; ∀i∈ 1;…; If g ð4Þ

0≤PDG c;ið Þ≤Pmax
DG c;ið Þ ∀c∈ 1;…;Csf g; ∀i∈ 1;…; If g ð5Þ

The technical limitation regarding DR programs, including DLC, Red., and RTP pro-

grams, is shown by eq.(6–8), respectively.

0≤PDLC c;ið Þ≤Pmax
DLC c;ið Þ ∀c∈ 1;…;Csf g; ∀i∈ 1;…; If g ð6Þ

0≤PRed c;ið Þ≤Pmax
Red c;ið Þ ∀c∈ 1;…;Csf g; ∀i∈ 1;…; If g ð7Þ

0≤PRTP c;ið Þ≤Pmax
RTP c;ið Þ ∀c∈ 1;…;Csf g; ∀i∈ 1;…; If g ð8Þ

In sum, the mathematical formulation of the CSP model for resource scheduling with

the objective of minimizing the operation costs, are shown in this section. In the next

section, this formulation will be implemented in the real-time simulation model consid-

ered for the CSP.

Real-time simulation
In this section, the real-time simulation model considered for the CSP is presented.

Several real and laboratory hardware equipment is employed in order to simulate the

model in real-time considering the HIL methodology.

The real-time simulation model implemented for the CSP is shown in Fig. 2. In this

model, it is considered that there are 20 consumers and prosumers, and 26 producers.
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The consumers are 12 residential buildings, 6 commercial buildings, and 2 industrial

units. Also, the producers are all renewable resources including 22 PV systems and 4

wind generators. Moreover, external suppliers are considered.

As Fig. 2 shows, the CSP network has been modeled in MATLAB/Simulink in

OP5600. In this network, several real and laboratory equipment has been employed in

order to emulate the consumption and generation profiles of the CSP players via the

HIL methodology. BUS #15 is considered as a prosumer, BUS #10 is dedicated to a

1.8 kW PV emulator, and BUS #5 includes a real 10 kW PV producer.

For the prosumer in BUS #15, a 4 kVA and a 30 kW load emulate the consumption,

and a 1.2 kW wind turbine emulator is responsible for wind generation. Moreover, for

the two PV producers, in BUS #10, a 1.8 kW DC power supply connected to a DC/AC

inverter emulates a PV producer, and in BUS #5, a real installation of PV system with a

maximum capacity of 10 kW stands for another PV producer. All this equipment is

controlled and monitored via OP5600 in MATLAB/Simulink.

Regarding the equipment connected to BUS #15 (prosumer), in a 30 kW load, there

are four relays that increase or decrease the rated consumption, and in a 4 kVA load,

there is an Arduino® (www.arduino.cc), which manages the amount of consumption.

The relays in 30 kW load are connected to Digital Output board of OP5600, and Ardu-

ino® has been connected to OP5600 via Ethernet interface, with MODBUS TCP/IP

protocol. Also, in wind turbine emulator, there is an induction motor coupled with the

generator, in which the motor emulates the wind turbine. The motor has a speed con-

troller unit, which manages the speed of the wind, and therefore, the output power

generation of the machine. The speed controller unit of this machine is connected to

the Analog Output of OP5600. More information about these resources is available in

Fig. 2 Real and laboratory HIL equipment in MATLAB/Simulink CSP model
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(Abrishambaf et al. 2015). Figures 3 and 4 present the Simulink models, implemented

in OP5600 for controlling these resources via HIL.

As it can be seen in Fig. 3, two Constant blocks in Simulink indicate the desired con-

sumption to be consumed by the 30 kW and the 4 kVA loads. In the case of 30 kW

load, the output of Constant block will be divided into the four binary outputs through

a comparator algorithm in order to be provided to the Digital Output board. In the

case of 4 kVA load, the output of Constant block will be converted to MODBUS TCP/

IP format with IEEE 754 standard, which is four hexadecimal numbers. Furthermore,

there is an energy meter for these two loads, which measures the consumed active

power and transmit it to OP5600 in real-time via MODUS TCP/IP. By this way,

OP5600 is able to transmit the favorable amount of power to the loads and simultan-

eously receives the real-time consumption of them.

Fig. 3 Simulink HIL models for consumption of prosumer in BUS #15

Fig. 4 Simulink HIL models for wind generation of prosumer in BUS #15
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The Simulink model regarding the wind turbine emulator is shown in Fig. 4. In this

model, since the wind turbine is controlled by Analog Output of OP5600, the wind

speed data should be converted to a 0 to + 10 V signal. The output of a Constant block,

which is favorable wind speed value, is converted to 0 to + 10 V voltage range through

two developed algorithms implemented in two MATLAB Function blocks, and there-

fore, OP5600 controls the emulator based on the provided voltage. Simultaneously,

an energy meter measures the generation of the emulator and transmit it to the

OP5600 in real-time via MODBUS TCP/IP. The TCP/IP configurations blocks re-

garding the energy meter are not shown in Fig. 4 since these are similar to the

ones in Fig. 3.

Regarding the 1.8 kW PV emulator located in BUS #10, an Arduino® has been utilized

in the DC power supply in order to manage the output power between 0 and 100% of

capacity. In fact, the DC power source simulates the PV arrays, which provides DC

voltage, and the DC/AC inverter is a usual model that is utilized in real PV installa-

tions. The Simulink model for controlling and monitoring the equipment in BUS #10 is

shown in Fig. 5. In this model, two groups of TCP/IP blocks have been employed, one

for the DC power source (Arduino®), and the other for the DC/AC inverter. By this

way, the OP5600 transmits the desired value of PV generation to an Arduino via a

MODBUS TCP/IP request and receives the real-time AC power generation from the

DC/AC inverter.

The Simulink model considered for real 10 kW PV producer in BUS #5 is the same

as the model presented in Fig. 5, however, the difference is that there is no DC power

source, and therefore, OP5600 has no control over the PV generation and is only able

to monitor the real-time AC power generation of the unit. This has been implemented

via a group of TCP/IP blocks that request the real-time AC power generation from the

DC/AC inverter.

In sum, the Simulink models implemented in the real-time simulator (OP5600) have

been demonstrated in this section. All Simulink models have been designed by relying

on the HIL methodology in order to control real hardware resources and utilize real

data in Simulink.

Fig. 5 Simulink HIL model for PV emulator in BUS #10
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Case study
In this section, a case study tests and validates the developed Simulink models in

OP5600. For this purpose, 24 periods of 30 s (12 min in total) are considered for running

the model in real-time and obtain the results. The 12 min period, which is a rather short

one, has been selected in order to provide deeper focus on the results analysis. Longer pe-

riods can be easily implemented using this hybrid platform. The consumption and gener-

ation profiles considered for the day-ahead scheduling of the CSP are shown in Fig. 6.

As Fig. 6a illustrates, in some periods the CSP is able to manage the consumption

relying on local DG and DR resources, however, in other periods CSP is forced to pur-

chase energy from external suppliers. The aggregated profiles shown in Fig. 6b, are

related to the prosumer in BUS #15, and to two PV producers in BUS #10 and #5,

which are real data of GECAD research center in Porto, Portugal, adapted from

GECAD database. The profiles shown in Fig. 6 are day-ahead profiles, which enable the

CSP to manage and schedule the consumption and the generation of the network for

the next day. By this way, the customers will be notified of the scheduled events for

next day, and therefore, they have adequate time in order to negotiate and response

their availability for the next day events.

In this case study, DG units are considered as the cheapest resource for CSP so these

will be the first resource to be utilized by CSP to supply the demand. In the meantime,

the price of buying energy from external suppliers is considered as the most expensive

resource of the CSP. This means that, in high consumption periods, it is affordable for

CSP to perform DR programs to reduce the consumption in order to avoid purchasing

energy from the external suppliers. In this context, it is considered that the prosumer

in BUS #15 has established a DR contract with the CSP for 2.5 kW reduction between

periods #8 to #19.

With this in mind, it is obvious that the CSP should perform the proposed

optimization algorithm, in order to optimally schedule the resources for minimizing its

operation costs. In this model, the real-time simulation starts from the OP5600 and

Simulink model. Then, JAVA Application Programming Interface (API) is employed in

order to transmit the Simulink data to the R Studio tools (www.rstudio.com), where

the optimization algorithm has been implemented. Therefore, the optimization algo-

rithm is performed, and afterward the optimized data including optimal resource

scheduling results is transferred to the OP5600 and Simulink model using JAVA API.

Full details regarding this process are available in (Abrishambaf et al. 2017), which has

been developed by the authors in the scope of their previous works.

Fig. 6 Day-ahead consumption and generation profiles considered for case study: a Total CSP
network, b Aggregated profiles from BUS #15, #10, and #5 by CSP
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The optimization problem developed in this paper is a linear problem and is solved

using R Studio. Since R studio tools play the role of mathematical problem solver and

are separate from the real-time simulator, OP5600 is able to manage HIL devices

according to the acquired results of any optimization model supported by R Studio,

such as linear or nonlinear problems.

In other words, the outcomes of the optimization process, which is the economic

resource scheduling, is the rate of power that has been requested from each consumer

and generator in the CSP network. In order to implement these optimal scheduling re-

sults on the real resources, the conditions of the electrical network are important. The

OP5600 real-time simulator used in this paper enables us to address this fact; we can

validate the actual amount of reduction in the consumers and actual generation of

energy resources and obtain the actual measurement results in order to be employed in

the remuneration phase.

Results
In this section, at first, the results obtained from optimization problem are provided,

and then, the real-time data acquired by OP5600 from Simulink is presented. The

optimization results belong to all the CSP network, however, the main focus is given to

the prosumer in BUS #15, and to the two producers in BUS #10 and #5. Figure 7 illus-

trates the optimal resource scheduling results of the CSP for network players in BUS

#15, #10, and #5.

As it can be seen in Fig. 7a, all DG units are responsible to provide the maximum

generation to the CSP network since it is the cheapest resource of the grid. Addition-

ally, Fig. 7b shows the load reduction in the scope of Red. DR program, which CSP

utilized for prosumer in BUS #15, for reducing the consumption in order to avoid pur-

chasing energy from external suppliers.

When these optimization results are obtained, they are provided to the OP5600

real-time simulator as inputs. Consequently, the real-time simulator starts to control

and manage the HIL equipment in order to implement the optimization results in

real-time. The consumption profiles shown in Fig. 7b will be emulated by the 4 kVA

and the 30 kW loads; the wind production curve shown in Fig. 7a will be provided to

the 1.2 kW wind turbine emulator; the PV profile in BUS #10 will be modeled by the

1.8 kW PV emulator; and the PV curve in BUS #5 will be the real profile of GECAD

PV production. The output of the optimal energy resource scheduling model is a

requested amount of power for each resource to manage its demand or generation in a

Fig. 7 Optimization results for CSP resource scheduling: a generation scheduling for BUS #15, #10, and #5;
b consumption scheduling for BUS #15
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certain period. However, the actual implementation of the demand reduction and the

DG production requested for each real resource will depend on the electrical grid con-

ditions. In fact, this is one of the advantages of using real-time simulation (OP5600)

and laboratory equipment, as HIL, for modeling consumption and generation profiles.

With this method, we validate the actual demand reduction, and the actual DG produc-

tion in order to be used in the simulation results, namely for remuneration and aggre-

gation goals.

Figures 8, 9, 10, 11 and 12 show the final results of the real-time simulation for

12 min. All the results illustrated in these figures are adapted from OP5600 and

MATLAB/Simulink. In this model, the time step for real-time simulation is configured

as 0.5 s. This means that OP5600 transmits the optimization results to HIL devices

with 30 s time interval (one value for each period), and then, it acquires the real-time

data with a 0.5 s time interval. The results shown in Figs. 8, 9, 10, 11 and 12 are the be-

haviors and reactions of customers during the scheduled events; they accepted their

availability for these events in the day before.

In Fig. 8, the set point values are the ones that OP5600 transmitted to the 4 kVA and

to the 30 kW loads in order to simulate the consumption of the prosumer in BUS #15.

The green and blue lines are the responsibility of the loads in real-time. The DR event

has been applied between the instant of 240 s (period #8) to 570 (period #19), which

leads to reducing the consumption. As it can be seen in Fig. 8, whenever the rate of

Fig. 8 Real-time simulation of consumption in BUS #15 before and after DR reduction

Fig. 9 Real-time results of wind turbine emulator in BUS #15
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consumption changed, the loads require some time to reach the desired consumption

level. This is one of the main differences between the experimental works and simula-

tion works; in simulation environment the consumption rate changes immediately,

however, consumers modeled by HIL devices employed in this platform require some

time to meet the desired rate of consumption since it accommodates analog control in

AC Loads.

Moreover, Fig. 9 illustrates the real-time wind generation of the prosumer in BUS #15,

which has been simulated by the 1.2 kW wind turbine emulator. The wind speed data

provided by OP5600 to the wind turbine emulator has been acquired from (Meteo 2017).

As it can be seen in Fig. 9, the set points are the scheduled values that have been

requested from the wind turbine to be emulated. Consequently, the emulator produces

power and transmits the actual measurements of active power generation (green line in

Fig. 9) to the OP5600. By this way, the system is able to emulate a scheduled wind gen-

eration profile based on the electrical grid conditions, such as voltage variations.

Figure 10 shows the real-time results of the PV emulator considered in BUS #10. As

it is clear in Fig. 10, the set points are the scheduled amount of power to be generated

by PV emulator, and the simulated PV profile (blue line) is the real generated profile by

the PV emulator, which has been transmitted to OP5600 in real-time. Also, as Fig. 10

illustrates, there are a lot of variations in generation curve, which is due to the voltage

variations in the AC side of the inverter. In this condition, the controller section of the

DC power supply attempted to keep the generation level on the desired generation level.

Additionally, Fig. 11 demonstrates the PV generation results of BUS #5 in the CSP

network. The results shown in this figure are the real production data of GECAD PV

system with 10 kW capacity of generation. The considered generation profile is for an

Fig. 10 Real-time results of PV emulator in BUS #10

Fig. 11 Acquired results for real 10 kW PV producer considered in BUS #5
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entire day with 1 min time interval (1440 periods of 1 min, for 24 h) available in

GECAD database, and the profile shown in Fig. 11 is the same profile; however,

OP5600 acquires the data with 0.5 s time interval (1440 periods of 0.5 s, in total 720 s).

As a final result, Fig. 12 shows the total aggregated generation from BUS #15, #10,

and #5 in the CSP network in real-time, which is the sum of generation profiles shown

in Figs. 9, 10 and 11.

The results shown in Fig. 12 are the actual measurements from the generation

resources, which OP5600 acquired in real-time from different resources with different

time intervals and merged into a unique profile. Since this is a real aggregated gener-

ation profile, it can be used by a CSP for several simulation purposes, such as remuner-

ation processes or electricity market negotiations.

In sum, the results regarding the real-time simulation model of the CSP are illus-

trated in this section. These results prove the platform skills in order to validate a busi-

ness model for optimal resource scheduling using several real and laboratory hardware

resources and the real-time simulator.

Conclusions
The use of demand response programs and distributed energy resources, especially

renewable generation, are a key role of nowadays distribution network. Moreover, in

order to have an efficient solution for these resources management, third-party entities,

namely curtailment service providers, are very relevant in this scope. The model pre-

sented in this paper concerns the real-time simulation of a curtailment service provider

by utilizing several real and laboratory hardware resources. All the equipment pre-

sented in this paper has been employed in the real-time simulator as

hardware-in-the-loop in order to take advantage of realistic results inside of the simula-

tion environment. Moreover, an optimization problem is developed in this paper, which

enables the curtailment service provider to have an optimal solution for the resource

scheduling with the aim of minimizing the operation costs.

The presented case study tested and validated the system capabilities in terms of con-

trolling and monitoring the real resources from the simulation environment by using a

real-time simulator. The results of the case study are the ones actually measured from

the real and laboratory loads and generators. These results demonstrate that the real

implementation of management scenarios, namely demand response programs or

resources scheduling, electrical grid conditions play a key role since voltage variations

Fig. 12 Real-time profile of aggregated generation from BUS #15, #10, and #5
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affect the consumption and generation profiles. Moreover, it is shown that the results

obtained from the optimization have a little difference compared to the real-time simu-

lation results. This is because of the reaction of the real resources outside of simulation

environment; real resources take some time in order to fulfill the system goal and reach

the desired consumption or generation level. In fact, this issue validates the need for a

real-time simulation and hardware-in-the-loop methodology using real hardware re-

sources, before massive implementation of business models.

Nomenclature
Parameters

OCOperational Costs of CSP

PExtIncoming power from external suppliers

PDGProduced power of DG

PDLCPower reduction in scope of DLC DR program

PRedPower reduction in scope of Red. DR program

PRTPPower reduction in scope of RTP DR program

CExtCost of purchased power from external suppliers

CDGCost of produced DG power

CDLCCost of remuneration for DLC DR program

CRedCost of remuneration for Red. DR program

CRTPCost of remuneration for RTP DR program

PLoadThe total power consumption of CSP

PConsConsumption of each CSP player

Pmax
Ext Maximum capacity of incoming power from external suppliers

Pmax
DG Maximum generation capacity of DG

Pmax
DLCMaximum reduction for DLC program

Pmax
Red Maximum reduction for Red. Program

Pmax
RTPMaximum reduction for RTP program

Indexes

INumber of time periods

SNumber of external suppliers

CsNumber of CSP customers
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Abstract

Center pivot systems are widely used to overcome the irrigation needs of agricultural fields. In this paper, an autonomous
approach is proposed in order to improve the low efficiency of irrigation by developing a system based on the water requirement
of the plantations, through field data. The data are local temperature, local wind, soil moisture, precipitation forecast, and
soil evapotranspiration calculation. This information enables the system to calculate the real evapotranspiration for not being
necessary to restrict to lysimetric measures. By this way, the system schedules the irrigation for the lower cost periods,
considering the produced energy by the local resources, and the price of energy purchased from the utility grid. Also, it is
considered that the irrigation must be carried out within the time interval in which the plantations do not reach the wilding
point, so it will be carried out at the periods with the lowest cost. This will optimize the overall operational costs of the
irrigation.

c⃝ 2019 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

The need for irrigation management has become relevant in many regions, especially in Mediterranean areas.
This leads to having a limitation on the water resources, changes in the climatic conditions and the negative effect
of human behavior on the environment. The purpose of the irrigation is to give the proper amount of water to the
plants in order to guarantee their necessity. The amount of water used in the irrigation system is also important,
somehow the new irrigation methods implemented in such a manner that consume less water comparing to the
previous and old technologies. Smart irrigation methods also can be implemented, which means not only they
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should consider consuming less water, but also, they should limit the water supply to optimize crop production.
For optimum operation, soil water in the crop root-zone must be maintained between a desirable range with upper
and lower limits of available water for the plant. Proper irrigation management will prevent economic losses (yield
quantity and quality) caused by over or under irrigation. The objective of irrigation management is to establish a
proper timing and amount of irrigation for greatest effectiveness [1].

In agricultural fields, the main intention is to reach the maximum yield of the crop with the minimum operational
costs. One of the developed methods in this area, which improves the efficiency of the use of water and the use of
energy as well, is the irrigation by sprinkler with a system of the center pivot. In this method, the device rotates
around a pivot, in a circular path, and crops are watered with sprinklers as the machine moves. Also, this method
can be integrated with multi-depth sensors for measuring and monitoring the conditions of the soil. Therefore, an
optimal solution can be reached through these approaches for minimizing the use of energy and water. Soil moisture
sensors and Photovoltaic (PV) arrays are also useful for the water pumping, while the minimum moisture level is
reached. However, more deep studies and surveys are essential in this context in order to have an efficient use of
those systems [2].

This paper proposes an autonomous approach for improving the low efficiency of irrigation by developing a
system based on the water requirement of the plantations, through the field data. The data are local temperature,
local wind, soil moisture, precipitation forecast, and soil evapotranspiration calculation. This information enables
the system to calculate the real evapotranspiration for not being necessary to restrict to lysimetric measures. By
this way, the system schedules the irrigation for the lower cost periods, considering the produced energy by a PV
system, and the price of energy purchased from the utility grid. Also, it is considered that the irrigation must be
carried out within the time interval in which the plantations do not reach the wilding point, so it will be carried out
at periods with the lowest cost.

There are several similar works focused on this topic. Dong et al. [3] presented an autonomous precision irrigation
model based on a center pivot irrigation system that uses wireless underground sensor networks. In the same work,
the system provided autonomous irrigation management through monitoring the soil parameters in real-time. In
Boobalan et al. [4], and Pernapati [5] the authors developed an automatic Internet of Things (IoT) based irrigation
system in order to monitor the soil and weather conditions and afford with auto irrigation to the crops by employing
microcontroller and cloud server. Debauche et al. [6] provided a center pivot irrigation method for optimizing the
crop water necessity by using multi-depth sensors for monitoring the soil moisture. Also, Wang et al. [7] proposed
a dynamic irrigation low limit method, which considers the crop growth and development time and water supply
to settle the irrigation while the water source is limited. In Brajovic et al. [8], the authors explained four solutions
to smart irrigation software, where the explored data obtained from various kinds of sensors. However, the main
focus of this paper is given to optimizing the overall operational costs of a smart irrigation system equipped with
a renewable energy resource, and it is aware of the real-time electricity market prices. Therefore, the irrigation can
take place at the most economic moments considering the soil moisture, PV generation and electricity price.

The rest of this paper is organized as follows: Section 2 explains the proposed model including mathematical
calculation and optimization algorithm. Section 3 demonstrates two scenario calculations for testing and validating
the system performance, and the results are shown in the same section. Finally, Section 4 presents the main
conclusions.

2. System description

In the agriculture fields, the main intention is to reach the maximum yield of the crop with the minimum
operational costs as well as water consumption. The proposed model in this paper is based on the Center Pivot
(CP) irrigation, which improves the efficiency of water usage and energy consumption. Fig. 1 illustrates the typical
architecture of a CP irrigation system.

As Fig. 1 shows, the CP system rotates around a pivot, in a circular path somehow the crops are watered with
sprinklers as the machine moves.

The irrigation method presented in this paper considers multiple zones of the agricultural field that allows having
different plantations or planting the same type but in different stages of growth. Fig. 2 demonstrates the proposed
irrigation method. The system considers the irrigation requirements for each zone and regulates the speed of the
electrical motor, related to the rotation of the infrastructure, and the valve motor related to the water pumping, based
on the plant’s requirements in each zone.
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Fig. 1. The CP irrigation system.

Fig. 2. Multiple zones CP irrigation system.

The system calculates the time remaining until the level of soil moisture goes below a desired limit for the
plantations of the different zones considering the evapotranspiration of each zone and the precipitation forecast.
Furthermore, the system obtains the local PV production and the electricity market price, in order to propose the
most optimized scheduling for the irrigation of each zone. The priority of the system is set to use the local energy
generation for the electricity demand of the devices. The presented optimization algorithm for the system is shown
in Fig. 3, where the output would be the optimal irrigation scheduling. There are several sensors in the system,
which enables the scheduling process to have real-time data, such as soil moisture, solar radiation, temperature,
humidity etc.

The system is also able to perform precipitation and sun forecasting, which are used by the irrigation scheduling
process. The algorithm checks the PV generation, electricity price, precipitation and sun forecast for the next three
periods, and selects the best and optimal period that the irrigation can be performed with the minimum operational
cost.

In order to estimate the period and the adequate amount to irrigate the field, it is necessary to calculate the
evapotranspiration of the plantations. For this purpose, the FAO Penman-Monteith method [9] is utilized to estimate
the potential evapotranspiration (ET0) and the evapotranspiration of the crop (ETc). Eq. (1) shows the calculation
of the potential evapotranspiration considering the stage of vegetative growth of the crop by weighting the potential
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Fig. 3. Flowchart of the irrigation scheduling process.

evapotranspiration (Kc).

ET0 =
0.408∆ (Rn − G) + γ 900

T +273U2(es − ea)

∆ + γ (1 + 0.34U2)
(1)

where:
ET0 Reference evapotranspiration [mm day−1];
Rn Net radiation at the crop surface [MJ m−2 day−1];
G Soil heat flux density [MJ m−2 day−1];
T Air temperature at 2 m height [◦C];
U2 Wind speed at 2 m height [m s−1];
es Actual vapour pressure [kPa];
ea Actual vapour pressure [kPa];
es-ea Saturation vapour pressure deficit [kPa];
∆ Slope vapour pressure curve [kPa ◦C−1];
γ Psychrometric constant [kPa ◦C−1].

The calculation of ETc (as Eq. (2) shows) is the product of ET0 and KC, which KC is determined from the type,
growth length of the crop and chooses the corresponding coefficients KC.

ETc = ET0 ∗ Kc (2)

where:
ETc Crop evapotranspiration [mm day−1];
ET0 Reference evapotranspiration [mm day−1];
Kc Single crop coefficient.

As a summary, this section demonstrated the proposed model for optimal irrigation by considering several
real-time data and forecast information. The performance of the system would be validated through two scenario
calculations presented in the next section.
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3. Scenario calculations

In this part, two scenarios are presented for testing and validating the performance of the irrigation system.
For this purpose, it is considered that the system is equipped with a 5 kW PV arrays, which can supply a part of
irrigation system consumption. Therefore, a real production profile adapted from GECAD research center database,
is provided to the algorithm, as Fig. 4-(A) shows. For the electricity market prices, a random day has been selected
from the Iberian Electricity Market (www.omie.es), and the prices are provided to algorithm by considering a
coefficient (Fig. 4 -(B)).

Fig. 4. Input data for the irrigation algorithm: (A) PV production profile; (B) Electricity market prices.

In addition to the production profile and the electricity prices, the precipitation and sun forecasts are calculated
and provided to the irrigation algorithm as inputs.

As it was mentioned in the previous section, the system is equipped with several types of sensors in order to
monitor the environmental and soil conditions in real-time. Therefore, two scenarios with 24 h duration (24 periods)
are presented in this section by considering different input parameters, and the algorithm will calculate the most
economic period to perform the irrigation. Table 1 demonstrates the parameters considered for the two proposed
scenarios. In fact, the input data shown on Fig. 4 are equal for both scenarios, and only some critical parameters
and irrigation devices characteristics are changed in order to survey the performance of the model.

Table 1. Input parameters for the two proposed scenarios.

Scenario 1 Scenario 2

Soil moisture level [mm] 800 Soil moisture level [mm] 1500
Evapotranspiration crop [mm] 100 Evapotranspiration crop [mm] 100
Wilting point plantation [mm] 450 Wilting point plantation [mm] 800
Motor power [kW] 75 Motor power [kW] 100
Irrigation capacity [mm/min] 20 Irrigation capacity [mm/min] 30
Desired soil moisture level [mm] 1500 Desired soil moisture level [mm] 3000
PV panel capacity [kW] 5 PV panel capacity [kW] 5
Precipitation Forecast [mm] 50 Precipitation Forecast [mm] 0

Furthermore, the precipitation forecast is considered in scenario 1, which happens in the first four periods
(between 12:00 AM to 04:00 AM) with 50 mm in each period. In fact, the precipitation increases the soil moisture,
and therefore, the irrigation would be occurred shorter in order to reach the desired level. The gained outputs of
algorithm are shown in Table 2. The results shown in Table 2 are the irrigation scheduling with the cost in each
period, somehow the green is the most economic period for the irrigation and the red is the most expensive period.
The costs are calculated by respect to the market prices considering the consumption of the devices and duration
of the irrigation in each period.

The duration of irrigation in each period is based on the real-time and desired soil moisture level and the irrigation
capacity. As it is clear in Table 2, the irrigation scheduling is shown until one period before the soil moisture
is reduced to the wilting point. If the soil moisture becomes equal to the wilting point, the irrigation should be
performed in any condition, and therefore, no algorithm is required for scheduling of the irrigation. Moreover, since
there are precipitations in the first four periods of scenario 1 (50 mm in each period), and also the evapotranspiration
rate is considered as 100 mm in each period, the soil moisture level would be compensated in the rainy periods

http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
http://www.omie.es
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Table 2. The results of the irrigation scheduling algorithm.

(first four periods). Therefore, the most economic periods for irrigating in scenario 1 are firstly on 12:00 AM, and
then on 4:00 PM. However, in scenario 2, the only economic period for irrigation is 12:00 AM.

The results and performances of the proposed irrigation scheduling algorithm have been shown and discussed in
this section. Using this algorithm would enable the farmers to have smart management on the operational costs in
the irrigation process. However, the proposed optimization approach should be implemented in a real pilot case in
order to survey all functionalities of the model and identify the practical gaps for overcoming them in the future
works

4. Conclusion

An autonomous approach was proposed in this paper to provide an optimal and efficient irrigation system. The
model utilized the field data, in order to meet the requirements of the plantations. These data enable the system
to calculate the real evapotranspiration for not being necessary to restrict to lysimetric measures and schedule
the irrigation for the affordable periods. The electricity market prices, and a local renewable energy source are
also considered in the scheduling algorithm. The important functionality of the presented scheduling algorithm is
considered that the irrigation must be carried out within the time interval in which the plantation does not reach
the wilting point, so it will be carried out at the periods with the lowest cost.

Two scenario calculation were demonstrated to validate the performance of the irrigation scheduling process.
Precipitation and sun forecasts were also considered, which affected the soil moisture and therefore, it reduced the
irrigation duration. From the results shown on the scenarios, it can be concluded that using the proposed irrigation
scheduling approach enables the farmers to have affordable irrigation and smart management with a significant
reduction in the operational costs.
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