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Space-time description of strong-field ionization and high-order-harmonic generation
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We develop the spatiotemporal description of matter-field interaction within the strong-field approximation.
We show that the space-time form of the ionized wave function has analogies with the diffraction phenomenon,
allowing for the definition of two different regimes: Fresnel and Fraunhofer. We demonstrate that the standard
saddle-point analysis corresponds to the paraxial approximation of the Fraunhofer case. The Fresnel number
therefore appears as a useful parameter to characterize the validity of the saddle-point approach. We give a
closed formula for the ionized wave function beyond the standard saddle-point analysis that takes the form of a
chirped Volkov wave. We apply our results to the study of high-order-harmonic generation, demonstrating that
the saddle-point approximation breaks down for extended systems, i.e., when the Fresnel number approaches or
is above the unity. As a simple example, we analyze the harmonic generation of dissociating H+

2 and demonstrate
the Fresnel number as a useful parameter to determine the accuracy of the semiclassical saddle-point approach.
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I. INTRODUCTION

Laser technology has reached a point where even small-
sized laboratories can host intense sources. Therefore, intense-
laser physics offers an excellent playground for developing our
understanding of quantum physics beyond the perturbative
limit, in which the experimental validation is regularly avail-
able. Since many of the interesting phenomena in this field are
related to the dynamics of single electrons, the theoretical
treatment is greatly simplified and can be treated using
exact solution of the one-particle time-dependent Schrödinger
equation (TDSE). Nevertheless, for applications involving
macroscopic targets, the numerical computation of the exact
wave function at every target point is time-consuming; there-
fore there is a practical necessity to develop approximated
models. In addition, semianalytical models provide a physical
picture which is hidden in the exact computations.

A recurring approximation in strong field physics is the
strong-field approximation (SFA), which consists of three
assumptions: First, the interaction with the ground-state
electron is assumed to conduct solely to ionization (i.e., no
bound-state excitations are considered); second, the ionized
electron is assumed to be a free particle in the electromagnetic
field, neglecting the Coulomb interaction with the parent ion;
and third, the ionized electron is assumed to remain in the
continuum during the rest of the interaction. The SFA was
first used by Keldysh et al. [1–3] to study the photoelectron
spectrum and later was applied by Lewenstein to high-order
harmonic generation [4,5].

SFA theories are naturally developed in momentum space,
as the continuum free-electron approximation allows for the
efficient use of the Volkov basis [6], i.e., the plane-wave states
of a free electron in an electromagnetic field. However, space-
time approaches have been used in other non-SFA treatments
of intense-laser matter interaction, as for instance the adiabatic
approach in Ref. [7]. Except for the case of a monochromatic
field, there is no analytical solution for the time evolution
of the SFA wave function. Generally the solution is found
semianalytically, resorting to the saddle-point approximation

to compute the momentum-space integrals and, optionally, also
the integral over all ionization times.

In this paper we develop a position-space approach for the
strong-field problem that constitutes a complementary view
to the momentum-space description mentioned above. Our
viewpoint allows us to develop an analogy with the optical
scalar theory of diffraction. We derive some practical results
from this such as, for instance, a quantitative test for the
validity of the saddle-point approach (frequently used in the
standard SFA derivation), and explicit forms for the ionized
wave packet, more precise than the usual SFA plane-wave
assumption.

The paper is organized as follows: We start giving the
general formula for the spatial form of the wave function of
the electron in the continuum, in terms of the interference
of the wave packets ionized at previous instants of time.
The computation of each of these elementary contributions
is not trivial, as it contains an integral over space. Next, we
develop an analogy with optical scalar diffraction theory that
will allow us to define a Fresnel number NF and, therefore to
find the regimes for the ionized wave function analogous to
the far field (NF � 1) and near field (NF � 1) in diffractive
optics. The far-field regime is found to be a valid description
of the ionized wave function from small systems (atoms
and small molecules) and/or for sufficient large excursion
times of the ionized electron in the continuum. For this
far-field case, we derive a compact expression for the ionized
wave function, which is more general than the Volkov plane
wave. Following the optical analogy, we demonstrate that the
standard SFA formulation, developed in momentum space and
using the saddle-point approximation (SPA), corresponds to
the paraxial case of the far-field diffraction, and therefore,
the SFA-SPA wave function is a particular case of our
more general SFA wave function for the ionized electron in the
far-field regime. The practical implication of this is that we can
propose the Fresnel number NF as a quantitative measure for
the validity of the standard SFA-SPA approach. In a second
part of the paper, we use our result to compute high-order
harmonic generation (HHG). We demonstrate that, in the
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paraxial far-field regime, the formulation of HHG leads to
the the Lewenstein’s saddle-point approach [4]. We show that,
while harmonic generation in small systems (atoms and small
molecules) fulfills the paraxial far-field condition, systems
larger than a few tens of atomic units require the exact (i.e.,
non-saddle-point) SFA computation. We conclude the paper
with the analysis of harmonic generation of a dissociating
H+

2 molecule. This system is especially suitable to show the
applicability of our results, since by changing the distances
between the ions we can explore the breakdown of the paraxial
far-field regime, or equivalently the saddle-point approach, in
comparison with the exact evaluation of the SFA harmonic
spectrum.

II. SPACE-TIME FORM OF THE IONIZED
WAVE FUNCTION

Our aim is to develop the solution of the Schrödinger
equation, for the single-active electron and in the strong-field
approximation (SFA), using space-time coordinates instead of
the usual momentum space approach,

i�
∂

∂t
|ψ(t)〉 = [HA + VF (t)] |ψ(t)〉, (1)

where ĤA = π̂2/2m + VC is the atomic Hamiltonian (VC

is the Coulomb potential and π̂ is the linear momentum
operator). VF (t) = −qr · E(t) describes the interaction with
the electromagnetic field in the length gauge (q is the electron
charge and E(t) is the electric field in dipole approximation).

The solution of Eq. (1) can be written as |ψ(t)〉 = |φ0(t)〉 +
|ψ̃(t)〉, where

|φ0(t)〉 = exp [−iε0(t − t0)/�] |φ0〉 (2)

is the field-free evolution of the initial state |φ0〉, in which we
assume a bound state of the atom HA|φ0〉 = ε0|φ0〉, and where

|ψ̃(t)〉 = 1

�

∫ t

t0

G+(t,ti)VF (ti)|φ0(ti)〉dti (3)

describes the wave function perturbed by the field. G+(t,ti)
is the propagator describing the exact evolution from an
initial ionization time ti to any final time t and |ψ(t)〉 =
iG+(t,ti)|ψ(ti)〉. The SFA replaces G+(t,ti) by the propagator
G+

F (t,ti) of a free electron evolving solely under the influence
of the electric field, associated with the Hamiltonian ĤF =
π̂2/2m + VF (t), and therefore (3) is approximated to

|ψ̃(t)〉 = 1

�

∫ t

t0

G+
F (t,ti)VF (ti)|φ0(ti)〉dti . (4)

As shown in Appendix A, the spatial form of |ψ̃(t)〉 can be
found from Eq. (4) as

ψ̃(r,t) = 1

i�

∫ t

t0

∫ [
m

2πi�(t − ti)

]3/2

e
i
�

Scl (r,t,ri ,ti )

×〈ri |VF (ti)|φ0(ti)〉dridti , (5)

where ψ̃(r,t) ≡ 〈r|ψ̃(t)〉, r and ri are the electron’s coordi-
nates at times t and ti , respectively, and Scl corresponds to the
action associated to the classical trajectory of a free electron in
the electromagnetic field, starting at ri at time ti and reaching
r at time t .

cl r ,t,ri ,ti;( )

loop t,ti;( )

tti

x
yyi

xi

ri r

r
ri = r

ri ,ti( ) ti ti;r ,t( )

cl

loop

FIG. 1. (Color online) Scheme of the wave function propagation
from the initial ionization time ti to an arbitrary final time t . Following
Eq. (7), the amplitude probability at each point of the evolving wave
function results from the interference of the classical trajectories
starting at any point ri of the initial wave function, with a kinetic
momentum given by Eq. (10). The loop trajectory, highlighted in red
(gray), corresponds to the special case in which the electron returns
to its initial position (r = ri). For clarity, the wave functions are
represented only in two dimensions.

The SFA wave function (5) can be understood as composed
of elementary contributions associated to every ionization time

ψ̃(r,t) =
∑

ti

δψ̃(ti ; r,t), (6)

where

δψ̃(ti ; r,t) =
(

m

2πi�

1

t − ti

)3/2

×
∫

e
i
�

Scl (r,t,ri ,ti )ξ (ri ,ti)dri	ti (7)

represents the time-evolving wave function of an electron
ionized during the differential time interval from ti to ti + 	ti .
The quantity

ξ (ri ,ti) ≡ (1/i�)〈ri |VF (ti)|φ0(ti)〉 (8)

can be interpreted as the rate of probability amplitude injection
from the bound state into the continuum; i.e., ξ (ri ,ti)	ti is
the wave function that appears in the continuum during the
ionization time interval from ti to ti + 	ti .

Figure 1 shows a simplified sketch of the situation described
by Eq. (7): At any time t the wave function, evolved from the
ionization event at ti , is the superposition of the contributions
of all classical trajectories connecting the final coordinate r
with every possible starting point ri at ti . Each trajectory, ηcl ,
is defined by its starting point and path shape, given by the
time integral of the kinetic momentum

π cl(r,t,ri ,ti ,; τ ) = −q

c
A(τ ) + 1

t − ti

[
m(r − ri)

+ q

c

∫ t

ti

A(τ ′)dτ ′
]
. (9)
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Therefore

ηcl(r,t,ri ,ti ; τ ) = ri + 1

m

∫ τ

ti

π cl(r,t,ri ,ti ; τ
′)dτ ′. (10)

The explicit form for the semiclassical action Scl(r,t,ri,tis) in
(7) is (see Appendix A)

Scl(r,t,ri ,ti) = − 1

2m

∫ t

ti

π2
cl(r,t,ri ,ti ,; τ )dτ

+π cl(r,t,ri ,ti ,; t) · r − π cl(r,t,ri ,ti ,; ti) · ri .

(11)

Among all possible trajectories represented in Eq. (10), we
refer to those paths for which the electron returns to the initial
position as loop trajectories. The kinetic momentum in this
case is given by imposing the condition r = ri to Eq. (10),
leading to

π loop(t,ti ; τ ) ≡ −q

c

[
A(τ ) − 1

t − ti

∫ t

ti

A(τ )dτ

]
, (12)

Note that since π loop does not depend on the electron
coordinates, the shape of the loop trajectory is a characteristic
of the dynamics between ti and t : All other trajectories, where
the electron does not return to the initial position, can be
considered as variations of the loop case, since from Eqs. (10)
and (12) we have

π cl(r,t,ri ,ti ; τ ) = m
r − ri

t − ti
+ π loop(t,ti ; τ ). (13)

This relation is of practical utility, since it shows explicitly the
dependence of the dynamics of the ionized electron with the
initial and final coordinates. In particular the classical action
(11) can be rewritten as

Scl(r,t,ri ,ti) = − 1

2m

∫ t

ti

π2
loop(t,ti ; τ )dτ + m

2

(r − ri)2

t − ti

+π loop(t,ti ; t) · r − π loop(t,ti ; ti) · ri .

(14)

Therefore, the exact SFA wave function (7) can be written

δψ̃(ti ; r,t) =
(

m

2πi�

1

t − ti

)3/2

e
− i

2m�

∫ t

ti
π2

loop(t,ti ;τ )dτ

× e
i
�

π loop(t,ti ;t)·r
∫

e
i m

2�

(r−ri )2

t−ti e− i
�

π loop(t,ti ;ti )·ri

× ξ (ri ,ti)dri	ti . (15)

III. ANALOGY WITH DIFFRACTION THEORY

In this section we use the above definitions to develop
further the spatiotemporal picture of the strong field-atom
interaction. In the first place, we introduce an analogy with the
optical scalar diffraction theory. This will allow us to represent
the evolution of the ionized wave function as the formation
of the diffraction pattern of light after passing through an
aperture. The excursion time t − ti , properly dimensioned,
will assume a role analogous to the distance between the
diffraction aperture and the screen where the diffraction pattern
is projected. The association will suggest the definition of two

different regimes for the ionized wave function, corresponding
to short excursion times (near field, or Fresnel diffraction) and
long excursions (far field, or Fraunhofer diffraction).

The analogy follows from rewritting Eq. (15) as

e− i
�

π loop(t,ti ;t)·rδψ̃(ti ; r,t)

=
(

m

2πi�

1

t − ti

)3/2

e− i
�

〈Tloop〉(t−ti )

×
∫

e
i
�

m
2

(r−ri )2

t−ti e− i
�

π loop(t,ti ;ti )·ri ξ (ri ,ti)dri	ti, (16)

where 〈Tloop〉 = 1/ [2m(t − ti)]
∫ t

ti
π2

loop(t,ti ; τ )dτ is the mean
kinetic energy of the loop trajectory. Equation (16) can be
cast in the form of a three-dimensional generalization of the
Fresnel diffraction integral [8]:

U (r,ζ ) = e−ikζ ζ

(iλζ ζ )3/2

∫
e
i

kζ

2ζ
(r−ri )2

U (ri ,0)dri (17)

using the following definitions:
(i) The distance between the aperture plane and the screen

is given by ζ , which is defined in terms of the excursion time of
the ionized wave function, t − ti , as ζ = (t − ti)

√〈Tloop〉/m.
Therefore, longer excursion times correspond to a diffraction
setup with a larger distance between the aperture and the
screen.

(ii) kζ is the wave number of the diffracted field, which is
defined as kζ = (1/�)

√
m〈Tloop〉, leading to the definition of

λζ = 2π/kζ .
(iii) U (ri ,0) = e− i

�
π loop(t,ti ;ti )·ri ξ (ri ,ti)	ti corresponds to

the distribution of the optical field at the aperture and relates
to the wave function at the ionization time. Since the wave
function is a tridimensional object, the integral at the aperture
in Eq. (17) involves three dimensions instead of two, which
is the usual in the optical scalar diffraction theory. Without
lost of generality, we consider our reference frame located at
the mean position of the wave function at ionization time, i.e.,
〈ri〉ξ = 0.

(iv) The field at the image plane is given by the wave
function at time t , as U (r,ζ ) = e− i

�
π loop(t,ti ;t)·rδψ̃(ti ; r,t).

The parallelism with optical diffraction provides a frame-
work that can be exploited to give some practical results. For
this, let us expand the argument of the Gaussian exponential
in Eq. (17) and rewrite

U (r,ζ ) = e−ikζ ζ

(iλζ ζ )3/2
e
iπNF

r2

〈r〉20

∫
e
i

kζ

ζ
r·ri e

iπNF

r2
i

〈r〉20 U (ri ,0)dri ,

(18)

where 〈r〉0 is the size of the wave function at the instant of
ionization (approximately the mean radius of the bound state)
that plays the role of a characteristic size of the diffraction
aperture. NF is the Fresnel number

NF ≡ 1

2π

kζ

ζ
〈r〉2

0 = m

2π�

〈r〉2
0

t − ti
. (19)

The condition NF � 1 corresponds to the far-field or
Fraunhofer regime of diffraction. Since typically |ri | ∼ 〈r〉0, if
NF � 1 the exponential with the quadratic argument inside the
integral of Eq. (18) can be neglected and the field at the screen
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corresponds to the Fourier transform of the field at the aperture
(Fraunhofer integral). In our analogy, the Fraunhofer regime
is attained for small-size wave functions at ionization times
and/or for long excursion times. This is a typical situation
in, for instance, strong-field ionization of atoms and small
molecules.

Using Eq. (18) in the far-field regime (NF � 1) and
transforming back U (ri ,0) and U (r,ζ ) in terms of wave
functions, we retrieve a compact expression for the time
evolution of the wave function ionized at ti and observed at t

δψ̃FF (ti ; r,t)

=
(

m

i�

1

t − ti

)3/2

e
− i

2m�

∫ t

ti
π2

loop(t,ti ;τ )dτ

× e
i
�

[π loop(t,ti ;t)+ m
2

r
t−ti

]·r


[
π loop(t,ti ; ti) + m

r
t − ti

,ti

]
	ti,

(20)

where (π,ti) is the Fourier transform of ξ (ri ,ti),

(π ,ti) = 1

(2π )3/2

∫
e− i

�
π ·ri ξ (ri ,ti)dri . (21)

The ionized wave function (20) can be interpreted as a
chirped Volkov wave, where the electron’s kinetic momentum
varies as a function of the spatial coordinate. The departure
from the ordinary Volkov wave becomes significant at large
distances from the ionization spot, and therefore, Eq. (20)
offers a better description of the free electron in the field
wave function (compared with the standard SPA) in situations
where the ionized electron is far from the parent ion, which
is a situation that is relevant, for instance, in interion electron
transfer and collisional excitation [9].

The far-field equation (20) allows for a further sim-
plification if we are interested in describing the ionized
wave function at the neighborhood of the ionization spot.
The corresponding condition for this is r2 � 〈r〉2

0/NF , that
corresponds to diffraction optics in the paraxial far-field regime
(r/ζ � λζ /r). In this case Eq. (20) is simplified to

δψ̃SPA(ti ; r,t) =
(

m

i�

1

t − ti

)3/2

e
− i

2m�

∫ t

ti
π2

loop(t,ti ;τ )dτ

× e
i
�

[π loop(t,ti ;t)]·r[π loop(t,ti ; ti),ti]	ti, (22)

that corresponds to the plane-wave solution obtained when de-
veloping SFA theory in momentum space and using the saddle-
point approximation (SPA); see Appendix B. Therefore, we
label it according to this equivalence. Our approach demon-
strates, therefore, that the standard SFA approach, involving
SPA and developed in momentum space, is equivalent to the
paraxial far-field regime. Therefore, SFA-SPA approaches are
found to be valid only if the two conditions NF � 1 (far
field) and r2 � 〈r〉2

0/NF (paraxial) are fulfilled. These two
inequalities offer a practical test to determine whether the
SPA-SFA approach is valid.

Figure 2 shows the comparison of the exact SFA, Eq. (15),
the approximated far field, Eq. (20), and the paraxial far
field, Eq. (22), representations of the wave function. The plots
correspond to the real part of the wave function along the field
polarization axis (z) for an electron ionized at the maximum

(b)

(c)

(a)

(b)

(a)

(c)z 
(a

.u
)

Time (laser periods)
0.1 0.2 0.3 0.4 0.5 0.6 0.7

50
40
30
20
10

10

(d)

R
e {

}(
ar

b.
 u

ni
ts

)

-0.7

1

R
e {

}(
ar

b.
 u

ni
ts

)

-1

1

R
e {

}(
ar

b.
 u

ni
ts

)

-1

1

FIG. 2. (Color online) Real part of the wave function δψ̃(ti ; r,t)
along the z axis (a) right after ionization (t � ti), (b) a quarter of cycle
after ionization (t − ti = 0.25T , T being the laser period), and (c) half
cycle after ionization (t − ti = 0.5T ). We choose the ionization time
ti corresponding to the maximum amplitude of the electromagnetic
field. The exact SFA wave function, Eq. (15), is plotted using a solid
blue (gray) line; the far-field approximation, Eq. (20), is plotted using
a thick red (gray) dashed line; and the saddle-point-approximated
wave function, Eq. (22), is plotted using a thin green (gray) dashed
line. The shadowed box shows the spatial region where the saddle-
point-approximated wave function can be used; its limits are defined
as r2 = 〈r〉2

0/NF /16. Part (d) of the figure shows the trajectory of
a classical electron ionized at ti with velocity v(ti) = 0 (solid red
(gray) line) and the amplitude of the electric field in arbitrary units
(thin dashed blue (gray) line). The red (gray) circles highlight the
position of the classical electron at the time instants where times (a),
(b), and (c) are evaluated.

of the electric field (a) right after ionization, (b) a quarter of
cycle after ionization, and (c) a half-cycle after ionization. The
initial bound state is the hydrogen 1s, and the field is assumed
to be of constant amplitude with a wavelength of 800 nm
(period ∼110 au) and intensity ∼1.6 × 1014 W/cm2. Taking
〈r〉0 = 2.5 au [the average radius of ξ (ri ,ti)], the condition
NF ∼ 1 leads to t − ti ∼ 1, and therefore the far-field regime
is reached almost instantaneously after ionization. In this case,
we should expect the far-field wave function (20) to be a
good approximation to the exact ionized SFA wave function
at practically all excursion times. This can be checked in
Figs. 2(b) and 2(c), where the far-field-approximated wave
function (red [gray] dashed line) reproduces faithfully the
exact wave function (solid blue [gray] line). The paraxial
approximation breaks, however, for very small excursion times
(less than 1 au in this case), as depicted in Fig. 2(a). Figure 2
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also shows the far-field paraxial wave functions (equivalent
to the SFA-SPA result) for the three cases (green [gray]
dashed lines), which correspond always to plane-wave Volkov
solutions. As expected from the above discussion, SFA-SPA
is only accurate near the ionization spot, where the paraxial
condition is fulfilled. We show as shadowed areas the region
enclosed by paraxial condition r2 = 〈r〉2

0/NF /16 which, in our
experience, gives a sufficiently precise definition to the upper
paraxial limit r2 � 〈r〉2

0/NF stated above.

IV. HARMONIC GENERATION

We now apply our results to the computation of harmonic
generation. In semiclassical optics, the radiation of a charge
can be computed from the mean dipole acceleration, using
Larmor’s formula [10]. Therefore, up to constants, the
harmonic radiation is described by the dipole acceleration
spectrum. Considering the SFA decomposition of the total
wave function as the sum of the ground and the continuum
|φ0(t)〉 + |ψ̃(t)〉, as done in Sec. II, the higher frequency part
of the complex acceleration spectrum is given by the most
energetic transitions (i.e., continuum bound)

a(t) = 〈φ0(t)|â|ψ̃(t)〉, (23)

where â = (−1/m)∇Vc (Vc being the coulomb potential
energy), |ψ̃(t)〉 is the SFA continuum wave function given by
Eq. (5), and |φ0(t)〉 is the initial bound state, evolving field-free,
as given by Eq. (2). Using Eqs. (6) and (7) we can rewrite the
total acceleration (23) as the sum of elementary contributions
corresponding to the wave packets ionized at different times:

a(t) =
∑

ti

δa(t,ti), (24)

where

δa(t,ti) ≡ 〈φ0(t)|â|δψ̃(ti ; t)〉 =
(

m

2πi�

1

t − ti

)3/2

×
∫ ∫

α∗(r,t)e
i
�

Scl (r,t,ri ,ti )ξ (ri ,ti)drdri	ti ;

(25)

here α(r,t) = âφ0(r,t) is the acceleration matrix element in
coordinate space. As we have seen above, for the usual laser
wavelengths employed in strong-field interactions, Eq. (19)
leads to NF � 1 for all the relevant excursion times in the
atomic case. Therefore HHG in atoms is well described in
the far-field approximation. In addition, since harmonics are
generated near the parent ion, α(r,t) is only relevant in the
neighborhood of the bound-state wave function (|r| ∼ 〈r〉0),
thus fulfilling also the paraxial condition. Therefore, the atomic
HHG problem can be solved using the far-field paraxial wave
function δψ̃SPA. Insertion of Eq. (22) into Eq. (25) and use of
Eq. (24) leads to

aSPA(t) =
∫ t

t0

(
m

i�

2π

t − ti

)3/2

e
− i

2m�

∫ t

ti
π2

loop(t,ti ,τ )dτ

×ᾱ∗[π loop(t,ti ; t),t][π loop(t,ti ; ti),ti]dti,

(26)

where

ᾱ (π ,t) = 1

(2π )3/2

∫
e− i

�
π ·rα(r,t)dr. (27)

Equation (26) corresponds to the standard saddle-point
formula for computing harmonic generation, proposed first
by Lewenstein et al. [4], though here it is derived using the
dipole acceleration instead of the dipole operator.

We now test our results in the dissociating hydrogen ion
molecule H+

2 . This is a particularly simple system, involving
one electron and with cylindrical symmetry if the laser in
polarized along the molecular axis, and therefore it has been
used as a model for intense field physics in nonatomic systems
since the early days [11]. In the present case, we are interested
in monitoring the changes in the high-order harmonic spectrum
with increasing internuclear distance, in particular in seeing
what happens when the condition NF � 1 is violated. For
this, we compare the results for the acceleration spectrum from
the exact SFA wave function, Eq. (25), and the saddle-point
approximation, Eq. (26). While Eq. (26) is simple enough to
be implemented numerically in an efficient way, the exact
SFA acceleration (25) requires a double integral in space.
The computation, however, can be carried out efficiently
following the technique published in Ref. [12], adapted to the
length gauge. It is necessary to mention that molecular SFA
calculations in the length gauge should include a correction for
the space-dependent Stark shift of the initial bound state [13].

The dissociating H+
2 molecule is modeled by a two-well

hydrogenic potential

Vc = − q2

|r − R/2| − q2

|r + R/2| , (28)

where R is the internuclear vector and q is the electron charge.
For the case of sufficiently large internuclear distances, the
ground state of H+

2 can be well described by the linear
combinations of two hydrogen 1s orbitals, φH

0 ,

φ
H+

2
0 (r) = 1√

2

[
φH

0 (r − R/2) + φH
0 (r + R/2)

]
. (29)

To estimate the value of the Fresnel number NF , we use R

as the typical size of the ground-state wave function, i.e.,
〈r〉0 � R/2.

It is known that the high-order-harmonic spectra maps the
recollision energy of the semiclassical electron trajectories
[14]. To a good approximation, each harmonic is emitted
by two different trajectories, named short and long [15],
according to their excursion time in the continuum. Generally,
the main contribution to the harmonic radiation comes from
the short trajectories that are dispersed in the continuum over
a smaller time and, therefore, they have a larger recollision
probability. Since the Fresnel number NF depends on the
excursion time, each harmonic in the spectrum has its own as-
sociated NF depending on the excursion time of the associated
path.

The left column in Fig. 3 shows some comparisons of the
SFA spectra, Fourier transform of Eq. (25), and the SFA-SPA
spectra, Fourier transform (26), for the hydrogen atom (first
row) and for the H+

2 molecule at internuclear distances
R = 10, 20, and 60 a.u. in the subsequent rows, for a four-cycle
laser pulse of λ = 800 nm and intensity 1.6 × 1014 W/cm2.
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FIG. 3. (Color online) Left column: High-harmonic spectra for (a) a hydrogen atom and (b)–(d) the dissociating H+
2 molecule with

internuclear distances 10, 20, and 60 a.u. The Fourier transform of the exact SFA formula (25) are plotted using blue (gray) lines, the SFA-SPA
spectra from Eq. (26) are plotted in red (gray), and the results of the exact solution of the Schrödinger equation are plotted in black [only shown
in panel (d)]. Right column: Fresnel number NF computed using the excursion times of the classical electron trajectories responsible for the
emission of the harmonics. The laser field has a sin2 four-cycle envelope, 800-nm wavelength, and intensity 1.6 × 1014 W/cm2.

SFA results are plotted in blue online, and those of SFA-SPA
are in red online. We have also plotted the results of the exact
TDSE calculation for the R = 60 a.u. case, shown as a thin
black line in Fig. 3(d). It becomes quite evident that the exact
SFA approaches the TDSE results, while the SFA-SPA departs
considerably. We note, however, that the exact SFA spectrum
does not reproduce the TDSE results with equal quality as in
the single-atom case. It is known that Coulomb effects become
increasingly important for extended molecules, thus requiring
corrections to the standard SFA formulation, beyond the scope
of this study [16]. The extension of the spectral cutoff to
higher frequencies when increasing the internuclear distance
is a well-known effect [17] that is attributed to trajectories
initiating on one potential well that rescatter with other [18]
(so-called transfer electrons).

As expected from the above discussion, the SPA approach
becomes progressively inaccurate as the size of the system
increases. The failure of the standard SPA to reproduce
extended molecules has been reported before, and it is known
to require modifications to the SPA method to include the
contribution of the transfer electrons [19]. It is interesting to
note, however, that the departure of SPA from the exact SFA
is not the same at all harmonics. As an example, Fig. 3(b)
shows how the SPA can be still accurate for the higher part
of the harmonic spectrum, while being inaccurate at lower
frequencies. We find a reason for this in the different excursion
times connected to the production of harmonics at different
frequencies: Figures 3(e) and 3(f) show NF computed using
the excursion times of the classical trajectories that lead to
each harmonic. As commented above, every harmonic has
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two trajectory contributions, short and long; therefore each
harmonic is associated to two different values of NF . Shorter
trajectories correspond to the higher NF branch in each of
the plots. Since these trajectories generate harmonics more
efficiently, our discussion is restricted to the upper branches
of the NF plots. If we assume that NF < 0.5 is already
enough to fulfill the condition NF � 1, we see that Figs. 3(g)
and 3(h) predict the failure of the SPA approach for the
whole harmonic spectrum [as shown in Figs. 3(c) and 3(d),
respectively]. This is not the case for plots in Figs. 3(a)
and 3(e), and Figs. 3(b) and 3(f), corresponding to a shorter
internuclear distance (R = 10 a.u.) and for the single atom.
The atomic dimensions are small enough to ensure NF � 1
at all harmonic frequencies; therefore the SFA-SPA becomes
almost exact. Besides, Figs. 3(b) and 3(f) show the interesting
regime in which NF < 0.5 only for the spectral window above
the 20th harmonic order. According to this, the SFA-SPA
should approach the exact SFA result for harmonics above this
threshold, while being inaccurate for the lower order ones. We
have shadowed the area for which the far-field condition is
fulfilled, showing clearly the correspondence of the validity of
the SFA approach with the far-field condition.

V. CONCLUSIONS

We have presented a position-space approach to strong-field
interactions. By exploiting the analogy with optical scalar
diffraction theory, we have been able to determine different
regimes in terms of the excursion time of the ionized electron.
For long excursion times, the optical-far field analogy allows
us to propose an approximated form for the ionized wave
function. The standard formulation (based in the strong-field
and saddle-point approximations) is found to be a special
case of the far-field wave function, restricted to the spatial
region near the ionization spot. We develop also the spatial
expressions to compute high-order harmonic generation and
demonstrate that the standard saddle-point formulation is only
valid for small systems. Finally, we use the dissociating H+

2
molecule as a test playground to demonstrate our results.
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APPENDIX A: COMPUTATION OF THE SPACE-TIME
IONIZED WAVEFUNCTION

The space-time form (5) of the perturbed wave function can
be found projecting the ket |ψ̃(t)〉 on the space basis |r〉. Using∫

dri |ri〉〈ri | = 1, we can rewrite Eq. (4) as

ψ̃(r,t) = 1

�

∫ t

t0

∫
G+

F (r,t,ri ,ti)〈ri |VF (ti)|φ0(ti)〉dridti , (A1)

where we have defined G+
F (r,t,ri ,ti) ≡ 〈r|G+

F (t,ti)|ri〉 as the
space-time form of the Volkov propagator, i.e., the propagator

for a free electron in a laser field. The expression for the
free electron in the field propagator can be found from its
definition in terms of the Volkov waves (exact solutions for
the free particle in an oscillating electric field) as G+

F (t,ti) ≡
−i

∫ |π(k,t)〉〈π (k,ti)|dk, with

〈r|π (k,t)〉 = 1

(2π )3/2
e
− i

2m�

∫ t

t0
π2(k,τ )dτ

ei 1
�

π(k,t)·r, (A2)

where π(k,τ ) = �k − (q/c)A(τ ) is the kinetic momentum of
the Volkov wave [A(τ ) being the field vector potential and �k
the canonical momentum]. Therefore

G+
F (r,t,ri ,ti) =

∫
〈r|G+

F (t,ti)|ri〉dk

= − i

(2π )3

∫
e

i
�

S(k,r,t,ri ,ti )dk, (A3)

with

S(k,r,t,ri ,ti)

= − 1

2m

∫ t

ti

π2(k,τ )dτ + π(k,t) · r − π (k,ti) · ri . (A4)

Since S is a quadratic function in k, Eq. (A3) can be evaluated
as a Gaussian integral around the minimum of S(k,r,t,ri ,ti)
in the k space, (∂S/∂k)kcl

= 0,

kcl(r,t,ri ,ti) = 1

�(t − ti)

[
m(r − ri) + q

c

∫ t

ti

A(τ )dτ

]
.

(A5)

Therefore, the Volkov propagator, Eq. (A3), can be finally
written as

G+
F (r,t,ri ,ti) =

(
im

2π�(t − ti)

)3/2

e
i
�

Scl (r,t,ri ,ti ), (A6)

where Scl corresponds to S in Eq. (A4) with the replacement of
the kinetic momentum π(k,τ ) by π cl(r,t,ri ,ti ,; τ ) defined as

π cl(r,t,ri ,ti ; τ ) ≡ �kcl(r,t,ri ,ti) − q

c
A(τ ), (A7)

leading to Eq. (11). Since the combination of Eqs. (A5) and
(A7) leads to r − ri = (1/m)

∫ t

t0
π cl(r,t,ri ,ti ,τ )dτ , π cl is the

kinetic momentum of the free electron in the field classical
trajectory starting at (ri ,ti) and crossing r at time t . The
trajectory at any intermediate time τ is given by Eq. (10).

Note also that we can rewrite Scl as

Scl(r,t,ri ,ti) =
∫ t

ti

L(r,t,ri ,ti ,τ )dτ, (A8)

where L = π cl · η̇ − HF is the Lagrangian. Therefore, Scl

corresponds to the action associated with the classical
trajectory ηcl . Note that in the context of intense-field
physics, developed in the momentum space and saddle-point
approximation, the quantity usually termed as action
traditionally corresponds to the accumulated kinetic energy∫ t

ti
π2(k,τ )dτ/(2m) and not Scl .
By inserting Eq. (A6) into Eq. (A1), we are led to the exact

general form for the SFA wave function in space-time (5).
This is the well-known Feynman’s result [20]: If S(k,r,t,ri ,ti)
is a quadratic function, the propagation of the wave function
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between two points in space-time is described exactly using
the corresponding classical trajectory.

APPENDIX B: IONIZED WAVE FUNCTION USING
THE SADDLE-POINT APPROXIMATION IN

MOMENTUM SPACE

We start with Eq. (4), and by inserting the identity
operator Î = ∫ |π(k,ti)〉〈π (k,ti)|dk and using |π(k,t)〉 =
iG+

F (t,ti)|π(k,ti)〉, we have

|ψ̃(t)〉= 1

i�

∫ t

t0

∫
|π(k,t)〉〈π(k,ti)|VF (ti)|φ0(ti)〉dkdti . (B1)

Therefore, the contribution to |ψ̃(t)〉 of the amplitude of the
electron ionized at the differential time interval from ti to
ti + 	ti is

δ|ψ̃(ti ; t)〉 = 	ti

i�

∫
|π(k,t)〉〈π(k,ti)|VF (ti)|φ0(ti)〉dk. (B2)

By projecting on the spatial coordinates |r〉 and using Eq. (A2),
we have

δψ̃(ti ; r,t) = 	ti

(2π )3/2

∫
e
− i

2m�

∫ t

ti
π2(k,τ )dτ

ei 1
�

π(k,t)·r

× [π(k,ti),ti] dk, (B3)

where we have used Eqs. (8) and (21). Following the standard
procedure [4], Eq. (B3) is computed at the saddle point in
momentum space of the integral over the kinetic energy. The
momentum of the saddle point corresponds to π loop(t,ti ; τ );
therefore

δψ̃(ti ; r,t) = 	ti

(2π )3/2
ei 1

�
π loop(t,ti ;τ )·r[π loop(t,ti ; τ ),ti]

×
∫

e
− i

2m�

∫ t

ti
π2(k,τ )dτ

dk. (B4)

Equation (22) results after the Gaussian integration.
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