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a b s t r a c t

This work presents a two-stage optimization procedure for the conceptual design and operation of A-
frame dry cooling systems for concentrated solar power facilities. First, the optimal geometry of the A-
frame including sizing, number of fans and blade geometry, and unit parameters such as pipe length,
configuration and number is determined. Finally, the operation of the system over a year for minimum
energy consumption is computed. The geometry problem is formulated as a mixed-integer non linear
programming (MINLP) problem. A tailor-made branch and bound algorithm is used to solve the complex
non-linear programming sub-problems. The second problem consists of a multi-period MINLP. A fixed
geometry is used to evaluate the usage of fans over time. The solution suggests an apex angle of 63�, one
row of 75 pipes of 13.5m long with a diameter of 3.3 mm, and 4 fans are used but they only operate at full
capacity during summer. This design allows reducing the energy required by 20% by using the appro-
priate pipe configuration and number. The unit consumes around 4% of the energy produced by the CSP
plant that serves. It is a promising result that can be affected by plant layout and ground availability.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Solar energy is a plentiful source that can provide several times
themankind needs [1]. However, the use of solar energy to produce
power is still not competitive compared to fossil based thermal
plants [2]. The disadvantage of concentrated solar power facilities
(CSP) is that, unlike fossil based ones, they need to be allocated in
specific regions with high solar incidence. This particular feature is
a handicap in terms of cooling. There are two main cooling tech-
nologies for thermal plants: wet or dry cooling. Wet cooling is the
most used technology for power plants, but it requires around 1.8 L
of water per kWh produced [2]. On the other hand, dry cooling
technologies require the use of a fraction of the power generated to
operate the fans that move the air used to condensate the exhaust
steam. As a result, the global efficiency of the facility is reduced.

In the literature, a number of studies compare wet and dry
cooling systems for solar and fossil based thermal plants. Most of
them use a simulation based approach to compare power plants
that use both cooling technologies. Kelly and Prince [3] evaluated
the performance of air cooled condensers using the Excelergy
package and compared the cost of power production using both
cooling systems showing that dry is still more expensive. Turchi
et al. [4] studied 13 different real cases using SAM software, where
the use of dry cooling increased the cost of electricity by 8%, but
with reduction of water consumption of 90% in CSP plants. No
details on the air cooler geometry are presented. Zhai and Rubin [5]
focused on comparing the cost and performance of both cooling
technologies on coal based facilities. A-frame coolers are used but
no details of the unit are described. Barigozzi et al. [6] optimized
wet and dry cooling systems for waste-to-energy plants evaluating
the effect of air conditions on the cycle performance using Ther-
moflex software, but no unit design characteristics are commented.
Blanco-Marigorta et al. [7] used exergy as metric to compare both
technologies in terms of thermodynamic yield of the process. Habl
et al. [8] extended previous work by including cost estimation.
Liqreina [9] only focused on dry systems for a CSP plant located in a
desert area, Jordan, from the thermodynamic poinf of view.
Palenzuela et al. [10] evaluated various cooling technologies in the
context of desalination. Lately, a programming optimization
approach has been used to evaluatewet, Martín andMartín [2], and
dry cooling systems Martín [11] towards the trade-off between
water consumption and power generation. A monthly basis anal-
ysis is performed. Dry cooling technologies reported higher power
production and investment costs. Around 5e10% of the produced
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energy is consumed to power the fans using dry cooling technol-
ogies [11], while the use of wet cooling towers resulted in an
average consumption of 2.1 L/kWh of water [2]. Cooling technolo-
gies have been developed lately not only for renewable based po-
wer plants but also to address residential needs evaluating system
[12], comparing previous work with air cooling [13] and finally
evaluating various renewable resources [14]. However, these
studies used simplified models to represent the cooling technolo-
gies in order to be able to address the analysis or the optimization
of the entire power facilities. The increase in power demand
together with the future water scarcity [15] requires better dry
cooling systems [16].

Literature on the design of dry cooling systems focuses on
different aspects. Some studies evaluate the layout of the units for
their allocation in the facility using Computational Fluid dynamics
(CFD), suggesting novel layouts [17] and evaluating the effect of
wind speed direction [18]. In terms of the actual unit design, two
approaches can be found in the literature, iterative design and
mathematical optimization formulations. The most common
approach uses guidelines, figures and design equations in an
interative procedure. The general rules can be found in technical
reports [19], or reference books where the design procedure is
described in detail in Ref. [20]. Industry also provides their guide-
lines based on the experience on the operation of such units [21].
Apart from the basic design, the effect of the wind can also be
accounted for in the design [22]. Finally, specific problems such as
freezing [23], or the evaluation of the fan performance with no
further reference to the entire design and the heat transfer section
[24] have also been considered. Alternatively, mathematical opti-
mization approaches have been developed. However, most of these
studies have been performed for regular units either evaluating
their performance [25] or developing a mathematical model for
their optimization [26]. The optimization of the particular geome-
try of the A-frames has only been addressed in Ref. [27] for a
reduced number of variables. Conradie's et al. work [27] used a
mathematical optimization approach for the geometric design of A-
frame systems. However, it does not evaluate the effect on the flow
on the heat transfer coefficients, the effects of the geometry on the
pressure drop nor its operation over a year time.

Apart from the geometrical design of the unit, the variability in
the solar incidence represents the second challenge in the opera-
tion of CSP plants. In particular, cooling units are affected in two
ways, the variable heat load to be rejected and the variable con-
ditions of the cooling agent. Typically, the design is based on a
certain month of operation [20], but in the case of solar facilities
this approach leads to inefficiencies over a year. Even though
flexible design of chemical plants has been addressed in the liter-
ature using mathematical optimization approaches [28], its appli-
cation to the detailed design of industrial units considering the
monthly variability is challenging due to the mathematical
complexity. Reference to multi-period operation can be found in
some studies that evaluate the performance for regular air coolers
[26] or that focuses on the evolution of fouling and its effect on the
energy transfer [29], but work on the detail optimal design of A-
frames considering seasonality operation is not available.

In this work a two-stagemethodology has been proposed for the
conceptual optimal geometric design and monthly operation of A-
frames aiming at minimum power consumption to meet the cool-
ing needs of a CSP plant. The methodology is based on the detailed
geometric design for a month considering the piping system and its
layout, the fan blade geometry, pressure drop across the system and
heat transfer resistances. Next, as a recourse, the second step a
multiperiod optimization allows considering the operation of such
design over time to minimize energy consumption The aim is to
improve current designs reducing the energy required to operate
such units. For reference, the case study is based on a CSP facility
located in Almería (Spain), a region with one of the highest solar
radiations in Europe, and uses operating data from previous work
[2]. The paper is organized as follows: In Section 2, the design
method is depicted. In Section 3, the features of the model are
described. In Section 4 the optimization procedure developed to
solve the MINLP problem is presented. Next, in Section 5 the case
study and the main results are discussed such as the major oper-
ating conditions, the power consumed by the cooling system and
the units of the A-frame needed followed by an economic evalua-
tion and a comparison between dry and wet cooling facilities based
on CO2 savings. Finally, Section 6 draws some conclusions.

2. Design method

A two-step optimization procedure is proposed for the con-
ceptual design of A-frame units considering seasonality over a year
of operation. The first problem is the optimal design of the geom-
etry for the month with the highest energy production and heat
rejection. A detailed model for the A-frame described in Section 3 is
used to determine the geometric features of the unit. This model is
formulated as an MINLP optimization problem. Section 4.1 shows
the tailor-made branch and bound algorithm to determine the
number of tubes, number of bundles and rows as well as a standard
pipe diameter, tube length and fan blade angle. This problem is
solved for the optimal design capable of providing the cooling
required.

The seasonal operation of the A-frame over time is addressed for
the geometry computed in the design problem. This problem is
formulated as a multi-period MINLP to determine the usage of fans,
bundles and flow per fan operating on a monthly basis for mini-
mum energy consumption making the most of the unit geometry
defined in the first stage. To solve the multiperiod problem the
model of the unit is simplified by fixing the geometry. Section 4.2
shows the formulation of the second stage problem. Section 5 re-
ports the main operating data of the case study, heat rejection and
weather conditions.

3. Modeling

3.1. CSP facility description

The plant consists of three sections: the heliostat field, including
the collector and the molten salts storage tanks, the steam turbine
and the air cooler steam condenser. Fig.1 presents the flowsheet for
the process. This process uses a tower to collect the solar energy
and a regenerative Rankine cycle. The steam is generated in a
system of three heat exchangers where water is heated up to
saturation and then evaporated using the total flow of molten salts.
However, only a fraction of the flow of salts is used to superheat the
steam before it is fed to the first section of the turbine. The rest is
used to reheat up the steam before it is fed to the medium pressure
turbine. In the medium pressure turbine, part of the steam is
extracted and it is used to heat up the condensate. The rest of the
steam is finally expanded to an exhaust pressure, condensed and
recycled. For the condensation of the steamwe propose the use of a
direct air cooled system, an A-frame. For the detailed information
on the modeling features of the heliostat field and the steam tur-
bine, we refer to previous work [2].

3.2. Air cooling system

A scheme of A-frame type of air condenser can be found in Fig. 2.
The exhaust steam from the turbine circulates in a large pipe and it
is distributed into the pipes that form a roof over a system of fans in



Fig. 1. Flowsheet of the concentrated power plant facility (With permission [11]).

Fig. 2. Scheme of an A-frame type of unit (with permission [19]).
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the form of an A. The steam condensers inside the tubes as it
descends.
3.3. Model structure

Themodel is divided in 3 sections: mass and energy balances, A-
frame design, and fans design. The mass and energy balances
compute the need for air to condense the exhaust steam. Within
the A-frame design three main items are evaluated, the heat
transfer coefficient, the temperature gradient and the contact area.
This area is given by a number of pipes allocated in an inverted V
layout, the A-frame. The number of rows of tubes, their length and
diameter as well as the number of fins per tube are also calculated.
The heat transfer coefficient is highly dependent on the geometry.
Internal, external and material resistances are considered to
compute the global heat transfer coefficient. Finally, to allow for the
air to cross the A-frame structure a certain amount of power is
required. It depends on the air flow and the pressure drop gener-
ated by the structure. The model is formulated based on first
principles, design correlations to estimate heat transfer coefficient,
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standard characteristics of pipes and fins [20] and literature data of
the operation of the fans. Surrogate models are developed to cap-
ture the performance of the fans provided in the form of figures.
The heat transfer performance is modelled using widely accepted
design equations from the literature. However, if additional fan
performance data is available and/or other correlations are devel-
oped, the model can be easily updated. The model is optimized for
minimum energy consumption.

3.3.1. Mass and energy balances
The two energy balances considered are that to the air flow and

the one to the steam. The first of the two determines the air flow
required for the operation and is given by Eq. (1):

Q ¼ mair$
h
Cpair$

�
Tout;air � Tin;air

�þ H$Cpw;vap$
�
Tout;air � Tin;air

�i
(1)

The energy that has to be removed, Q, comes from the energy
balance to the steam, as given by Eq. (2) and the data of the oper-
ation of the CSP plant [2].

Q ¼ mw$lw (2)

3.3.2. A-frame design
3.3.2.1. Heat exchanger design. The general design equation of any
heat exchanger is Eq. (3):

Q ¼ U$Aout$LMTD (3)

This equation has three terms that must be analyzed separately:
the logarithmic mean temperature difference, LMTD, the outside
contact area, Aout, and the global heat transfer coefficient, U.

- The logarithmic mean temperature difference LMTD is
calculated using Eq. (4):

LMTD ¼ ðDTa � DTbÞ
lnðDTa=DTbÞ

(4)

However, eq. (4) is a complex mathematical expression that is
typically approximated using Chen approximation within optimi-
zation formulations to avoid numerical issues [30], Eq. (5):

LMTDz
�
DTa$DTb$

ðDTa þ DTbÞ
2

�1=3
(5)

The temperature's increments DTa and DTb are calculated using
Eqs. (6) and (7) where Tv is the steam temperature and Tin,air and
Tout,air the air inlet and outlet temperature:

DTa ¼ Tv � Tin;air (6)

DTb ¼ Tv � Tout;air (7)
- The external contact area of the heat exchanger Aout is the
area exposed to the heat flow and it is given by the number of
pipes per row and bundle, Nt and Nr, and the number of bundles,
Nb, Eq. (8).

Aout ¼ Nb$Nt$Nr$Aout;pipe (8)
- The global heat transfer coefficient referred to Aout , U, can be
computed using the equation presented by Pieve and Salvadori
[25]. This equation considers the resistances to heat transfer
related to steam condensation and the convective heat transfer
on the air side; we include also a term that considers the heat
transfer resistance due to the conduction of heat across the
pipes wall. Thus, U is computed as Eq. (9):

1
U

¼ Aout

h0$hair$Aout
þ e,Aout

kmat$Ak
þ Aout

hc$Ain
(9)

We need to compute a large number of variables with remark-
able mathematical complexity. The external area efficiency, h0, is
given by Eq. (10) [25]:

h0 ¼ 1� Atf

Aout

�
1� hf

�
(10)

where Atf is defined with Eq. (11):

Atf ¼ Af $Nt$Nr$Nb (11)

where Nt, Nr and Nb are the number of pipes, the number of rows
and the number of bundles respectively. The total fins area, Af , is
computed using the outer fin area Aout;fin and Eqs. (12) and (13):

Aout;fin ¼ p$Df $tf þ
p

2
$
�
D2
f � D2

out

�
(12)

Af ¼ nf ,Aout;fin (13)

The fins efficiency is given by Eq. (14) [25]:

hf ¼
tanhðm4Þ

m4
(14)

where m and f are calculated using Eqs. (15) and (16) respectively
[25] as a function of the pipe geometry, lay out (Df, Dout and tf) and
material (kf) and the heat transfer coefficient, hair:

m ¼
 
2$hair
kf $tf

!1=2

(15)

f ¼ 0:5$
h
Df � Dout þ tf

i
$

�
Df

Dout

	exp½0:065$m$ðDf�Doutþtf Þ�1:3863�

(16)

The air side coefficient, hair, is calculated using the air Nusselt
number. The Nusselt number is defined as presented by Heyns [20]
by Eq. (17):

Nu ¼ hair$Deq

kair
(17)

Pieve and Salvadori's equation is used to include the effect of the
geometry of the pipes and its lay out (Df, Dout, pf and tf) on Nu, Eq.
(18) [25]:

Nu ¼ 0:134$Re0:681$Pr1=3$

0
@ pf � tf

0:5$
�
Df � Dout

�
1
A0:2

$

 
pf � tf

tf

!0:11

(18)

where Reynolds and Prandtl numbers are computed as per Eqs. (19)
and (20) [25]:
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Re ¼ G$Deq

mair
(19)

Pr ¼ mair$Cpair

kair
(20)

Variable G is the airflow across the minimum flow area and the
rest are air properties and the equivalent diameter, Deq, for flow
purposes. The minimum flow area is computed using Eq. (21) [25]:

Smin�t ¼
"
Xt � Dout �

tf
pf
$
�
Df � Dout

�#
$Lt$Nt (21)

Equation (21) can be used only if equation (22) is satisfied:

Xl
Dout

>0:5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2Xt

Dout

s
(22)

However, in this particular case, Eq. (22) is always satisfied
because a pipe isosceles triangle layout is selected, see Fig. 3, Xt¼Xl
� Dout; Thus, Eq. (18) can be used without formulating a
disjunction.

The steam side film coefficient, hc, is computed using Eq. (23), as
suggested by Heyns [20]:
hc ¼ 0:9245$

(
Lt$r2c $k

3
c $g$cosð90� qÞ$lw

mc$mat$Cpair$
�
Tv � Tin;air

�
$
�
1� exp

�� UcHtLt
��

mat$Cpair

�
�
)0:25

(23)
where mat and UcHtLt can be computed as per Eqs. (24) and (25)
respectively [17]:

mat ¼ mair

2$Nt$Nb
(24)

UcHtLt ¼ haeAa

2$Nt$Nb
(25)

The haeAa term can be computed as follows, Eq. (26) [20]:

haeAa ¼ kair$Pr
0:33$Nb$Afr$Ny (26)

where Ny is computed using Eq. (27) [20]:
Fig. 3. Geometr
Ny ¼ 366:007945$Ry0:433256 (27)

and Ry by Eq. (28) [17]:

Ry ¼ mair

mair$Nb$Afr
(28)

Finally, thematerial resistance to the heat transfer depends on the
thermal conductivity of the pipe, kmat . It is estimated as an average
for the range of working temperature ranges [31] so that a value of
kmat equal to 45$10�3 kJ/(K m2/m s) is used.

The mean area Ak is computed using Eq. (29):

Ak ¼
ðAout � AinÞ
ln
�
Aout
Ain

� (29)

where Ain and Aout are calculated as in Eqs. (8) and (30):

Ain ¼ Nb,Nt,Nr,Ain;pipe (30)
3.3.2.2. Pipes design for area availability. The pipes are the units
that provide the contact area for heat transfer. For an enhanced
area, these pipes present fins. The design variables and geometry of
pipes are plotted in Fig. 3.
The internal area of a pipe Ain;pipe is the area of a cylinder of
diameter Din and length Lt . Thus, the area is given as presented in
Eq. (31):

Ain;pipe ¼ p$Lt$Din (31)

The outside area of a pipe is the sum of fins area Af and the
smooth tube area Asmooth, and can be calculated as Eq. (32):

Aout;pipe ¼ Af þ Asmooth (32)

where the smooth area is computed by Eq. (33) with is the number
of fins per tube length nfins and the mean fin thickness tf :

Asmooth ¼ 2$p$
Dout

2
$
�
Lt � tf $nf

�
(33)
y of pipes.



Table 1
Effect of the blade angle on the power curve.

Angle gpt an bn εn

14 �4,936 210�4 6,124 610�1 0
16 �4,666 810�4 6,396 310�1 0
18 �4,411 310�4 6,685 210�1 0

Table 2
Coefficients for the effect of the angle on the second order polynomial fitting of the
power curve.

Coefficient p m

an 1.3122$10�5 �6.7710$10�4

bn 1.4015$10�2 4.1596$10�1

εn 0 0
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The type of fins is selected depending on the kind of fluid which
flows in contact with the fins. In the case of the air, a fluid with a
small film coefficient and flowing under atmospheric pressure, it is
common to employ cross fins [32].

3.3.3. Fans design
The fan is designed so that it generates enough power to over-

come the pressure drop across the structure, namely, bundles of
tubes, the fan itself and the base of the unit. To model a fan, a
detailed characterization is required due to aerodynamic effects of
the blade geometry, size, etc. However, such information is not
typically available. For this case of study a particular fan has been
selected whose charactersitic curves can be found in the literature
[24]. This section is divided in two parts: the development of a
correlation to predict the power generated by the fan as a function
of the flow rate, and the development of models for each one of the
contributions to the pressure drop.

3.3.3.1. Power per fan. The power required by the fan is that needed
to overcome the pressure drop, and can be obtained from Eq. (34):

Pvent ¼ nfan$PF ¼ Qair$Dpe (34)

The power per fan depends on the geometry of the blade. For
our case, Fig. 4 shows the profile for three blades angles, 14�-18�,
due to the lack of further information [24].

A surrogate model is developed based on the typical power
curves in the literature, see Fig. 4 to evaluate the power con-
sumption as a function of the air flow. A two-stage fitting procedure
is carried out to account for two effects, that of the air velocity and
the one related to the blade geometry, in particular, the blade angle
A second order polynomial is used to capture the effect of air flow
on the power, assuming that there is no power consumed for no air
flow rate, Eq. (35). There is typically a base consumption. To account
for it, the minimum flowrate for a fan to operate will imposed as a
lower bound, to avoid very small flows, and an additional base
consumption is added if the fan is working.

ðPFÞn ¼ an$Va
2 þ bn$Va þ εn (35)

To capture the effect of the blade geometry, the coefficients a, b
and ε are a function of flowrate for each blade angle as seen in
Table 1. Next, a correlation between their values and the blade
Fig. 4. Experimental data for the fan power.
angle is developed, see Eq. (36). It turns out that a linear relation-
ship between coefficients a and b and the angle fits the results.
Table 2 shows the parameters:

an ¼ pa$gbt þma

bn ¼ pb$gbt þmb
(36)

Thus, by substituting Eq. (36) into Eq. (35), the expression for PF
becomes Eq. (37):

PF ¼
�
1:3122$10�5$gpt � 6:7710$10�4

�
$V2

air

þ
�
1:4015$10�2$gpt þ 4:1596$10�1

�
$Vair (37)

The number of fans is computed as follows, Eq. (38):

Qair ¼ nfan$Vair (38)
3.3.3.2. Pressure drop. The pressure drop across the system is the
one responsible for the energy consumed by the fans. To compute
it, different contributions such as the pressure drop at the entrance
of the structure, before and after the fan and finally through the
tubes bundles, apart from the pressure drop across the fan itself are
considered, see Eq. (39) [33]:

Dpe ¼ �
2
4 Kts

2$ra56

 
mair

Nb$Afr

!2

þ Kup

2$ra3

�
mair

Ae

	2

� DpFs

þ Kdo

2$ra3

�
mair

Ae

	2

þ Kqt
2$ra56

 
mair

Nb$Afr

!2
3
5 (39)

Each of the contributions in Eq. (39) require a surrogate model
to account for the blade geometry.

- The fan static pressure, DpFs, is a function of the flow rate and
the blade angle, see Fig. 5 developed from the data in Bredell
and Kr€oger [24]. In order to formulate a one equation model to
account for both variables, blade angle and air flow rate, the
same two-stage procedure as before is used. The mathematical
expression that captures the profiles for all all angles is given by
eq. (40). Next, the effect of the angles on the coefficients of the
master correlation is determined. This correlation will only be
valid for the fan whose characteristics have been analyzed.
However, the model is flexible and if data for other fans is
available, it can be easily updated.



Fig. 5. Experimental fan static pressure.

Table 3
Coefficients of the second order polynomial for static pressure drop.

Blade angle gpt a b ε

14 �6.6721$10�4 4.7129$10�1 1.5645$102

16 �6.8507$10�4 5.8780$10�1 1.1178$102

18 �6.9630$10�4 6.8986$10�1 7.3628$101

Table 4
Coefficients for the effect of the blades on the static pressure drop.

Coefficient p m

a �7.2725$10�6 �5.6650$10�4

b 5.4643$10�2 �2.9130$10�1

ε �2.0706$101 4.4524$102

Table 5
Coefficients for correlation eq. (46).

xup/dc a b g

0.05 14.7401 1.5868 �0.0001
0.10 6.7789 0.6917 0.0086
0.15 3.9267 0.5045 0.0012
0.20 2.1739 0.4121 �0.0035
0.30 0.9797 0.3280 �0.0059
0.40 0.5746 0.1598 0.0003
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ðDpFsÞn ¼ an$V2
a þ bn$gpt þ εn (40)

Again, it turns out that a linear regression, Eq. (41), fits the effect
of the angle on coefficients a, b and ε of Eq. (40). Only data for
14� �18� are available in the literature to develop this model.
Table 3 shows the fitting coefficients of Eq. (40) and Table 4 those of
Eq. (41):

y ¼ p$gpt þm (41)

The extended fitting is provided by Eq. (42):

DpFs ¼
�
� 7:2725$10�6$gpt � 5:6650$10�4

�
$V2

air

þ
�
5:4643$10�2$gpt � 2:9130$10�1

�
$Vair þ

�
� 2:0706$101$gpt þ 4:4524$102

�
(42)

- Coefficient Kts represents the pressure drop across fan's support
platform, and it is computed using Eq. (43) [34]:

Kts ¼ CDtsLtsdtsnts
A2

(43)
The value of CDts depends on the support beam geometry and
the Reynolds number. In this study, it is assumed to be 1.9 [35]. The
area A2 is not well defined because the orientation of the equip-
ment is unknown, thus it is assumed that it corresponds to the
rectangular frontal area of the support, Eq. (44):

A2 ¼ 2$sinðqÞ$Lts$Lt (44)

The contribution of the support platform to the pressure drop is
corrected by the frontal flow area of an A-frame. It is defined as the
area without obstacles in each row of tubes. This area can be
calculated using Eq. (45):

Afr ¼
h
Nt$
�
nf $tf

�
$
�
Xt �Df

�
þNt$ðXt �DoutÞ$

�
Lt �nf $tf

�i
$sinðqÞ

(45)

- Coefficient Kup corresponds to the pressure drop across the
obstacles before the fan, such as a protector screen. The value of
Kup is presented in the literature in the form of figures [34]. A
two-step modeling procedure is used to develop a one equation
model for Kup as a function of the two ratios of variables
involved, namely Aob,up/Ac and xup/dc. The general expression
for Kup is given by Eq. (46). Table 5 collects the coefficients for
various xup/dc ratios. In this case, the effect of the second vari-
able on the coefficients of Eq. (46) is not linear but is given by Eq.
(47) (See Table 6).

Kup ¼ an$

�
Aob;up

Ac

	2

þ bn$

�
Aob;up

Ac

	
þ gn (46)

an ¼ pa$
�
xup
dc

	ma

bn ¼ pb$
�
xup
dc

	mb
(47)

The final expression is as follows, Eq. (48):

Kup ¼ 0:1560$
�
xup
dc

	�1:5854

$

�
Aob;up

Ac

	2

þ 0:0782$
�
xup
dc

	�0:9947
$

�
Aob;up

Ac

	
(48)

This contribution to the pressure drop is corrected using the free
area across the fan, computed using Eq. (49) [34]:

Ae ¼ p

4
$
�
d2c � d2fh

�
(49)

- Coefficient Kdo corresponds to the pressure drop across the
obstacles after the fan, such as the shaft. The value of Kdo can be



Table 6
Coefficients for correlation eq. (47).

Coefficient p m

a 0.1560 �1.5854
b 0.0782 �0.9947

Table 7
Fitting parameters for eq. (50).

xdo/dc a b g

0.05 11.7438 2.9460 �0.0090
0.10 9.3812 1.4274 �0.0023
0.15 3.5998 0.9172 0.0062
0.20 1.0998 0.0811 �0.0017

Table 8
Fitting parameters for eq. (51).

Coefficient p m

an �75.4268 15.8845
bn �18.2098 3.6192
gn 0 0
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read in the figures presented by Kr€oger [34]. Similarly to pre-
vious coefficients, a one equation model is developed, Eq. (50),
that includes the effect of Aob,do/Ac and xdo/dc, whose relations
are given by Eqs. (50) and (51):

Kdo ¼ an$

�
Aob;do

Ac

	2

þ bn$

�
Aob;do

Ac

	
þ gn (50)

an ¼ pa$
�
xdo
dc

	
þma

bn ¼ pb$
�
xdo
dc

	
þmb

(51)

Table 7 shows the original fitting parameters for Eq. (50) and
Table 8 those that allow including the effect of the xdo/dc ratio into
the correlation. Again, it turned out to be a linear relationship as
given by eq. (51). Eq. (52) shows the final correlation.

Kdo ¼
�
� 75:4268$

�
xdo
dc

	
þ 15:8845

	
$

�
Aob;do

Ac

	2

þ
�
� 18:2098$

�
xdo
dc

	
þ 3:6192

	
$

�
Aob;do

Ac

	 (52)

- Coefficient Κqt represents the total pressure drop across the
heat exchanger bundle and includes the kinetic energy losses
across the heat exchanger. This coefficient can be calculated
using Eq. (53) under isothermal flow conditions [33]:

Kqt ¼ Khe þ
�

1
sinðqmÞ � 1

	�
1

sinðqmÞ � 1þ 2
ffiffiffiffiffiffi
Kci

p 	
þ Kdj þ Ko

(53)

The function sinðqmÞ is approximated by a second order
Kdj ¼

2
66664

(
� 2:89188$

�
Lw
Lt

	
þ 2:93291$

�
Lw
Lt

	2
)
$

�
Lt
Ls

	
$

�
Lb
Ls

	
$

�
28
q

	0

þ
��

Ls
Lb

	
$exp

�
2:36987þ 5:8601$10�2$q� 3:3797$10�3$q2

�

polynomial, within the range of typical qm (0-90�), to avoid nu-
merical issues. The polynomial obtained is Eq. (54):

sinðqmÞ ¼ �1:0293$10�4$q2m þ 2:0845$10�2$qm � 2:3441$10�2

(54)

The heat exchanger's pressure drop coefficient for normal
isothermal flow, Khe, is defined by Heyns [20], eq. (55):

Khe ¼ 4177:08481$R�0:4392686
y (55)

The mean flow incident angle at the heat exchanger inlet qm, is
function of the A-frame half apex angle q [33], Eq. (56):

qm ¼ 0:0019$q2 þ 0:9133$q� 3:1558 (56)

The heat exchanger entrance contraction loss coefficient for
normal flow, Kci, is a function of the ratio of the minimum to free
stream flow area through the heat exchanger bundle s and the ratio
of the minimum to free stream flow area at the bundle inlet s21
[33]. These three variables can be calculated with Eq. (57)e(60).

Kci ¼
 
1� 1

sc

s

!
(57)

sc ¼ 0:6155417þ 0:04566493$s21 � 0:336651$s221
þ 0:4082743$s321 þ 2:672041$s421 � 5:963169$s521
þ 3:558944$s621 (58)

s21 ¼
h
Xl$ðNr � 1Þ þ Df

i
$
h
Xt$ðNr � 1Þ þ Df

i
� p

4$D
2
f $Nt$Nrh

Xl$ðNr � 1Þ þ Df

i
$
h
Xt$ðNr � 1Þ þ Df

i
(59)

s ¼
Nt$
�
Xt � Df

�
$Lt

Nt$Xt$Lt
(60)

Coefficients Kdj and Ko represent the kinetic energy loss at the
heat exchanger outlet as a result of turbulent decay of the jet of air
[20,33]. Fig. 6 shows the geometry configuration. Thus, Kdj can be
computed by Eq. (61) while Ko is computed by Eq. (62):
:4
þ

�0:5

$

�
Lt
Lr

	
3
77775

2

(61)



Ko ¼

2
66664

(
� 2:89188$

�
Lw
Lt

	
þ 2:93291$

�
Lw
Lt

	2
)
$

�
Ls
Lb

	3

þ 1:9874þ

�3:02783$
�

ds
2,Lb

	
þ 2:0187$

�
ds

2,Lb

	2

3
77775$
�
Lt
Ls

	2

(62)
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The rest of the geometry features of the A-frame are computed
using Eqs. (63e66):

NLr ¼
Lw

cosð90� qÞ (63)

Lr ¼ NLr þ Lt (64)

Lb ¼ Lr$cosð90� qÞ (65)

Ls ¼
�
ds
2
þ Lr

	
$sinðqÞ � ds

2
(66)

Furthermore, the bounds for the size of the fan are as follows,
Eqs. (67)e(69), so that the fan can be allocated below the A-frame:

dc � 2$sinðqÞ$Lt (67)

nfan$dc þ Sepfan$
�
nfan � 1

�
� Xt$Nt (68)

nfan$
p

4
$d2c þ Sepfan$

�
nfan � 1

�
$2$sinðqÞ$Lt

� p

4
$2$sinðqÞ$Lt$Nb

2
Xt$Nt (69)

The distance of upstream obstacles xup and the distance of
downstream obstacles xdo have to satisfy the following constraints,
Eqs. (70)e(73) [34]:

xup � 0:05$dc (70)

xup � 0:40$dc (71)
Fig. 6. Pipe configuration.
xab � 0:20$dc (72)

xdo � 0:20$dc (73)

3.4. -Ranges for variables and parameters

The ranges for the design variables are defined using the data
from the literature to ensure representative solutions. These value
ranges are collected in the supplementary material based on data
from the literature for the pipes and the bundle, Table S1
[11,19,20,24,33], the characteristics of the fan in Table S2
[11,24,30], and the support geometry in Table S3 [36,37].

Some variables, i.e. fan diameter, are fixed based on data from
the literature in order to solve it. However, these values can be
replaced by variables if there exists information to build models
that correlate them to the power consumption, etc. Some geometric
variables are fixed based on typical standard values:

� The fan's specifications are defined by the manufacturer [24].
See Table S4 in the supplementary material.

� Some specifications of the bundles are fixed as seen in the
supplementary material, Table S5. In this case, we used the
following assumptions:

- The pipe thickness is the standard value to the minimum inner
pipe diameter [38]. This value has to be modified if the diameter
takes distant values from the minimum inner diameter.

- The fin thickness, tf , is fixed [11].
- The inner diameter of the steam pipe is fixed according to the
maximum annual steam flow, the steam flow of the month July.
In this case, the value of ds is the same as Heyns [20].

- According to the small size of the facility of our case study, Lw
takes the value of 0, because the tube bundles are distributed in
a single street of bundles.

4. Optimization procedure

The link between design and seasonal operation is evaluated by
proposing a two-step optimization procedure. The detailed model
presented in Section 3 cannot be used to evaluate the seasonal
performance and a simplified model is developed based on the
detailed design. This section is divided into two. Section 4.1 shows
the objective function used to design the A-frame. Finally, Section
4.2 shows the model used to evaluate the operation of the plant
over time.

4.1. Optimal equipment design

The model formulated in Section 3.3, an MINLP, is solved by
using a tailor-made Branch and Boundmethod for the month of the
largest cooling load. The objective function is based on the annu-
alized cost of the unit including the cost of operation. The estima-
tion of the cost of the units is based on the equipment cost to



Fig. 8. Use of fans over the year.
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compute the facility investment cost, and the power consumed to
run it, as the operating cost. The equipment cost can be divided into
fan cost and A-frame heat exchanger cost. The equipment cost can
be estimated using Eqs. (74)e(76) [26,42]:

Cframe ¼ 3109$A0:40 (74)

Cfan ¼ K2$2:2$½1þ 0:2164$lnðDpeÞ� (75)

K2 ¼ 102:9471þ0:3302$log10ðvstdÞþ0:1969$log10ðvstdÞ2 (76)

The monthly amortization, Eq. (77), is determined considering
that the expected life of the A-frame bundles is 25 years [19], while
the fans lifespan is considered to be 18 years [43].:

Amortequipment ¼
Cequipment

12$DeLiequipment
(77)

The cost for the power consumed is estimated using Eq. (78):

Celec ¼
1

hfan
$PF$

�
744

kWh$s
kJ$month

	
$C$�kWh (78)

Thus, the objective function for the problem described in Sec-
tion 3.3 becomes, Eq. (79):

Z ¼ Amortframe þ Amortfan þ Celec (79)

The solution procedure is as follows. A deep first approach is
implemented. The branching starts on the number of rows Nr , next
the number of tubes per row Nt, subsequently the number of
Fig. 7. Branch and
bundles of tubes, Nb. At this point the Df is used as lower bound for
Xt and Xl. The next level of the tree corresponds to the inner
diameter and the outer diameter of the tube Din and Dout . Subse-
quently, the tube length Lt is fixed using intervals of 0.15m [44]. At
this point the number of fins per tube length is already fixed, nf, and
the fins diameter Df. Finally, the number of fans nfan is computed.

Each relaxed NLP problem at any node is solved using a multi-
Bound tree.
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start initialization procedure. The problem size is about 150 eqs.
and similar number of variables. It is also possible that some de-
cision variables can be fixed at the same node because their values
are at integer values already, typically at the bounds. In each step of
the procedure the objective function is compared to the other so-
lutions of the branch and bound tree to decide how to continue. The
resulting decision tree for this case can be seen in Fig. 7 below.
4.2. Optimal operating conditions

The optimal geometric design provided by the previous problem
is applied to study the unit operating conditions on amonthly basis.
This part of the problem works as a recourse. The evaluation of
monthly operating conditions is carried out by formulating a multi-
period optimization model aiming at minimum the energy con-
sumption over an entire year once the geometry is fixed. Hourly
level operation is not considered a design but a control problem
and it is not addressed in this work. However, for such amodel to be
solved, the highly non-linear equations of the design model must
be simplified. First, all variables related to the mechanical design of
the equipment (pipes, bundles, fans and support structure's spec-
ifications) are fixed using the results of the optimal design. Then,
the coefficients that depend on those variables (Kup, Kdo and Kts) are
computed and fixed. Air thermodynamic properties are also fixed
to average annual values since there is not much variation
throughout the year. Next, the rest of the variables are transformed
into monthly depended parameters or variables. For instance, the
heat transfer coefficients are simplified considering an average
global heat transfer coefficient, U, for eachmonth (m). The values of
U are obtained optimizing the operating conditions for each month
individually. Tables 9 and 10 present the main operating and at-
mospheric conditions. Thus, the heat coefficient U becomes
U/UðmÞ. Table 11 shows the values of U.

Similarly, other variables are also made monthly dependent:
AoutðmÞ, QðmÞ LMTDðmÞ, DTaðmÞ, DTbðmÞ, Tout;airðmÞ, Tin;airðmÞ,
mairðmÞ, mwðmÞ and QairðmÞ. These variables cannot be fixed
because the area required, the air flow and the energy balances
change on a monthly basis.

Finally, the multi-period model involves the energy balances,
the design equation for the heat exchanger and a set of equations
grouped into four blocks as follows:

- Global equations: eqs. (80) and (81):

ntotb ðmÞ ¼
Xnfan

i¼1
nibðmÞ (80)
Table 9
Atmospheric conditions [39e41].

MONTH kWh/m2$day Day SUN (H)

J 4.377 31 191
F 5.125 28 191
M 5.319 31 228
A 6.387 30 250
May 6.697 31 299
June 8.587 30 322
July 8.668 31 338
Aug 7.342 31 312
Sep 6.057 30 257
Oct 4.126 31 221
Nov 3.513 30 187
Dec 3.326 31 176
Average 5.794 30.4 248
QairðmÞ ¼
Xnfan

i¼1
Vi
airðmÞ (81)
- Fans equations: eqs. (82)e(85):

Vi
airðmÞ � f iðmÞ$700 (82)

Vi
airðmÞ � f iðmÞ$50 (83)

f iðmÞ$bfanðmÞ � nibðmÞ (84)

nfanðmÞ ¼
Xnfan

i¼1
f iðmÞ (85)

Variable bfan is defined considering that, after the design of the
equipment, the pipes bundles will be distributed equitably among
the fans.

- Power equation: eqs. (86)e(88):

PventðmÞ ¼
Xnfan

i¼1
PiFðmÞ (86)

DpieðmÞ ¼ DpiFsðmÞ þ 4:5922$10�8$
�
mi

fanðmÞ
�2

þ 4:5922$10�8$
�
mi

fanðmÞ
�2 þ 9:38925$10�6$

�
mi

fanðmÞ
�2

þ 1:1207$10�5$
�
mi

fanðmÞ
�2 þ �� 6:2129$10�8$Vi

airðmÞ

þ 1:3642$10�4
�
$
�
mi

fanðmÞ
�2

(87)

PventðmÞ ¼
Xnfan

i¼1

�
DpieðmÞ,mi

fanðmÞ
�

(88)
- Redefined equations: Eqs. (8) and (30) are redefined using the
variable nb in order to calculate AinðmÞ and AoutðmÞ:

AinðmÞ ¼ ntotb ðmÞ,Nt,Nr,Ain;pipe (8 *)

AoutðmÞ ¼ ntotb ðmÞ,Nt,Nr,Aout;pipe (30 *)
- The objective function is given by Eq. (89) aiming at the min-
imum annual consumption of energy Eq. (89). A base of 20 kW is
assumed as the power required to switch on a fan:
Sun (h/day) Tin;air (�C) % Humidity

6.161 12.5 69
6.821 13.2 68
7.355 14.7 66
8.333 16.4 64
9.645 19.1 66
10.733 22.7 64
10.903 25.7 63
10.065 26.4 65
8.567 24.0 66
7.129 20.0 68
6.233 16.2 70
5.677 13.7 70
8.13 18.7 66.6



Table 10
Monthly operation of the CSP plant [2].

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Q(kW) 18 650 21 610 22 460 27 120 28 400 36 450 36 870 30 940 25 850 17 380 14 830 13 990
Tin;air(�C) 12.5 13.2 14.7 16.4 19.1 22.7 25.7 26.4 24.0 20.0 16.2 13.7
Tv(�C) 59.7 59.7 59.7 59.7 59.7 59.7 59.7 59.7 59.7 59.7 59.7 59.7
Pgen(kW) 12 623 14 632 15 206 18 362 19 222 24 673 24 959 20 943 17 201 11 763 10 042 9468

Table 11
U values per month.

Month U (J/K m2 s)

Jan 444
Feb 465
Mar 473
Apr 500
May 512
Jun 546
Jul 573
Aug 541
Sep 517
Oct 458
Nov 426
Dec 412
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Z ¼
X12

m¼1

Xnfan

i¼1

�
PiFðmÞ þ 20000,f iðmÞ

�
(89)

The problem size is 529 equations, 481 continuous and 120
discrete variables. Note that control is out of the scope of this paper.

5. Results

The case study of the Concentrated Solar Power facility devel-
oped in Martín and Martín [2] is used. This facility is based on an
actual one in Spain. It is a small facility producing around 20MW a
year, located in a region where solar incidence is high and the
availability of water is becoming a challenge. The results section is
divided into four parts. After describing the case of study, the
Table 12
Optimal design for July.

Variable Values n� 1 Values n� 2

q (�) 62.93 62.93
Lt (m) 13.50 13.50
Dout (m) 0.033 0.033
Din (m) 0.027 0.027
Deq (m) 0.033 0.033
Nt 75 75
Nr 1 1
Nb 16 16
Df (m) 0.043 0.043
nf 34.351 34.347
Fins per pipe 464 464
Xt (m) 0.15 0.15
Xl (m) 0.15 0.15
nfan 4 4
bfan 4 4
gpt (�) 16.38 16.38
Lts (m) 9.47 6.00
dts (m) 0.10 0.10
xup (m) 0.60 0.60
xdo (m) 1.50 1.50
Cframe ($) 175,055 175 073
Cfan ($) 1,651,070 1651 070
Celec ($/month) 77,476 77,470
Z ($/month) 85703.36 85697.42
geometric design of the unit for the month of the largest cooling
load is presented. A sensitivity analysis evaluating the effect of the
cost of electricity and the fan performance is carried out. Next, for a
fixed geometry, the operation over a year is optimized. Finally, the
economics and CO2 emissions of dry and wet cooling systems are
evaluated.

5.1. Operating data

The facility is located in the same region as the one in the work
byMartín&Martín [2]. The operating conditions, weather data and
plant operation are collected in Tables 9 and 10:

5.2. Equipment design

The Branch and Bound tree that leads to the solution is plotted
in Fig. 7. Solution 1 had a value of the objective function Z equal
to 84 958.09 $/month, and the Solution 2 of 107 366.80 $/month,
thus the Solution 2 node was phantomed. At the second level, the
Solution 1-1 had Z¼ 85124.38 $/month and the Solution 1e2
Z¼ 84 958.09 $/month, thus the Solution 1-1 nodewas phantomed.
Checking the solutions of the third level, it is noted that Solution 1-
2-1, Z¼ 86 211.34 $/month, and Solution 1-2-2, Z¼ 85 659.96
$/month, suggest that the Solution 1-2-1 node to be phantomed. At
the last level, Solution 1-2-2-1 was infeasible, thus the optimal
solution for the case of study was Solution 1-2-2-2. The optimal
design for the equipment is collected in the column labeled as
Values n�1 on Table 12.

The equivalent diameter was the same as Dout , which is due to
the fact that the tubes only have a small number of fines. Using this
result, the model is solved assuming DeqzDout . The results are
shown on the column labeled as Values n�2 on Table 12. The results
presented in Table 12 are very similar. However, Lts takes a different
value in both solutions. The main reason for this difference is the
fact that the variable is loosely bounded. Nevertheless, the values of
variables Lts and dts need to be checked based on mechanical
considerations of the support structure. The optimal apex angle is
62.93�, which is within the typical range. Most of the units are
designed with an apex of 60� which was already obtained in the
literature [27]. This result differs from typical air coolers where the
pipes are horizontal [26]. Note that the model allowed that possi-
bility, but the results showed otherwise. nf turned out to be 34.35
and the total number of fins per tube turned out to be 464; both
values show that finned tubes are needed to provide enough
transfer area, although the value of nf is smaller than fully finned
tubes as used previously. Fins increase the pressure drop at the cost
of providing a larger contact area. As a result, the system tries to
reduce the pressure drop and increases the number of tubes [24].
The value of nf is small because there is no limit to the ground
footprint of the units, and this is the option with the smallest
pressure drop. Even though, the value is a tenth compared to the
values in the literature, 393.7 fines per m [26]. A constraint about
layout availability will modify the result, thus some variables as Xt ,
Nt or Nr could change since all the pipes needed are arranged in the
same row and even the number of fins per unit length if more area



Table 13
Effect of electricity price on the design.

Variable Original Original Ecost þ20% Ecost �20% h¼ 40% h¼ 90%

h 60 60 60 60 40 90
q (�) 62.93 62.93 62.93 62.93 62.92 62.92
Lt (m) 13.50 13.50 13.50 13.50 13.50 13.50
Dout (m) 0.033 0.033 0.033 0.033 0.033 0.033
Din (m) 0.027 0.027 0.027 0.027 0.027 0.027
Deq (m) 0.033 0.033 0.033 0.033 0.033 0.033
Nt 75 75 75 75 75 75
Nr 1 1 1 1 1 1
Nb 16 16 16 16 16 16
Df (m) 0.043 0.043 0.043 0.043 0.043 0.043
nf 34.351 34.347 34.347 34.307 34.449 34.449
Fins per pipe 464 464 464 463 465 465
Xt (m) 0.15 0.15 0.15 0.15 0.15 0.15
Xl (m) 0.15 0.15 0.15 0.15 0.15 0.15
nfan 4 4 4 4 4 4
bfan 4 4 4 4 4 4
gpt (�) 16.38 16.38 16.38 16.38 16.38 16.38
Lts (m) 9.47 6.00 9.47 8.68 7.93 9.47
dts (m) 0.10 0.10 0.10 0.10 0.10 0.10
xup (m) 0.60 0.60 0.60 0.60 0.60 0.60
xdo (m) 1.50 1.50 1.50 1.50 1.50 1.50

Fig. 10. Air volume flow rate used per fan and month.

Fig. 11. Power used per fan and month.
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is required. For instance, typically the number of rows of pipes is 2
[25,27] or 4 [26] even though this last design is not an A-Frame but
the pipes are horizontal. The use of multiple rows increases the
pressure drop and is meant to provide a larger heat transfer surface
per cross sectional area. To reduce power consumption a single row
of pipes is suggested. Furthermore, the number of tubes per row is
also smaller, around 60 [25], or 56 for the horizontal design [26]
and shorter tubes were installed, around 9m [34] or 10.9m [26]
versus 13.5m, See Table 12. The A-frame layout results in larger
pipes compared to the design in Ref. [26]. Another interesting
comparison is that the diameter of the tube obtained in previous
work is 3.68mm [27] while our results suggest smaller diameter,
3.3mm. This fact results in larger heat transfer coefficients reducing
the need for contact area. Finally the pitch distances are larger than
the one in other designs [26,27], to reduce the pressure drop. Even
though the design resulting from the optimization cannot be vali-
dated with a physical unit, the results obtained agree with the
designs in the literature [24e27,34].

One of the variables with larger uncertainty is the electricity
Fig. 9. Area used per month.
Fig. 12. Percentage of Energy consumption.



Fig. 13. Temperature gradient across the unit.

Fig. 14. Total mass flowrate used per month (Multiperiod, squares; Montly basis,
triangles).
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cost, the second one is the fan performance. A sensitivity analysis is
performed using a range of values from �20% to þ20% of the
original value were used. The results of the optimal design,
following Section 4.1, are almost the same as those in Table 12, see
Table 13. Slight differences can be found in one variable that is not
tightly constrained and therefore the model has more freedom to
select the final value such as Lts. Even though, the result is close,
8.47me9.74m. The rest values, but for the number of fines per pipe,
are the same. In this case, the more common value obtained is 464
fines per pipe, but in the case of using an electricity cost 20% lower
than the base case. However, the actual difference, 464 vs. 463, can
be due to numerical issues. The second variable analyzed is the fan
performance. The base case uses a value of 60% based on the
literature [24]. In Table 13 the main characteristics of the A-frame
are presented. Again, the only difference corresponds to the length
of the support of the A-frame, Lts, that is reduced to 7.93m in case
the performance is 40%. The fins per pipe are 465 instead of 464,
that can be due to numerical issues more that an actual difference.
Evaluating the results in Table 13 it is possible to conclude that the
design is rather robust.
5.3. Operation

For the optimal geometry of the unit defined in the previous
stage, we optimize the operation of the system forminimum power
consumption. This problem becomes a multi-period MINLP opti-
mization one. It can be considered as a recourse where, it is up to
the operation to decide the number of fans used, the outlet air
temperature and the flow used per fan. It is assumed that for a fan
to operate, a minimum flow rate of 50m3/s is required. Figs. 8e14
show the results obtained. In Fig. 8 it can be seen that the fans are
fully used during summer, June to August. Duringwinter, a fourth of
the year, only half of the units are needed. The reason is that the CSP
facility is producing less than haft power than in winter and, in
consequence, rejecting also less heat. As a result, assuming that it is
possible to shut down some sections of bundles for better efficiency
so that a decrease in the heat transfer coefficient due to low flow
rates is avoided, Fig. 9 presents the actual area needed on amonthly
basis. Again, winter time requires only half of the system available
area, while during summer time there still exists a small margin of
operation of about 5%. This margin is interesting for flexibility
purposes. From the economic point of view, the investment in the
A-frame is only fully used a quarter of the entire year, while the rest
the units are underused, which is one the burdens for the operation
of these plants. For half a year the area used is lower than 75% of
that available. So far, the high costs of the solar field, representing
almost 60% of the investment in units [2] mitigates the economic
impact for under usage of the heat exchanger network of the plant
the turbine and the cooling system. However, the solar field is the
one that is currently improving its efficiency since the rest of the
process is similar to current thermal power plants, therefore it is
expected that idle units will show a larger contribution to the in-
vestment in the near future.

Themonthly operation also depends on the air flow used per fan
and month. In principle, it is only when a fan is fully used when the
second one enters in operation. However, that is not exactly correct
in all cases. Sometimes, when only a small extra need is required
from another fan, it is more efficient to use two fans at a lower
flowrate, rather than only one using a larger flow, see Fig. 10. A
minimum flow of 50m3/s is set for a second fan to operate. As a
result of the economics, even if it would be possible to meet the
cooling needs with one fan, every single month uses at least two
fans, with one of them operating at the minimum load allowed. In
January the first fan is operating close to its full capacity, around
625m3/s, so there is still margin to accommodate the rest of the air
processes. November and December show a different behavior. In
these two months a little over a half of the capacity of the first fan,
470 and 400m3/s, is used and yet a second one is in operation. It is
possible to see that only July requires the full use of the 4 fans,
while June and August have three fans operating at full capacity and
the fourth one at the minimum. Similarly, for April and May a third
fan is operating even though there is enough cooling capacity with
two. The second fan in April is at one third of its full capacity while
the second fan for May reaches three fourths of its full capacity. This
can also be due to the shape of the pressure drop curve as a function
of the flow rate as well as the minimum air flow across a fan
required for it to operate. Fig.11 is similar to Fig.10 where instead of
presenting the air flow rate, power is shown. Around 1MW of
cooling power is needed during July compared to a little over
250 kW during winter.

The aim of this work is to reduce the energy consumption of dry
cooling systems. The efficiency of the system is given by the fraction
of the total energy produced by the CSP facility that needs to be
diverted to the cooling system. Assuming that the fans have an
efficiency of hfan ¼ 60% [24], Fig. 12 shows the percentage of energy
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consumed by the fans. We see that it is not constant over the year
but there is a peak during summer, and in particular, in July. Note
that the maximum power consumption takes place during that
month, and that there is no proportionality between the power
produced by the CSP facility and the power consumed by the
cooling system. The A-frame system consumes from 3% inwinter to
6.5% in August. This variation can be justified combining the in-
formation related to the fans operation in Figs. 10 and 11 with the
one provided in Fig. 13. The cooler the temperature, the larger the
driving force for heat transfer reducing the area needed and the
pressure drop. Fig. 13 shows that the air temperature exiting the A-
frame system is almost constant resulting in large temperature
gradients of up to 25 K inwinter, but a reduced 10 K in summer. As a
result, the heat transfer area required in summer is not only due to
the heat rejection, but also due to the reduced temperature
gradient. Furthermore, in Fig.14 it is possible to see that the air flow
rate follows a profile similar to the one of the fraction of energy
consumed, given by Fig. 12. There is a large increase in the mass
flow rate used in June to August resulting in the need for the use of
4 fans to move that amount of air. Again, the reason is the need for
larger contact areas due to a reduced heat transfer driving force.
Furthermore, Fig. 13 also shows that if the system is optimized on a
monthly basis, the DT is maintained constant over the months [11];
however, the multi-period optimization suggests using as much
temperature difference as possible every single month, see Fig. 13,
so that for most of the year the total mass flow rate used is smaller.
As a result, the power required to move it also decreases compared
to the standalone monthly operation. This is a particularly inter-
esting result obtained by the multi-period optimization since it
proves that the optimal operation of the units that use solar energy
cannot be efficiently carried out on a monthly basis or using a
scenario based approach but a full year of operation must be
considered. The use of a multiperiod approach makes the most of
the resources available reducing the operating costs. This result also
supports the use of the approach presented in this work.

The comparison ot these results with the ones in the literature is
not straightforward. In previous works a fan efficiency of 90%,
hfan ¼ 90% ,was used. To compare the results of this work with the
numbers presented in the previous one [11], the same fan efficiency
must be considered. Using this efficiency, the energy consumption
turns out to be 4.3%. The optimization of the unit allows reducing
the energy consumption by 0.7% of the power produced by the
facility corresponding to 10e20% savings with respecto to other
Fig. 15. Comparison of the multiperiod optimization and the montly basis operation.
models and the literature. Note that the design provided by this
work is a detailed one, unlike the one in Ref. [11] where the entire
facility is considered. Fig. 15 shows the comparison between the
power consumed by the fan in previous work [11] and that pre-
sented in this work considering hfan ¼ 90%. During summer time,
20% savings are reported but for winter-spring time, almost half of
the energy is saved.

The variability in solar incidence and weather conditions con-
stitutes a scheduling and control problem to be addressed at amore
detailed time grid for the use of variable sources of energy. These
issues will be addressed as future work by extending the model to
deal with uncertain weather conditions at hourly or subhourly
level, taking into account that they will also affect the operation of
the plant that this cooling system serves and therefore an inte-
grated solution is to be provided.
5.4. Economic and environmental evaluation

The assessment of A-frame systems is performed comparing the
cost and emissions of the A-frame with those of a wet cooling
tower.

1 The economic evaluation is divided into two parts: equipment
cost and monthly operating cost.

The equipment cost of the A-frame, involving bundles and fans,
is estimated using eqs. (74)e(76), while eq. (90) is used to estimate
the cost of the cooling tower [45]. In this case, a value of 800m3/s is
considered for the variable vstd in order to take into account a fan
with the manufacturer's characteristics.

Ctower ¼ 101923$
�
Q$3:414$10�6

�0:6
(90)

The second part of economic evaluation is the operating cost.
This cost is estimated as follows:

a The amortization is calculated using eq. (77), considering 25
years of expected life for the A-frame bundles [19], and 18 years
are considered for the fans and the cooling tower [43].

b The operating costs are estimated based on different factors for
each system:
- In the case of the A-frame this cost is due to the energy
consumed by the fans, which can be calculated using eq. (78).
The price of a kWh produced by a CSP plant is 0.083 $2013/kWh
[46]. Part of that energy is consumed to operate the fans. The
energy consumed considered has been computed in Section
4.2 for July.

- In the case of the cooling tower, the operating cost is due to the
losses of water by evaporation. The monthly consumption of
water for the CSP plant considered in the analysis is
7.70$10�3m3/s [47]. The price of water in Almería, the location
selected for the CSP plant, is 1.204 607 V/m3 [48].

2 The environmental evaluation focuses on computing the CO2
emissions avoided by each of the systems. These emissions are
calculated considering the equivalent amount of CO2 generated
if non-renewable resources had been used to produce the en-
ergy instead. However, from this value the generated by the fans
consumption or by the water consumption must be subtracted.
From the literature, it is assumed that each kWh obtained result
in the emission of 0.632 kg CO2 [49]:
- In the case of the A-frame, the CO2 emissions avoided corre-
sponds to that produced by the CSP facility discounting the
energy consumed power the fans, eq. (91):



Table 14
Economic and environmental evaluation.

Factor Refrigeration system

A-frame Humidification tower

Equipment cost Core equipment ($2014) 175,078 1,854,379
Fans ($2014) 2,053,355 e

Monthly equipment cost ($2014/month) 10,090 8,585
Water consumption ($2014/month) e 33,035
Cost of energy consumption ($2014/month) 99 050 e

Total monthly cost ($2014/month) 109,140 41,620
CO2 avoided emissions on July (kgCO2) 10981823.98 11724338.72
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EcoA�frame ¼ Pgen$
�
744

kWh,s
kJ,month

	
$

�
0:632

kgCO2

kWh

	
$
�
1� %f

�
(91)
- In the case of the cooling tower, the emissions mitigated are
given by the power produced by the CSP facility minus those
related to water consumption as presented in eq. (92). We as-
sume that each m3 of water used generates 0.30 kg CO2 [50],� 	 �

Ecotower ¼ Pgen$ 744

kWh,s
kJ,month

$ 0:632
kgCO2

kWh

� CH2O$0:30
kgCO2

m3H2O

	
(92)

The results obtained for July are used to compute the CO2

emissions and water and energy consumptions, see Table 14.
The A-frame option is, nowadays and for the location consid-

ered, worse solution than cooling towers under both criteria, cost
and CO2 emissions. The A-frame is worse because the use of fans
raises the cost above that of the cooling towers and its low effi-
ciency results in lower mitigation of CO2 emissions. These results
could change in the future if the following scenarios take place:

- The economic results of A-frame could be improved in three
ways: by decreasing investment cost of the fans, and/or by
increasing the fan mechanical efficiency and, with it, the miti-
gated emissions of CO2. However, the price of water will in-
crease in the future, due to the desertification [51], reducing the
advantage of using cooling towers.

- The environmental results of A-frame could be improved if the
cooling tower needs an additional fan system, because the CO2
avoided emissions of this refrigeration systemwill decrease and
the difference with the A-frame system will be lower.

Furthermore, in a previous paper [11] a correlation to define the
selection of the cooling technology as a function of the water
consumption and the energy produced was developed to evaluate
the regions where one technology is preferable. The results pre-
sented above are in line with the predictions provided by that
correlation supporting the use of wet cooling in the region of study.
6. Conclusions

In this work a two-stage optimization procedure for the design
andmonthly operation of A-frame dry cooling systems within solar
thermal power plants has been developed. The particular features
of these systems are the fact that the availability of water is limited
as well as the variable production capacity over time as a function
of solar incidence. A detailedmodel is developed as the basis for the
optimization of the geometry including pipe number, layout,
diameter and length. AMINLP problem is formulated and solved for
the month of the largest cooling load, using a tailor-made branch
and bound algorithm. In a second step, for the optimal geometry,
we compute the optimal monthly use of the unit by formulating a
multi-period MINLP. The solution of this problem indicates the use
of number of fans, the air flowrate and its inlet and outlet tem-
perature. The tool developed is detailed in the unit geometric
characteristics and flexible to include new features or model for
different fans.

The solution allows identifying several guidelines for the design
of A-frames. It suggests an apex angle of 63�, one row of 75 pipes of
13.5m long andwith a diameter of 3.3mm. A total of 4 fans are used
but they only operate at full capacity during summer. This geom-
etry shows a reduced consumption of energy by 0.7%, 20% less
energy consumption that previous results, that within a power
plant, results in a large energy savings. This two-step procedure
reveals that multiperiod evaluation allows exploiting the design. It
shows that it is recommendable tomake full use of the temperature
gradient to reduce the monthly air flow rate, saving energy on a
monthly basis compared to a monthly optimization. Finally, the
selection of cooling technology depends on the location because of
water availability and weather conditions. Wet towers are quite
competitive but CSP facilities are typically built in regions with
limited water availability so that dry cooling systems are an inter-
esting alternative.
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Nomenclature

A2 Entrance area of support structure, m2

Ac Total projected area of the fan, m2

Ae Effective area across the fan, m2

Af Total outer fins' area, m2

Afr Total frontal flow area, m2

Afr;bundle Frontal flow area of a bundle, m2

Ain Inside total area, m2

Ain;pipe Inside area of a tube, m2

Ak Logarithm mean area, m2

Aob;do Projected area of fan's downstream obstacles, m2

Aob;up Projected area of fan's upstream obstacles, m2

Aout Outside total area, m2

Aout;fin Outer fin area, m2

Aout;pipe External total area of a pipe, m2
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Atf Total fins area, m2

Asmooth Smooth area of a tube, m2

Amortequipment Amortization of an equipment, $2014/month
bfan Bundles per fan
C$�kWh kWh price, $2014/kWh
CDts Drag coefficient of support
Celec Energy cost, $2014/month
Cequipment Cost of an equipment, $2014
Cfan Cost of a fan, $2014
Cframe Heat exchanger cost, $2014
CH2O CO2 generated by water, kg/m3

Cpair Air heat capacity, kJ/(kg K)
Cpw;vap Water steam heat capacity, kJ/(kg K)
Ctower Cost of a humidification tower, $2014
dc Inner fan diameter, m.
Deq Equivalent diameter, m.
Df Outer fin diameter, m.
dfh Diameter of fan shaft, m
Din Inner pipe diameter, m.
Dout Outer pipe diameter, m.
ds Inlet steam duct diameter, m.
dts Width of support beam, m.
DeLiequipment Expected life of an equipment, year
e Pipe mean thickness, m.
EcoA�frame Avoided CO2 emissions by an A-frame, kgCO2

Ecotower Avoided CO2 emissions by a humidification tower,
kgCO2

f Binary parameter of the fan during the month
g Gravitational acceleration, m/s2

H Humidity of the air, kg/kg
hair Air side coefficient, kJ/(K m2 s)
hc Steam side coefficient, kJ/(K m2 s)
haeAa hA steam term, kJ/(K s)
K2 K2 term of fan cost
kair Thermal conductivity of air, kJ/(K m2/m s)
kc Thermal conductivity of saturated liquid water on steam

temperature, kJ/(K m2/m s)
Kci Heat exchanger entrance contraction loss coefficient for

normal flow
Kdj Coefficient of losses due to the turbulent decay of the jet

after the bundles
Kdo Pressure drop coefficient of fan's downstream obstacles
kf Thermal conductivity of fin, kJ/(K m2/m s)
Khe Loss coefficient for normal isothermal flow through the

finned-tube bundle
kmat Thermal conductivity of pipe material, kJ/(K m2/m s)
Ko Coefficient of losses during the final mixing process as

the flow leaves the A-frame
Kts Pressure drop coefficient trough the support platform
Kup Pressure drop coefficient of fan's upstream obstacles
Kqt Total pressure drop coefficient across the heat

exchanger bundles
Lb Projected total length of pipe, m.
Lr Total bundle length, m.
Ls Projected free length of pipe, m.
Lt Pipe length, m.
Lts Length of support beam, m.
Lw Walkway length, m.
LMTD Logarithm mean temperature difference, K.
m Dimensionless term m
mair Air mass flow, kg/s
mat Equivalent air mass flow per tube of a pair of rows, kg/s
mfan Air mass flow per fan, kg/s
mw Water vapor mass flow, kg/s
Nb Number of bundles
nb Number of bundles working corresponding to the

studied fan
nf Number of fins per tube
nfan Number of fans
Nr Number of rows per bundle
Nt Number of pipes per row
nts Number of support beams per side.
Nu Nusselt number
Ny Characteristic heat transfer parameter of air, 1/m
pf Separation between the same side of two adjacent fins,

m.
PF Power supplied by a fan on his shaft, kJ/s
Pgen Energy produced by the CSP, kJ/s
Pvent Total power supplied by fans, kJ/s
Pr Prandtl number
Q heat flow, kJ/s
Qair Total air volume flow, m3/s
Re Reynolds number
Ry Characteristic flow parameter of air, 1/m
Sepfan Distance between fans, m.
Smin�t Minimum flow area, m2

tf Mean fin thickness, m.
Tin;air Inlet air temperature, K.
Tout;air Outlet air temperature, K.
Tv Water steam temperature, K.
U Overall heat transfer coefficient, kJ/(K m2 s)
UcHtLt UHL steam term, kJ/(K s)
Vair Air volume flow per fan, m3/s
vstd Air volume flow at standard conditions, m3/s
xdo Downstream obstacles from the fan, m
Xl Horizontal tube pitch, m.
xup Upstream obstacles from the fan, m
Xt Vertical tube pitch, m.
Z Objective function, $2014/month
%f Percentage of energy consumed by fans
Greek letters
an Generic alpha-n parameter
bn Generic beta-n parameter
G Airflow across the minimum flow area, kg/s
gpt Fan blade's angle, �.
Dpe Total pressure drop across the system unit, Pa
DpFs Fan static pressure, Pa
DTa Temperature difference at the entrance of the heat

exchanger, K.
DTb Temperature difference at the exit of the heat

exchanger, K.
εn Generic epsilon-n parameter
h0 Outside area efficiency
hf Fins' efficiency
hfan Fan efficiency
q A-frame apex angle, �.
qm Mean flow incident angle, �.
lw Latent heat of evaporation of the water steam, kJ/kg
mair Air viscosity, kg/(m s)
mc Saturated liquid water viscosity on steam temperature,

kg/(m s)
ra3 Mean air density trough the fan, kg/m3

ra56 Mean air density across the heat exchanger bundles, kg/
m3
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rc Saturated liquid water density on steam temperature,
kg/m3

s Ratio of the minimum to free stream flow area through
the heat exchanger bundle

s21 Ratio of the minimum to free stream flow area at the
bundle inlet.

sc Ratio of area related with Kci
f Dimensionless term phi

Subscript
ðmÞ month

Superscript
i i-th element of the set.
tot Total monthly value of a variable

Appendix A. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.energy.2018.09.177.
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