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Preface

The PAAMS Workshops complemented the regular program with new or emerging
trends of particular interest connected to multi-agent systems. PAAMS, the Interna-
tional Conference on Practical Applications of Agents and Multi-Agent Systems, is an
evolution of the International Workshop on Practical Applications of Agents and Multi-
Agent Systems. PAAMS is an international yearly tribune for presenting, discussing, and
disseminating the latest developments and the most important outcomes related to real-
world applications. It provides a unique opportunity to bring multi-disciplinary experts,
academics, and practitioners together to exchange their experience in the development
of agents and multi-agent systems.

This volume presents the papers that were accepted in the workshops during the
2021 edition of PAAMS: Workshop on Character Computing (C2), Workshop on Deep
Learning Applications (DeLA), Workshop on Decision Support, Recommendation,
and Persuasion in Artificial Intelligence (DeRePAI), Workshop on Multi-agent-based
Applications for Modern Energy Markets, Smart Grids, and Future Power Systems
(MASGES), and Workshop on Smart Cities and Intelligent Agents (SCIA). Each paper
submitted to PAAMS went through a stringent peer review by three members of the
international Program Committee of each track. From the 42 submissions received, 26
were selected for presentation at the workshops.

We would like to thank all the contributing authors, the members of the Program
Committees, the sponsors (IBM, AEPIA, APPIA, and AIR Institute) and the Organizing
Committee for their hard and highly valuable work. We thank the Regional Government
of Castilla y León and FEDER for funding the project “XAI: Sistemas inteligentes
auto-explicativos creados con modelos de mezcla de expertos” (Id. SA082P20).

Thanks for your help – PAAMS 2021 would not exist without your contribution.

July 2021 Fernando De la Prieta
Alia El Bolock
Dalila Durães
João Carneiro

Fernando Lopes
Vicente Julián
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Workshop on Character Computing (C2)

The fourth consecutive Workshop on Character Computing presented the emerging
field and the opportunities and challenges it poses. Character computing is any com-
puting that incorporates the human character within its context (for more details see
https://www.springer.com/gp/book/9783030159535 and https://en.wikipedia.org/wiki/
Character_computing). The character includes stable traits (e.g., personality) and
variable affective, cognitive, and motivational states as well as history, morals, beliefs,
skills, appearance, and socio-cultural embeddings, to name a few. As the next step
towards further putting humans at the center of technology, novel interdisciplinary
approaches such as character computing are developing. The extension and fusion
between the different computing approaches, e.g. affective and personality computing,
within character computing is based on well-controlled empirical and theoretical
knowledge from psychology. This is done by including the whole human character as a
central part of any artificial interaction.

Character computing has three main modules that can be investigated and leveraged
separately or together: 1) character sensing and profiling, 2) character-aware adaptive
systems, and 3) artificial characters.

The aim of the workshop is to inspire research into the foundations and applications
of character computing by investigating novel approaches by both computer scientists
and psychologists. C2 addresses applications, opportunities, and challenges of sensing,
predicting, adapting to, affecting, or simulating human behavior and character.

This workshop seeks to promote character computing as a design material for the
creation of novel user experiences and applications by leveraging the evolving char-
acter of the user.

The main goal of this workshop is to:

• Provide a forum for computer science, technology, and psychology professionals to
come together and network for possible future collaboration.

• Share experience obtained and lessons learned from past projects to understand the
current state of the art of research conducted related to character computing.

• Identify challenges and opportunities the researchers faces to set up a current R&D
agenda and community in this field.

C2 aims to bring together researchers and industry practitioners from both com-
putational and psychology communities to share knowledge and resources, discuss new
ideas, and build foundations of possible future collaborations. The main aim is to
further the research into character computing by discussing potential ideas, challenges,
and sharing expertise among the participants. The workshop was held in a hybrid
format like the conference, allowing registrants the choice to participate virtually or in-
person in Salamanca, Spain.

https://www.springer.com/gp/book/9783030159535
https://en.wikipedia.org/wiki/Character_computing
https://en.wikipedia.org/wiki/Character_computing
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Anxiety Detection During COVID-19
Using the Character Computing Ontology

Nada Elaraby1(B), Alia El Bolock1,2(B), Cornelia Herbert2(B),
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1 German University in Cairo, Cairo, Egypt
{nada.elaraby,alia.elbolock,slim.abdennadher}@guc.edu.eg
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cornelia.herbert@uni-ulm.de

Abstract. The lifestyle changes resulting from the COVID-19 pandemic
increased the risk of suffering from anxiety and depression. We need the
cooperation between psychologists and computer scientists to provide
technology solutions to help mitigate negative mental well-being early on.
CCOnto is an integrated ontology that models the interactions between
behavior and character states and traits in specific situations following
the framework of the inter-disciplinary domain of Character Computing.
CCOnto is parts of an going research cooperation between computer sci-
entists and psychologists for creating character-based interactive applica-
tions. The knowledge represented in the ontology is modular separating
core knowledge from rules. In previous work, the rules were extracted
from the literature. In this paper, we present an approach for generat-
ing rules from existing datasets. The main contribution of this paper is
the generation of if/then rules from a dataset collected during the first
lockdown. The rules are added to CCOnto in form of SWRL rules and
used as a backend for an anxiety detection application.

Keywords: Character computing · Anxiety · Ontology · Psychology ·
Human-based computing

1 Introduction

Acute stress, anxiety, and depressive symptoms have been prevalent among col-
lege students during the COVID-19 pandemic [24]. Stressful times are not the
only stimulant for stress, anxiety, and depression. Studies show that there is
an established relationship between personality traits and depression, as well as
between personality traits and anxiety [8]. The demand for technology solutions
during the pandemic is higher than ever before. Personality traits, a person’s
emotional state, and the pressing situation can contribute to someone facing
anxiety or depression. This calls for seamless integration between psychologists
and computer scientists for developing technology solutions that help people
understand and change their behavior as proposed by Character Computing [6].
Character Computing is an interdisciplinary field spanning between psychology
c© Springer Nature Switzerland AG 2021
F. De La Prieta et al. (Eds.): PAAMS Workshops 2021, CCIS 1472, pp. 5–16, 2021.
https://doi.org/10.1007/978-3-030-85710-3_1
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6 N. Elaraby et al.

and computer science which advocates that affect and personality alone are not
enough to capture the essence of a person, and their behavior [1,6,19]. Character
Computing is based on a holistic, psychologically driven model of human behav-
ior in the context of the Character–Behavior–Situation triad (CBS). Human
behavior is modeled and predicted based on relationships between a situation and
character state and trait markers [11], e.g., personality, affect, socio-economic
embedding, culture, cognitive state, and well-being. The CBS triad is modeled
using an ontology-based approach and presented in [12,13]. CCOnto models
human character and its interaction with behavior and situation to provide
domain experts with an intelligent interface for modeling, testing, and unify-
ing rule-based hypotheses on the interaction between the three. The knowledge
included in the ontology is mainly based on psychological evidence. The ontology
is used in an application for evaluating sleep and healthy eating habits during
the novel COVID-19 pandemic based on user-input data (named CCleep) [12].
CCleep is a Java-based web application where the user is prompted to answer
a couple of questions about the type of food he/she eats, the kind of activities
he/she performs, the emotion he/she experiences within the two hours before
going to bed. Accordingly, the application infers the user’s personality and sleep
quality. The inference is done by the ontology reasoner based on a set of rules
from literature and domain experts. CCOnto was also used for monitoring psy-
chological and educational factors during COVID-19 in [14]. This paper presents
another usage domain for CCOnto for mental well-being and another approach
for obtaining behavior correlations rules from datasets. We illustrate that on part
of a dataset that has been collected during the first lockdown and published in
[20]. The dataset results from a self-assessment questionnaire measuring per-
sonality traits, the current emotional state of a person using a discrete scale
(valence, arousal), the anxiety state, and whether he/she undergoes depression.
The followed approach for generating the rules consists of (a) clustering the fea-
tures of the dataset into two clusters (low/high), (b) converting numeric values
into categorical ones, (c) identifying the features that highly correlate with state
anxiety and depression, and (d) generating rules from a transformed dataset in
the form of if/then statements where state anxiety and depression are the main
consequents using association rules. The generated rules are further integrated
into CCOnto in the form of rules in the Semantic Web Rules Language (SWRL).
An anxiety detection application based on this version of CCOnto was created
to infer whether the user is anxious/depressed. The remainder of this paper is
organized as follows. Section 2 gives an overview of the CCOnto and CCleep
application. In Sect. 3, we present the process of collecting data and describing
the dataset. The mining of association rules in the datasets is discussed in Sect. 4
and the anxiety detection application is discussed in Sect. 5. The conclusion is
presented in Sect. 6.

2 CCOnto: Character Computing Ontology

Character Computing is an interdisciplinary field spanning psychology and com-
puter science. It is based on the holistic psychologically-driven model of the
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interaction between human character and behavior in a specific situation (CBS
Triad). CCOnto1 [12,13] is the first integrated ontology modeling the CBS triad.
The CBS triad is a model representing the interaction between the three factors.
At any given time, any two of the triad edges can be used to explain the third. By
knowing the person’s character(e.g., personality traits, emotional states,..etc.)
in a specific situation, we can deduce how he/she might behave. The process
of developing CCOnto was based on the METHONTOLOGY methodology[15].
CCOnto(as a whole with its three sublevels) is based on integrating related con-
cepts from other ontologies that fit our scope. EmOCA [5], Emotions Ontology
(EM) [18], HeLiS [27], Human Disease Ontology (HDO) [26] and the APA Psy-
chology Terms [3] ontology are example of ontologies integrated with CCOnto.
since the domain is too big, the ontology is modularized into three smaller
ontologies which are: (a) CCOnto-Core ontology (b) CCOnto-Domain ontolo-
gies (c) CCOnto-App ontology. The generic core concepts of the CBS are rep-
resented in the CCOnto-Core ontology. Each core concept included is repre-
sented by psychological model:- (a) personality through the Five-Factor Model
(FFM) [9] (b) emotion is represented through multiple model as the Two-Factor
Theory [30], affective processes [18], continuous (valence and arousal) [28] and
discrete emotions (Eckman’s six basic emotions) [10]. Rules for the interactions
in a specific domain(extended T-Box + SWRL Rules) are included in CCOnto-
Domain ontologies. The CCOnto-Domain ontologies extend CCOnto-Core ontol-
ogy. CCOnto-PhW2 is one of the forms of CCOnto-Domain ontology, where it
represents one of the six well-being dimensions, namely, physical well-being [21].
CCOnto-App ontologies extend CCOnto-Domain with application-specific infor-
mation to enable utilizing the ontology (extended T-Box + SWRL + A-Box).
CCleep3 is an instance of CCOnto-App. CCleep relies on CCOnto to reason
about sleep quality and its relation to personality, emotions, and other physical
well-being factors based on a set of rules from literature and domain experts. This
paper will discuss another form of obtaining rules and use it to make inferences
about anxiety/depression. The application collects self-report behavior data (e.g.
Food, physical activity, general behaviors) for the two hours before sleep and
infers sleep quality and personality traits. The user is prompted to select from
ontology-populated choices about certain activities performed two hours before
sleeping. This includes (1) age, gender, (2) consumed foods and stimulants (e.g.,
alcohol and caffeine), (3) performed physical activities, (4) bodily feelings and
emotions, (5) entertainment activities (e.g., TV, reading, video games), and (6)
sleep-related activities (e.g., daytime napping, bed quality,.. etc.). An example
of the CCleep application is illustrated in Fig. 1.

1 https://github.com/CharacterComputingResearch/CCOnto/blob/main/CCOnto.
owl.

2 https://github.com/CharacterComputingResearch/CCOnto/blob/main/CCOnto-
Full-PhW-Sleep.owl.

3 https://charactercomputingsleep.herokuapp.com/introServlet.

https://github.com/CharacterComputingResearch/CCOnto/blob/main/CCOnto.owl
https://github.com/CharacterComputingResearch/CCOnto/blob/main/CCOnto.owl
https://github.com/CharacterComputingResearch/CCOnto/blob/main/CCOnto-Full-PhW-Sleep.owl
https://github.com/CharacterComputingResearch/CCOnto/blob/main/CCOnto-Full-PhW-Sleep.owl
https://charactercomputingsleep.herokuapp.com/introServlet
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Fig. 1. Running example of CCleep Application[12]

3 Dataset Description

The dataset presented in [20] consists of multi-modal self-report data from 221
participants (50% female) during the first lockdown of COVID-19 (May 2020).
The dataset is already published and is only used here as a proof of concept
application for generating ontology rules from existing datasets. The main focus
of the questionnaire was to analyze which characteristics(personality traits, emo-
tion...etc.) highly affect a person’s mental state (whether suffering from anxiety
and depression) during a stressful time like the lockdown. The used sub-set of the
self-assessment test measures personality traits, the current emotional state of a
person using a discrete scale (valence, arousal), the anxiety state of a person, and
whether he/she undergoes depression. By computing the relationship between
features (e.g., personality traits, valence, arousal, dominance, state anxiety, trait
anxiety, alexithymia, and depression). The self-assessment test includes differ-
ent dimensions of a person’s character. Tests included in the process are: (a)
Big Five Inventory (BFI-10) [29], (b) self-assessment manikins (SAM) [17], (c)
State-Trait Anxiety Inventory (STAI) [32], (d)Toronto Alexithymia Scale (TAS)
[4], (e)Patient Health Questionnaire (PHQ-2) [25], and (f) general demographics.
The BFI [29] (big five inventory) is the best accepted and most commonly used
model of personality in academic psychology. The Big Five personality traits
are extraversion, agreeableness, openness, conscientiousness, and neuroticism.
In this process, we used the abbreviated version, which contains 10-items. BFI
test was originally a 44-items questionnaire. We used SAM [17] to measure the
three-dimensional scales of emotions: arousal, valence, and dominance. Arousal
can range from inactive (e.g., uninterested, bored) to active (e.g., alert, excited),
whereas valence ranges from unpleasant (e.g., sad, stressed) to pleasant (e.g.,
happy, pleased). Dominance ranges from a helpless and weak feeling (without
control) to an empowered feeling (in control of everything). The TAS is a 20-item
instrument that is one of the most commonly used measures of alexithymia [4].
Alexithymia refers to people who have trouble identifying and describing emo-
tions and tend to minimize emotional experience and focus attention externally.
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It has three subscales for measuring: (a) difficulty describing feelings (DDF), (b)
difficulty identifying feelings (DIF), and (c) externally oriented thinking (EOT).
The State-trait anxiety inventory (STAI) [32] is used to measure via self-report
the presence and severity of current symptoms of anxiety and a generalized
propensity to be anxious. It includes a scale for state anxiety (S-Anxiety) eval-
uating the current state of anxiety and another for trait anxiety (T-Anxiety)
evaluating relatively stable aspects of anxiety proneness. The Patient Health
Questionnaire-2 (PHQ-2) [25] is a 2-item depression screener. It inquires about
the frequency of depressed mood and anhedonia over the past two weeks. The
test also includes some general questions, e.g., age and gender. The main purpose
of collecting these features is to identify which characteristics stimulate anxiety,
depression, and the current situation(lockdown). The correlation matrix of the
collected data after cleaning, transforming data presented in Fig. 2) shows that:

– State anxiety is highly negatively correlated with valence (p = −0.66), posi-
tively correlated with neuroticism (p = 0.57), and positively correlated with
PHQ (moderately with p = 0.47)

– For trait anxiety, there is a slightly positive correlation with conscientiousness
and extraversion and a negative correlation with neuroticism.

– For PHQ values, there is a moderate negative correlation with valence (p =
−0.48), state anxiety (p = 0.47), and neuroticism (p = 0.37) and a positive
correlation with the “Difficulty Describing Feelings” scale of TAS (p = 0.48).

Fig. 2. Correlation Matrix between Features (personality traits, valence,arousal, TAS,
S-Anxiety, Trait-Anxiety...etc.)
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4 Implementation

CCOnto is the first integrated ontology representing human character and its
interaction with behavior and situation to provide domain experts with an intel-
ligent interface for modeling, testing, and unifying rule-based hypotheses on the
interaction between the three. CCOnto is part of a joint project to develop an
inter-disciplinary and inter-cultural Character Computing platform created by
and for computer scientists and psychologists. Rules included in the ontology
were based on some psychological theories. In this paper, we introduce a new
method where rules are generated from datasets. We only used part of the dataset
that is related to anxiety/depression. The approach shown in Fig. 3 includes the
following steps: (a) clustering data of a single feature (for example, neuroticism
into low/high), (b) converting numeric values into categorical ones, (c) identi-
fying features that highly affect state anxiety, trait anxiety, and depression, (d)
generating rules from categorical data with consequent of state anxiety, trait
anxiety and depression using association rules, (e) adding rules in the form of
SWRL to CCOnto, and (f) creating java application to infer whether a person
is anxious/depressed using CCOnto.

Fig. 3. Overview of the rule generation process through data transformation and the
anxiety detection application.

4.1 Categorical Data and Feature Selection

The generation of rules in the form of if/then statements requires the data to
be categorical to use in the current version of CCOnto. To convert numeric
data into categorical ones, we used K-means clustering to group data values for
each feature into two categories (for neuroticism features, it is grouped into low
neuroticism and high neuroticism). K-means clustering [22] is an unsupervised
learning algorithm used to solve clustering problems in machine learning or data
science. The algorithm starts with the first group of randomly selected centroids,
which are used as the beginning points for every cluster. It then performs itera-
tive (repetitive) calculations to optimize the positions of the centroids. Figure 5a
and Fig. 5b show the range of low and high values for each big five personality
trait (conscientiousness, neuroticism). The range of state and trait anxiety scores
is presented in Fig. 5c. Figure 4 presents the included categorical data.
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Fig. 4. Conversion of numeric data to categorical ones

In feature Selection, we aim to identify the features that highly correlate with
anxiety/depression. We used the chi-squared test for feature selection. The main
focus was on testing the following hypotheses for all features of the dataset:

– H0: Feature x does not contribute to anxiety/depression.
– H1: Feature x contributes to anxiety/depression.

Chi-squared [16] is used to measure the degree of association between two
categorical variables. For state anxiety, the ten best features that highly associate
with it are illustrated in Fig. 6b. For trait anxiety, the ten best features that
highly associate with it are presented in Fig. 5d. For depression, the 10 best
features that highly associate with it are illustrated in Fig. 6a. For each of
these features, we will choose the top 3 or 4 features. For example, depression
correlates with valence, difficulty describing feelings(TAS), and neuroticism. We
used the best features that correlate with anxiety/depression as the antecedents
to generate the rules. After the categorical conversion of data and identifying
features that highly correlate with anxiety/depression, the next step is to create
rules.

4.2 Generating Rules

The generation of psychological rules in the form of if/then statements are
produced using association rule mining. Association rule mining is one of the
most important and well-researched techniques of data mining [2]. It aims to
extract interesting correlations, frequent patterns, associations, or causal struc-
tures among sets of items in transaction databases. These rules should satisfy
the predefined minimum support, and confidence [23]. An association rule is an
implication expression of the form A → C, where A and C are disjoint itemsets
[33]. Metrics used for evaluating association rules and setting selection thresh-
olds are support, confidence, and lift. The confidence of a rule A → C is the
probability of seeing the consequent in a transaction given that it also contains
the antecedent [2].

confidence(A → C) =
support(A → C)

support(A)
, range : [0, 1]. (1)

The support metric is defined for itemsets, not association rules [2]. Support is
used to measure the abundance or frequency of an item set in a database.

support(A → C) = support(A ∪ C), range : [0, 1]. (2)
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(a) Grouping of normalized values of Con-
scientiousness scores obtained from BFI

(b) Grouping of normalized values of Neu-
roticism scores obtained from BFI

(c) Range of State Anxiety scores ob-
tained from STAI

(d) Categorization of Trait Anxiety scores
from STAI

Fig. 5. Ranges of BFI and STAI test scores

(a) 10 best features that associate with
depression

(b) 10 best features that associate with
state anxiety

Fig. 6. The 10 best features associated with depression and state anxiety

The lift metric is commonly used to measure how much more often the
antecedent and consequent of a rule A → C occur together than we would
expect if they were statistically independent. If A and C are independent, the
lift score will be precisely one [7].

lift(A → C) =
confidence(A → C)

support(C)
, range : [0,∞] (3)
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The Apriori algorithm [34] is one of the algorithms used for generating asso-
ciation rules. The Apriori principle allows us to prune all the supersets of an
itemset that does not satisfy the minimum threshold condition for support.

The algorithm consists of generating all frequent itemsets and all confident
association rules from them. A frequent itemset is an itemset that has transaction
support above minimum support minsup. A confident association rule is a rule
with confidence above minimum confidence minconf .

The class association rules (CAR) apriori algorithm [31] is used to satisfy
only rules with some fixed target items on the right-hand side and also meets
minimum support and minimum confidence. We are interested in rules that have
consequent state anxiety, trait anxiety, or depression with minimum support of
0.15 and confidence of 0.6. Rules generated from CAR apriori algorithm that
has state anxiety as a consequent is represented in Fig. 7a. The generated rules
include the features that already have a high correlation with state anxiety. The
generated rules that have depression as a consequent are represented in Fig. 7b.
The generated rules include the features that already have a moderate correla-
tion with depression. This indicates needing further pruning or the inclusion of
additional features for depression prediction. For example, the resulting rules for
state anxiety include that people who have a negative valence, i.e., experienc-
ing negative emotions and have high neuroticism tend to suffer from high state
anxiety.

(a) Rules generated with consequent of
state anxiety

(b) Rules generated with consequent of
depression

Fig. 7. Rules generated with consequent of state anxiety and depression

5 Anxiety Detection Application

The Anxiety Detection App4 is used to reason about anxiety and depression
during the current pandemic and its relation to personality, emotions, and other
factors. It is Java-based web application using OWLAPI 5 on top of MongoDB
database, as shown in Fig. 3. The application collects daily self-report data (e.g.,
personality traits, emotions, etc.) and infers anxiety level(low, high) and depres-
sion level(low/high). The application is written in Java using “Eclipse IDE for
Java EE Developers”, Java Web Application is used to create dynamic websites,

4 https://anxiety-collection-app.herokuapp.com/login.
5 http://owlapi.sourceforge.net/.

https://anxiety-collection-app.herokuapp.com/login
http://owlapi.sourceforge.net/
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and it also provides support for web applications through Servlets and JSPs.
Java Servlet and JSPs are server-side technologies to extend the capability of
web servers by providing support for dynamic response and data persistence.
Java enables the deployment of applications in a Tomcat Web application server.
The app measures the emotional state of the user daily. The daily test includes
(a) answering “who I am” in five different responses, (b) answering “how I feel”
in five different responses, and (c) the current emotion (e.g., happy, sad), fol-
lowing [20]. At any time, the user can proceed to the weekly report to see the
inference of anxiety/depression. In this step, for verification purposes, the user
has to take PHQ-2 and S-Anxiety tests. The application records stable markers
of the user’s character(e.g., personality traits), then through the daily report,
the user records his/her emotional state and inputs five responses for “who I
am”, and “how I feel”. Then, the application inserts the rules obtained from the
dataset into the ontology in the form of SWRL rules. It then collects data from
users daily for a week. The application then calculates the scores of the included
questionnaires and performs sentiment analysis of the free-text responses using
the Java library6. A DLQuery containing the processed, collected data is sent to
the CCOnto ontology to get the anxiety/depression inference from the reasoner.
Finally, the results are saved in the database and displayed to the user.

6 Conclusion

CCOnto is an integrated conceptualization of Character Computing, modeling
the interactions between character and behavior in a specific situation. The
ontology is modularized into three smaller ontologies separating levels of domain
knowledge and two modules separating core knowledge from flexible rule-based
knowledge. The anxiety detection application is an instance of CCOnto extended
with the knowledge needed for representing mental well-being and developing an
anxiety detection application. The application infers the anxiety/depression level
from his/her personality traits, emotional states, and behavior attributes. The
CCOnto inference rules used in the application are generated from a previously
collected dataset through:

– Converting each numeric feature to categorical ones.
– Identifying the features that highly correlate with anxiety and depression.
– Using CAR association rule mining to generate rules that have state anxiety

and depression as consequent.

The rules are added to the ontology in the form of SWRL rules. The application
was tested on daily input records of users over a week. The application uses the
ontology and generated rules to infer the anxiety/depression level according to
the collected data.

6 https://stanfordnlp.github.io/CoreNLP/.

https://stanfordnlp.github.io/CoreNLP/
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Abstract. The ongoing improvements of technology worldwide helped
humans and businesses in different aspects by enhancing human-computer
interactions. Especially after the outbreak of the COVID-19, people head
to the virtual world by shopping online instead of going to the actual store,
watching movies on platforms like “Netflix” instead of going to cinemas, or
companies are applying different methods to continue their internal oper-
ations online. So most companies now invest much effort to enhance their
online platforms to cope with the occurring situation. One way of enhanc-
ing the online system, especially in E-commerce, E-learning, and enter-
tainment platforms, is by building robust recommendation algorithms.
Recommender systems play a massive role in improving the online experi-
ence by suggesting to the user relevant items. However, treating all users
the same by applying recommendation strategies that do not include the
user her-/himself as the center of the algorithm may lead to an unpleas-
ant user experience as each user has a different personality, taste, and
different needs. Thus, in this paper, a structured review of the efforts
invested in creating personalized recommendation systems is studied to
explore the personal factors included in previous trials. Accordingly, we
propose XReC, a generic framework for building character-based recom-
mender systems based on Character Computing principles, including all
the aspects that influence human behavior. As a result of integrating mul-
tiple human aspects, the system’s complexity will arise. A personalized
explanation accompanying each recommendation is provided to improve
our framework’s transparency, trustworthiness, persuasiveness, effective-
ness, and user satisfaction.

Keywords: Character computing · Recommender systems ·
Explainability

1 Introduction

Recommendation systems play a crucial role in E-commerce and multimedia plat-
forms as they help users make decisions by suggesting relevant content. Especially
c© Springer Nature Switzerland AG 2021
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nowadays because of the COVID-19 outbreak [1], people were forced to stay home
which affects businesses, local shops, and also the customers that need to fulfill
their demands. As a result, both parties headed to the virtual world to survive.
Companies invest much effort to enhance their online services to meet the users’
satisfaction, and on the other side, users search for effective services that replace
the lack of in-person communication. This is when the need for robust explainable
recommendation systems arises. However, recommender systems should not treat
all users the same by applying recommendation algorithms that do not include
the user her-/himself as the center of implementation. It may lead to an unpleas-
ant user experience as each user has a different personality, taste, and different
needs. Thus personalization is required. Studies such as [2,18,25] show that incor-
porating the user personality into the recommendation techniques outperform the
state of the art algorithms by improving the accuracy and quality of recommen-
dations. Additionally, Affective Computing considers the user’s emotional state
[16]. In Character Computing, all aspects that influence the character are con-
sidered, such as the personality traits, the affective state, the behavior, and sit-
uation [29–31]. Accordingly, character-based recommender systems will surpass
systems that consider one aspect of the human character such that the person-
ality traits only, emotional state, or demographic data. According to [17], user-
centric models are much more effective to suggest accurate items. Recommen-
dation systems can be applied in different domains such as entertainment plat-
forms, E-commerce, andE-learning. In this paper, a structured review of the efforts
invested in creating personalized recommendation systems in different domains is
studied to explore the personal factors included in previous trials. Accordingly, we
propose a generic module-based framework for building character-based recom-
mender systems based on Character Computing principles, including all aspects
that influence human behavior. As a result of integrating multiple human aspects,
the system’s complexity will arise. Here comes the need for an explanation accom-
panying each recommendation. Explanations models are responsible for answering
the question of Why a particular item is recommended by explaining the reason
to the user, which will improve the transparency, trustworthiness, persuasiveness,
effectiveness, and user satisfaction of our framework [38]. Additionally, an imple-
mentation approach of our framework is presented.

The rest of this paper is organized as follows. The related work and back-
ground information is given in Sect. 2. In Sect. 3, the generic framework for
character-based explainable recommendation is proposed. Section 4 discusses an
implementation approach of our framework. Finally, the conclusion and future
work are presented in Sect. 5.

2 Background

2.1 Related Work

In this section, a systematic review of the state-of-the-art recommender sys-
tems is presented, along with the current attempts to create personalized rec-
ommender systems and explainable recommendations.
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Recommendation Systems Techniques. Recommendation systems can be
classified according to the recommendation algorithm used, such as content-
based recommendation, collaborative filtering(CF) recommendation, hybrid
approach, demographic-based and knowledge-based recommendation [5,6]. In
content-based recommendation, the recommendation is based on item features.
It recommends items that are similar to previously liked items by the user [7,8].
The recommendation in collaborative filtering is based on the choices of other
individuals who share similar interests; customers giving an identical rating to
any product are considered as customers of similar interests [9]. It is based on
the idea that people with the same evaluation of items in the past are most
likely to agree again in the future. A hybrid technique could be used to achieve
a more powerful recommendation. It combines two or more recommendation
techniques such as content-based and collaborative filtering because it helps to
avoid some of the recommendations challenges. The demographic-based recom-
mendation is based on the assumption that users with similar demographic data
share the same taste(rate items similarly). Some of the demographic data can
be the gender, age, and location of the user [10]. Finally, for complex domains
such as real estate or automobile where a low number of available ratings exists,
a knowledge-based recommendation technique is used where the user is needed
to set its requirements explicitly [15].

Challenges of Recommender Systems. Recommender systems can face mul-
tiple challenges that affect the quality of recommendations. One of the challenges
recommender systems face is the cold start problem which happens when a new
user enters the systems or a new item is added so the system does not have
enough ratings, history, or information to suggest items. Trust is also a chal-
lenge for recommender systems. It happens when there is a lack of trust between
the user and the system as a result of missing explanations [5,13,14].

Personalized Recommender Systems in Different Domains. Recommen-
dation systems can be applied to different domains. According to [5], the main
application areas of recommendation systems are entertainment, e-commerce,
and e-learning. Entertainment includes music and movies platforms in which
recommendation algorithms suggest relevant items such as a movie, a song, or a
playlist to the user. In [20], they personalized the recommendation by including
the users’ current mood extracted from social media content such as posts or
comments. They classified the users’ mood into happy, sad, calm, and angry and
by classifying the songs to moods as well based on the lyrics and songs’ audio,
they were able to recommend relevant songs that enhance the users’ mood. The
user’s current mood is also used in [21]. They designed a framework that classifies
the songs according to the mood and asks users about their listening preferences
when they are in a specific mood to suggest songs that match their moods.
The personality traits are used as well in [22] to identify the relation between
users’ personality and their behavior, and needs, and different ways to infer
users’ personality social media. In [26], the influence of personal values on music
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taste is studied to introduce a value-based personalized music recommendation
algorithm. Additionally, the personality traits were examined to identify their
role in movie recommender systems by incorporating the different dimensions
of personality to a collaborative filtering technique to achieve more personalized
recommendation [2]. Also, It has been proved that incorporating the user person-
ality into an existing recommendation technique such as collaborative filtering
could enhance the recommendation as it addresses the cold start problem [24]. E-
Commerce includes online shopping platforms, health, and tourism. In [28], they
proposed a framework for a personalized itinerary recommendation that maxi-
mizes user satisfaction. E-learning platforms provide learning materials, online
courses, and certificates to users. Thus, recommender systems aim to aid users
in finding relevant and interesting materials among the huge resources. In [12],
they designed a personalized recommender system for e-Learning by considering
the users’ background knowledge, interests, and their capacity of storage.

Explainable Recommendation. Explainable recommendations are impor-
tant as it increases the trustworthiness, effectiveness, persuasiveness, and user
satisfaction of the system. [38] provides an extensive review of explainable rec-
ommendation techniques and models in different domains. Mainly, explainable
recommendations can be classified into two dimensions: the display style of
explanations based on the information source and the model responsible for
generating the explanations. The type of information source and style can be
divided into two parts. Firstly, explanations that usually related with certain
types of recommendation algorithm such explanations based on relevant users
or items(Collaborative filtering), feature-based explanation(content-based), and
opinion-based explanation. Secondly, how the explanations are displayed. The
explanations can be in the form of textual sentences, visual explanations, and
social explanations. Some explainable recommendation models can be divided
into models that generate explanations based on the recommendation algo-
rithms or the recommendation results themselves. Explainability can be applied
to different recommendation applications such as entertainment, E-commerce,
and E-learning, as discussed before. According to [38], the knowledge-enhanced
explainable recommendation needs to be investigated as most of the explainable
recommendation research is based on unstructured data; however, if extensive
knowledge about the domain of recommendation is known, this will result in high
fidelity scores. Additionally, context-aware explanations need further examina-
tion since personalized recommendation could be context-aware; thus, the expla-
nation should be context-aware as well.

The existing work done into achieving personalized explainable recommender
systems considers one aspect of the user. It can be the user’s personality or
affective state. Thus our goal is to incorporate all the dimensions that build
the human character, such as the personality traits, affective state, behavior,
and situations towards achieving a character computing model-based generic
framework for explainable recommendations.
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2.2 Character Computing

Focusing on the interaction between the human and technology is known as
Human-Computer-Interaction (HCI). HCI aims to design usable systems, pro-
vide effective user and computer interaction, and enhance the user experience.
Personality Computing and Affective Computing are considered sub-fields of
the HCI domain. Personality Computing focuses on putting the user personal-
ity at the center of the design. The user personality could be measured using
multiple psychological models of personality; one of them is the Five-Factor
Model (FFM) [35]. On the other hand, Affective Computing adapts the system
based on the emotional state of the user instead of the user’s personality traits
[16]. On the other side, the Character Computing field suggests considering the
whole character instead of considering the personality or affect individually [29].
The human character consists of general stable factors that include personality
traits, demographic data, socio-culture embeddings, and current factors such as
the affect, mood, behavior, and situation [30,31]. The principles of Character
Computing are used in [32] to build a character-based chatbot that has multi-
ple n-dimensional traits based on the human character components where the
user can choose between to create their preferred character. In [33], the authors
aimed to develop a character-based meta recommender system for movies that is
adaptive in the way it recommends. Therefore, the field of Character Computing
is promising as it integrates different aspects of the human character instead of
considering only one aspect, which will improve the quality of recommendations.

3 Framework for Character-Based Explainable
Recommendation

We propose a generic module-based framework for character-based explainable
recommendations. The idea of separate modules will allow us to customize each
module according to the domain and purpose of the recommender system with-
out affecting the rest of the system. We aim to integrate all the dimensions of
the human character into the design to improve the recommendation quality.

Our framework consists of different modules that interact with each other
to reach our goal. As shown in Fig. 1, the main modules are as follows: the
character module, the database module, and the XReC module that includes
the recommender module and the explainability module.

The character module is solely based on the Character Computing prin-
ciples that suggest integrating the character as a whole into the design and
implementation instead of taking only one part of the human character, such as
considering the current mood only or the user’s demographic data. The char-
acter is a complex model; it consists of general stable factors that include the
personality traits, demographic data, socio-culture embeddings, and current fac-
tors such as the affect, mood, and situation [29]. Thus, the character module
in our framework consists of four different sub-modules. The sub-modules are
personality traits, demographic data, affect, and the situation, which represents
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Fig. 1. Generic approach for character-based explainable recommendations

the state. The personality module is the module in which the user personality
traits are collected. Personality traits are the main component of a human char-
acter. There are multiple psychological models of personality; however, the most
commonly used trait model is the Five-Factor Model(FFM), also known as the
Big-Five(BF) and OCEAN. The five personality traits measured are openness to
experience (O), conscientiousness (C), extraversion (E), agreeableness (A), and
neuroticism (N) [34]. Openness to experience measures how open the person is
to experiences and new ideas. Conscientiousness measures how organized, per-
sistent, and goal-oriented a person is. Extraversion measures how energetic and
outgoing the person is. Agreeableness measures how cooperative and considerate
the person is. Neuroticism measures the sensitivity of a person to negativity and
stress.

For the demographic data sub-module, data such as gender, age, and location
are collected. It has been proved that integrating user’s demographic data in
recommender systems will enhance the quality of recommendation [10].

Part of Character Computing principles is including the affective state of
the user. The user’s affective state comprises the current emotion, which is a
temporary state as it varies quickly based on external factors. On the other
hand, there exist the mood, which is a more general affective state as it lasts
longer and could not get influenced by external factors easily [29]. Multiple
affect models can be used to measure the user’s affect, such as The Positive and
Negative Affect Schedule (PANAS-X) model that includes two mood scales; one
can measure the positive affect and the other for measuring the negative affect.
PANAS-X also supports different temporal instructions; it can measure short
transitory emotions, and long-lasting moods [36,37].

Each user goes through many situations that affect their current emotion and,
accordingly, their behavior. Thus, the user’s current situation should be gathered
as well to complete all aspects of the character module. The recommendation
domain is specified by including datasets. Possible recommendation domains are,
for example, movies, music, shopping items, or travel destinations. If the domain
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is movies, the dataset could contain the movie name, main actors, year of release,
genre, and duration, as the MovieLens dataset [23] used in [33]. If the domain
of choice is music, music attributes and features should be added to the dataset
such as valence, energy, liveness, beats per minute(BPM), and much more. This
will allow us to customize our framework on different domains by simply chang-
ing the dataset without affecting the other modules. Finally, the XReC module.
It is divided into the recommender module and the explainability module. The
recommender module is responsible for the personalized recommendation. The
inputs to the recommender module are taken from the character module and
the dataset module since we aim to integrate the Character Computing prin-
ciples into the design to achieve character-based recommendations. So user’s
personality traits, demographic data, current emotion, and situation, along with
the chosen domain features, are fed to the recommender algorithm that is in
charge of suggesting relevant items to the users. Recommendation algorithms
can be based on state-of-the-art approaches such as content-based, collaborative
filtering, hybrid approach, knowledge-based, or demographic-based, as discussed
in the previous section. The explainability module is responsible for answering
the question of why a particular item is recommended by explaining the reason
to the user [38]. The need for an explainable module in our suggested frame-
work is essential as our system consists of multiple dimensions that influence the
recommendation; thus, the system became more complex.

4 Explainable Recommender Application

In this section, we outline how to implement an explainable recommender appli-
cations using our proposed framework. The proposed framework consists of mul-
tiple modules as shown in Fig. 1. Thus the application needs to go through differ-
ent phases; each phase corresponds to one module to reach our goal of providing
the user personalized explainable recommendation as shown in Fig. 2.

To implement the first module, which the “Character Module”, users’ char-
acters must be collected. The Five-Factor Model(FFM) is used as it has been
proved that it is a valid and reliable way to measure the five personality traits along
with the demographic data(age, gender, location, occupation), current affect using
emotion tests such as the PANAS-X and finally the current situation.

The domain we chose to implement our application is the music domain
because of the shortness of duration for songs which makes users able to listen
to the recommended song/playlist in a small amount of time; thus, the user will
be more engaged in the testing process, accordingly will give fast and reliable
feedback. The dataset is built from a combination of different datasets collected
from “www.spotify.com”.

The following features exist for each song: the year it was released, the artist,
beats per minutes(BPM) which is the tempo of the song, energy which measures
how energetic the song is, valence which measures how cheerful the song is,
the danceability which measures how easy is to dance to that song, loudness
which measures how loud is the song, liveness that detects if the track was

www.spotify.com
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Fig. 2. XReC

performed live or not, acousticness which measures how acoustic a song and
finally the duration of the song. The most important two features for our system
are “valence” and “energy”. Because we can classify songs to happy songs or sad
songs based on the valence value, valence value ranges from 0 to 1; the lower the
value, the sadder the song, and higher value means happier song. In addition
to valence, energy value measures how fast and energetic the song is. It ranges
from 0 to 1 as well, the lower the value the slower the song, and the higher the
value the faster the song.

We propose an enhanced version of the collaborative filtering approach that
instead of finding similar user groups in terms of their ratings, it finds similar
user groups based on the whole character model; thus, multiple dimensions are
included in finding the similarity between users, which results in more accurate
similar user groups. When a new user enters the system, its personality traits,
demographic data, current situation, and emotion are used to find the most
similar user groups according to those factors. Afterward, items chosen by the
matching user groups will be classified based on its attributes. For example, songs
will be classified based on the valence and energy values as discussed before. To
overcome the cold start problem that the collaborative filtering approach could
cause, we can collect initial data for populating our database in advance.

The output from the recommender algorithm is further used to be explain-
able before it is displayed to the user. The explanations will be based on two
parts; the first part is generated based on the recommendation algorithm itself.
Since the suggested recommendation approach is collaborative filtering, we can
benefit from its nature of classifying users into similar user groups(user-based
collaborative filtering) by taking into consideration multiple dimensions like the
personality traits, demographic data, emotion and situation to generate expla-
nations such as “users with a personality and a situation similar to yours when
they are in this mood loved this item”. The second part is that the explanation
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generated from the first part can be combined with a knowledge-based explana-
tion of the recommended domain as suggested in [32]. For example, in a music
domain, we can explain the features of the recommended song; if the recom-
mended song has high valence, it means that it is a happy song, so one way of
explanations could be “we recommend you this song as it is a happy song that
will lift your mood”. In this way, the transparency, trustworthiness, persuasive-
ness, effectiveness, and user satisfaction of the framework are improved as each
user will now get as an output a personalized explanation accompanying each
personalized recommendation.

5 Conclusion and Future Work

Recommendation systems play a significant role in E-Commerce and entertain-
ment platforms as they help users make decisions by suggesting relevant items.
However, recommender systems should not treat all users the same. The user
should be the center of any recommendation algorithm to improve the quality
and effectiveness of the recommendation. After reviewing the current personal-
ized recommender systems, we propose XReC, a generic module-based frame-
work for explainable recommendation based on the Character Computing prin-
ciples by incorporating all aspects and dimensions that influence the human
character into designing and implementing the recommendation and explana-
tion algorithms. A proposed application is presented that is based on the four
main modules of our framework.

In the future, we can apply our framework for different domains to be eval-
uated. We can expand our recommender module by adding additional recom-
mendation algorithms and applying different explanation styles such as visual
and audible explanations instead of textual sentences. We can further investigate
the effect of each character trait individually and collectively on the output and
notice the differences.
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Abstract. Human computer applications are available in every domain of human
live. Even human-human interaction has been augmented or replaced by agent-
based communication systems. The aim of these systems is to decode the user’s
emotions, thoughts and experience from the user’s overt behavior, e.g., his/her
text messages, voice, gestures or his/her expressive facial behavior. However,
understanding the interactions between the information conveyed by the different
modalities (text, voice, face) is also relevant, especially also when information
betweenmodalities is incongruent, (e.g., the user expressing a smile while judging
a positive text message (congruent) or a negative text message (incongruent)). In
this paper, evidence from psychology and results from an experimental study
on social perception will be presented to demonstrate how the user’s affective
judgments of the very same input - here words describing the user’s own or other
people’s feelings - can change depending on whether the user’s facial expressions
are congruent or incongruent with the verbal input. Furthermore, inter-individual
differences and their possible influence on emotion processing are explored. The
results demonstrate the relevance of incongruence in computer and agent-based
human interaction. The research question, the experimental design as well as the
results of this study provide new impetus, theoretical and empirical proof for user-
centered computational approaches that aim at modeling the “true” emotion of the
users.

Keywords: Agent-based human interaction · Psychology ·Multimodal ·
Emotion recognition · Social perception · Experimental manipulation · Character
computing · User-centered

1 Introduction

Human computer applications have found their way into almost every aspect of human
live. Especially, in recent years, there has been a tremendous boost in options for track-
ing human behavior by means of computer systems and algorithms in principally any
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situation, be it in private or public life. This has motivated scientists, companies, stake-
holders and societies to replace or augment human-human interaction by agent-based
communication systems, such as, for example, expressive personal assistants, embod-
ied conversational agents (ECAs) or virtual Chatbots to name but a few systems. The
underlying computational models of these systems have become quite intelligent in an
attempt to recognize the human user’s feelings, sentiments, intentions, motivations and
emotions, and respond to it [1]. Many agent systems integrate artificial intelligence (AI)
and machine learning to allow automated interaction with human users in real time.

Fig. 1. Agent interaction with a human user. Upper panel: agent dealing with congruent informa-
tion conveyed by the user; lower panel: agent dealing with incongruent information conveyed by
the user.

Because human interaction is multimodal and heavily depending on social percep-
tion and emotions, many agent-based systems aim to decode, detect and recognize the
user’s emotions, his or her current mood state from his/her overt behavior including
text messages, gesture, the voice or the expressive bodily or facial behavior of the user
[2–4]. Despite vast progress in the field of decoding the user’s emotions from differ-
ent modalities (voice, text, etc. …), human-centered agent-based systems also need to
account for the interactions between the different modalities (text, voice, face). Con-
sider a virtual agent-based system (e.g., Chabot) for recognizing the user’s emotions
from his/her smartphone text messages. The Chatbot’s task is to try to “understand” the
user’s emotions and reply emotionally and empathetically back to him/her (see Fig. 1).
Maybe the system can also monitor the user’s heart rate, voice or facial expressions
to make emotion detection and emotion recognition more versatile. As illustrated in
Fig. 1, the system will have a high accuracy in decoding the “correct or true” emotion,
if information from all input channels or modalities (e.g., text, voice, face, heart rate) is
congruent (Fig. 1, upper panel). However, accuracy will most likely drop, if information
from the multimodal input channels is incongruent (Fig. 1, lower panel). In the latter
case, reduction to only one modality or input channel (e.g., text or expressive behavior
only) could even lead to false decoding results.

Thus, from a psychological point of view, truly interactive and human-centered
computer systems should be emotionally intelligent and smart enough to reason and
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understand how information from different modalities (e.g., text, voice, face, …) inter-
acts and contributes to the user’s self-report to accurately sense the user’s experience.
Understanding modality interactions is imperative for developing truly human-aware
agent-systems that decode, simulate and imitate humans based on data produced by real
humans. Importantly, as illustrated in the examples in Fig. 1, these systems need to learn
to deal with inconsistencies or incongruence in the data sent by the user and interpret it
correctly. Knowing how to computationally model congruent and incongruent informa-
tion is especially relevant for certain agent-based applications in the field of Psychology,
such as the development of negative behavior intervention, mental health prevention
and in research on inter-individual differences. Regarding certain mental disorders (e.g.,
depression, anxiety) or developmental disorders (e.g., autism), these are characterized
by discrepancies in information processing between modalities. In other words, these
patients show and maybe also experience incongruence between the information per-
ceived and how it is affectively appraised, subjectively experienced and expressed e.g.,
verbally or physically. Moreover, these patients often have difficulties in accurately
describing, identifying or expressing their own feelings and accurately responding to
the emotions of other people. For example, they are showing a preference to neutralize
or suppress their emotion or tend to a negativity bias in the perception and affective eval-
uation of the Self and of other people often in combination with blunted or exaggerated
facial expression to these [5, 6].

Therefore, knowing the basic principles of multi-modal emotion processing and of
social perception and implementing these principles into agent-based systems will con-
stitute key challenges for an agent technology that aims to best serve its human users. In
this paper evidence from psychology and results from an experimental study on social
perception and the role of bodily emotional feedback in emotion perception will be pre-
sented and discussed to demonstrate how human appraisal and affective evaluation of
the very same input - here words describing the user’s own or other people’s feelings -
can change depending on whether facial expressions are congruent or incongruent with
the verbal input during affective evaluation. Furthermore, inter-individual differences in
emotion processing as assessed by standardized psychological questionnaires assessing
depressive symptoms as well as trait and state anxiety as well as their possible influ-
ence on emotion processing are explored. Finally, the implication of the results of this
experimentally controlled studywill be discussed as a potential and challenge for human-
centered approaches in agent-based communication and possible recommendations will
be given how information about multimodal incongruence effects can be integrated in
user-centered approaches using psychology-driven character computing as an example
[7–9].

2 Methods

2.1 Participants, Study Design and Methods

The study was conducted at Ulm University, Germany. The study and data collection
were hosted by the Department of Applied Emotion andMotivation Psychology. N= 45
volunteers (all university students) (n = 36 women, n = 9 men) with a mean age of 18
– 32 years took part in the study. All participants were fully debriefed about the purpose
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of the study and gave written informed consent prior to participation. After arrival at the
psychological laboratory, the volunteers were randomly assigned to three experimental
conditions/groups. Depending on the experimental groups, the facial emotion expression
of the participant was either inhibited (Group A: Emotion suppression, n = 14; n = 11
women) or facilitated (Group B: Emotion facilitation; n= 17; n= 14 women) by asking
participants to hold a wooden stick either with their lips (Group A) or between the front
teethes (Group B), see Fig. 2 for an overview. As shown in Fig. 2, holding the stick with
the lips inhibits a smile and consequently any positive emotion expression by the lower
part of the face includingmouth, lips, cheeks controlled by the facemuscles including the
m. zygomaticus for smiling. In contrast, holding the stick between teeth elicits positive
emotion expression by stimulating the facial muscles responsible for smiling. In Group
C (control group, n = 13; n = 11 women), facial expressions were not inhibited nor
facilitated. Instead, participants received a gummy drop, so called “Myobands” (ProLog
GmbH; [10]), which they had to keep in their mouth. The drops avoid under- or over-
expressive facial expressions but still allow facial mimicry, i.e., spontaneous emotion
expression and facial imitations of the emotions perceived. Experimental manipulations
of this kind have been used in previous studies as an implicit experimental procedure
to inhibit positive facial expression (smile) or induce positive emotion expression in
a controlled laboratory environment. The manipulation is aimed at testing effects of
facial inhibition and of congruent vs. incongruent facial feedback on social and emotion
perception [11–13].

Fig. 2. Left: GroupA (Emotion suppression, i.e., “inhibition of a smile”; right: Group B (Emotion
facilitation, i.e., “smile”).

The participants of the three groups received detailed instructions of how to keep the
wooden stick or the drop (GroupC)with their lips,mouth or tongue.Next, all participants
were asked to perform the same experimental task, the so called His-Mine-Paradigm
developed by the author in [14] and existing in different experimental variants [e.g., 15,
16, 17]. In the HisMine Paradigm, participants are presented emotionally positive and
negative nouns or neutral nouns. The nouns are matched in terms of linguistic features
(e.g., word length, word frequency) and in terms of emotional features including the big
two emotional dimensions of valence and arousal [18]. The nouns are presented together
with possessive pronouns of the first person (self) or third person (other person) or an
article (control condition, no person reference). All stimuli were presented in German
language to native speakers of German. The participants were instructed that the words
presented on the screen describe their own emotions, feelings, attitudes or neutral objects,
or the emotions, feelings or objects of a third person (e.g., possible interaction partner)
or do make no specific person reference to a particular person including oneself. The
pronoun-noun or article-noun pairs were presented randomly on the computer screen
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and therefore could not be anticipated by the participants, see Fig. 3 for an illustration
of the paradigm.

Fig. 3. TheHisMineParadigm [14] formeasuring the user’s affective judgments of self- and other-
related emotional and neutral concepts in an emotional evaluation task with self- and other-related
words and words without person reference (controls).

The participant’s task was to read each word pair attentively and evaluate the feelings
the word pair elicits. They were instructed to not think too much about the meaning of
the word and respond spontaneously by following their gut feelings. They were told
to decide as spontaneously as possible. The stimuli were presented in trials and trials
were separated by an intertrial interval (ITI) in which a fixation cross was shown (see
Fig. 3 for an illustration). The words (including ITI) were presented for 4000 ms on
the computer screen. The participants were asked to indicate their valence judgments
- positive/pleasant, negative/unpleasant or neutral - by pressing a key on the keyboard
and indicate their preferred evaluation (positive/pleasant: key N; negative/unpleasant:
key V; neutral: key B). Reaction time and accuracy (number of valence congruent key
presses) were recorded and statistically analyzed. The experiment was programmedwith
Presentation® software (Neurobehavioral Systems, Inc.). Statistics were performedwith
Statistica (TIBCO® Data Science). Before and after the experiment (duration: 20 min),
participants were asked to fill in standardized psychological questionnaires asking for
mood (positive and negative affect, PANAS [19], state and trait anxiety (STAI, [20]),
and current depressive symptoms (last two weeks, BDI-2, [21]).

3 Results

Result patterns (accuracy and reaction times as dependent variables) were analyzed
for each experimental group separately by within-subject repeated measures designs
(ANOVA) with “emotion” (negative/unpleasant, positive/pleasant or neutral) and “ref-
erence” (self, other, no person reference) as within-subject factors. P-values are reported
adjusted (Greenhouse Geisser corrections) in case sphericity assumptions were not met
(F-statistic and degrees of freedom are reported uncorrected). No between-group factor
was included in the ANOVA designs to avoid biases due to unequal and small sample
sizes (n = 17 vs. n = 14 vs. n = 13 per group). In summary, the following hypotheses
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were tested. First, the hypothesis (H1a)was tested that participants respond differently to
emotional and neutral words giving emotional content priority in processing over neutral
content, as predicted by emotion theories and converging previous empirical evidence
[18]. Therefore, affective evaluations of positive and negative words were expected to
differ from affective evaluations of neutral words (significant effect of the factor “emo-
tion”). Second, because humans are social perceivers, it was expected that this emotion
effect is modulated by the self- vs. other-reference of the words (H1b: interaction effect
of the factors “emotion” x “reference”). The interaction of “emotion” x “reference” was
expected for accuracy and reaction timemeasures and to bemost pronounced in group C,
i.e., the control group who performed the task without facial expression manipulation.
Previous findings suggest that healthy participants differ in their affective evaluation
of self and other, showing faster evaluation of content related to their own (positive)
emotions compared to content describing other people’s emotions [22], an effect known
as self-positivity bias in social perception [23]. Third, the influence of congruency vs.
incongruency and inhibition of information between modalities was tested (H2). If feed-
back from the body (here: facial emotion expression) influences affective judgments and
in particular the process of relating one’s affective judgments about self and others to
one’s gut feelings, it was expected that experimental manipulation of facial expressions
will impact emotion processing and particularly its modulation by self- other-reference.
Therefore, it was expected that Group A and Group B will show different response
patterns than Group C, although performing the same affective judgment task as group
C. To determine the individual effects of the three experimental conditions/groups, the
results of the ANOVA designs (accuracy and reaction times as dependent variables)
of each of the three experimental groups were further analyzed by means of planned
comparisons including parametric (t-tests) where appropriate. In total, from all possible
comparisons across stimulus categories, only a few planned comparisons were made to
test H1a, H1b and H2. The planned comparison tests compared per dependent variable,
affective judgments of emotional and neutral words within the reference category of
“self” or “other” or “article/no person reference”. In addition, the comparisons included
comparisons within the same emotion category (positive/pleasant or negative/unpleasant
or neutral) across the reference categories (self vs. other vs. no person reference). The
advantage of the strategy of planned comparisons is that multiple testing can be avoided
and only comparisons that can be meaningfully interpreted with respect to the hypothe-
ses are selected and tested. Finally, exploratory analyses were performed to investigate
(H3) how inter-individual differences in affect, self-reported depressive symptoms, trait
or state anxiety impact affective judgments when facial feedback is blocked (Group
A), facilitated (Group B) or not manipulated (Group C). H3 was explored by corre-
lation analysis (Pearson) between the self-report data and reaction time and accuracy
measures. Correlations were performed separately for each experimental group. Results
were considered significant for comparisons of p < .05 (alpha = 95%).

H1a and H1b: As predicted, the control group (Group C) showed a significant “emo-
tion” effect and a significant “emotion” x “reference” effect in accuracy (“emotion”:
F(2,24)= 23.14, p< .002; “reference”: F(2,24)= 1.05, p= .36; “emotion x reference”:
F(4,48) = 3.2, p < .02) and in reaction times (“emotion”: F(2,24) = 4.71, p < .02;
“reference”: F(2,24) = 8.26, p < .02; “emotion” x “reference”: F(4,48) = 3.19, p <
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.05). As illustrated in Fig. 4, participants of Group C had a significantly higher accuracy
for negative as compared to neutral words for all words irrespective of whether these
described negative emotions of the own person or a third person or no particular person
(p < .05). For positive emotions, accuracy was significantly higher for judgments of
own emotions, particularly of positive ones (e.g., “my happiness”) compared to emotion
of others (e.g., “his happiness”), p < .05. This supports previous findings that healthy
subjects find it more difficult to evaluate a positive word as positive when it describes
the emotion of another person compared to when it refers to one’s own emotion or when
the word describes the same emotion without a person reference (e.g., “the happiness”).
Moreover, participants of Group Cwere least accurate for self-related neutral words, i.e.,
on average only half of thewordswere judged as neutral when theywere self-related, p<
.05, and accuracy dropped below 50%. This difference was also reflected in differences
in reaction times. Participants were fasted in accessing their feelings in their judgment
for positive words that were referenced to themselves (p < .05), and took significantly
longer in their decision for neutral words, specifically when neutral words were related
to another person or had no person reference (e.g., “his shoes”, “the shoes”), all p< .05.
Again, this supports previous findings of social perception, namely that healthy subjects
show positive self-evaluations [22, 23].

Fig. 4. Results. Accuracy (left) and reaction times (right). The results are described in detail in
the text.

H2: As predicted and as illustrated in Fig. 4, facial emotion suppression and facial
emotion facilitation, here the inhibition of a smile (Group A) or its induction (Group
B) had a significant impact on the participants’ response patterns. Group B, who held
the stick between their teeth showed a significant “emotion” effect and a significant
“emotion” x “reference” interaction in the accuracy data (“emotion”: F(2,32) = 15.2, p
< .001; “reference”: F(2,32)=1.68, p= .2; “emotion” x “reference”: F(4,64)=4.24, p<
.02). However, producing a smile reduced the speed of the judgments for self- and other-
reference: the interaction effect between “emotion” x “reference” was not significant in
Group B (“emotion”: F(2,32) = 11.44, p < .001; “reference”: F(2,32) = 2.16, p = .13;
“emotion” x “reference”: F(4,64)= 2.04, p= .13). As shown in Fig. 4,GroupA, inwhom
positive facial emotion expression was blocked during affective judgments, showed no
significant “emotion” effect nor a significant interacting of “emotion” x “reference” in
reaction times indicating that blocking facial feedback reduces the influence of emotion
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and of social perception on affective judgments by decreasing the speed of discriminating
between emotional and neutral content and between self vs. other (“emotion”: F(2,26)=
2.87, p = .1; “reference”: F(2,26) = 2.05, p = .14; “emotion” x “reference”: F(4,52) =
1.71, p= .18). Interestingly, blocking one’s smile seemed to improve accuracy for self-
related neutral content (accuracy increased above 50%), as was indicated by significant
interaction of “emotion” x “reference”, F(4,52)= 3.57, p= .03, in this group, see Fig. 4,
accuracy, left column.

H3: Correlations between self-report measures, accuracy and reaction time measures
revealed no significant effects inGroupC.However, inGroupB, trait aswell as state anxi-
etywere significantly positively correlatedwith the speed of affective judgments for self-
and other-related negative words and negatively correlated with accuracy for positive
self- and other-related words (Pearson correlations; all p < .05, two-tailed). Similarly,
depressive symptomswere negatively correlated with accuracy for other-referenced pos-
itive words and this was also observed when smiling was inhibited in Group A (all p
< .05). In addition, in Group A, who inhibited a smile, positive affect was negatively
correlated with accuracy for negative self-related words and positively correlated with
reaction times for positive self-related words (all p < .05). The results suggest that in
healthy subjects, inter-individual differences in emotion perception including positive
affect and negative emotion experience in terms of anxiety proneness (state and trait) and
depressive symptoms can significantly interact with affective judgments, specifically in
conditions in which incongruence between affective and bodily signals occurs.

4 Discussion

Humans send text messages, share private experiences in internet forums, and like or
dislike others for their comments, thereby quite intuitively transferring their thoughts,
emotions and feelings via the internet from a sender to a receiver, be it human or a
digital agent. Regardless of the sensory modality (e.g., visual, auditory) in which the
information is presented and communicated (e.g., text, audio, video, ...), in humans it is
rapidly decoded, the content is implicitly appraised for the relevance for the perceiver and
affectively evaluated by the perceiver on the basis of his/her gut feelings and this often
without direct cognitive control or reflection. Spontaneous human information process-
ing is a dynamic and highly complex social and emotional process. There is a cascade
of processes triggered and information or signals from different modalities are being
integrated while humans are perceiving information and evaluating it for their social
and emotional relevance. Notably, the perception of self and of other people including
affective evaluation of own emotions and feelings play a critical role in human inter-
actions. Psychological research has shown that reading single words carrying positive
or negative emotional connotations are rapidly and preferentially processed, eliciting
changes in brain networks responsible for emotion perception and preparation of action
(fight-flight), for an overview see [24]. Moreover, it has been shown that the content of
the same words re-enacts bodily emotional and motivational systems (e.g., facial muscle
expression, startle reflex) differently depending on whether their content is related to
the user’s own feelings or describing other people’s feelings, for an overview see [24].
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There seems no doubt that humans can emotionally feel what they read and intuitively
and affectively differentiate between self and others by embodying or bodily suppressing
their feelings. Especially, there is ample evidence that with regards to bodily signals,
specifically facial expression of emotions significantly shape the perception of self and
of other people by influencing howpeople affectively evaluate information about self and
others [27, 28]. For instance, inhibiting facial expression leads to a significant decrease
in understanding the emotions of others - be it during reading, during watching videos
or pictures of other people or while interacting in real time with others.

This feedback from facial expressions could be so strong that it might significantly
impact the user’s decisions, for instance whether he or she likes or dislikes other users
in an internet forum for their comments. Not being aware of the fact that social pro-
cessing and emotion processing are multimodal processes in which information from
one modality interacts with the information conveyed by other modalities can lead to
wrong predictions in automated emotion recognition tools if these focus on only one
modality or do not have theoretical or empirical knowledge of how to weigh and com-
bine cross-modal congruent and incongruent information. For that reason, user-centered
agent-based systems need to be able to deal with incongruence a) between information
processing modalities or b) in information between sender and receiver. An example of
an incongruence in a) is, that e.g., what is said by the user is incongruent with how it is
expressed by the user. For example, the user sends a positive text message but displays
a negative facial expression. An example for incongruence in b) is that the message of
a sender is incongruent with the emotion/mood of the receiver or with the context in
which the perceiver or receiver decodes the message. This sender-receiver incongru-
ence also holds true for messages sent by the virtual agent itself [25]. For instance, if
a virtual agent is sending incongruous emotional information to the human receiver of
the message (visual: smile, auditory: sad voice). Incongruence effects on the agent’s
side can have a number of negative side effects on the user’s behavior and feelings. It
can lead to significantly fewer trust of the user in the agent, a decrease in the user’s
self-disclosure motivation and in turn produce inconsistent emotional expression on the
user’s side, thereby significantly impairing human-agent interaction qualitatively and
quantitatively. Whether a) or b), emotion psychology as well as concomitant research
including the results of the current study impressively demonstrate that information
from that information from different modalities as well as incongruence of information
between themodalities matter and should not be ignored in human-computer interaction.
Therefore, focusing on only one decoding signal of the user might lead to inconsistent
results because incongruent effects become unnoticed if not tracked across modalities.
As a consequence, the user’s true or correct emotional experience cannot be accurately
detected. One can think of many instances in virtual agent-based human communication
in which detecting an accurate reaction from the user does not reflect the true emotional
state of the user. This is the case, when a person wishes to disguise his/her emotion or
hide feelings by faking a smile or by mimicking a poker face while posting his/her text
message. In other instances, the user may implicitly suppress his/her emotion without
even being explicitly aware of it when posing a different emotion inconsistent with the
message sent. Similarly, when in a depressed or negative mood or when suffering from
depression or anxiety, emotion processing often becomes difficult including describing,
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identifying and expressing emotions. Computationally modeling such discrepancies in
perception, feeling and action in the user becomes most relevant for agent-systems that
aim at supporting e-mental health interventions. Regardless which use-case one might
imagine, the importance of multimodal processing and how to integrate information that
signals incongruence between modalities as meaningful information into computational
models of user-centered agent systems is of central relevance, especially in light of novel
developments such as multimodal sentiment analysis or “the emotive Internet”.

Nevertheless, so far, incongruence effects still remain a challenge and an issue of
investigation in human-computer interaction [4, 25]. As pointed out in [25], “much work
remains to be done before sophisticated multimodal interaction becomes a common
place, indispensable part of computing”, cited from [25]. The present study was aimed
to experimentally demonstrate the impact and power of incongruence in emotion pro-
cessing in the laboratory by experimentally manipulation the participants’ facial expres-
sions by holding a wooden pen with lips or teeth or letting participants freely express
themselves. Furthermore, despite small sample sizes, the present study also showed that
inter-individual differences in emotion processing can and should not ignored as they
mutually interact with the strength of such incongruence effects.

5 Conclusion and Future Outlook

Much effort and scientific work has been invested in the field of multimodal human
computer interaction and human-robotics to provide computational solutions for data
fusion, data interfacing, data classification or multimodal sensor engineering to allow for
multimodal tracking of the user’s behavior from principal any device and make virtual
agents (including robotic behavior) as communicative interaction and communication
partners more humanoid and thus “real” for the human user. While there is agreement
that enriching agent-based human interaction by multiple modalities can increase the
accuracy of the computational system in its attempt of detection, prediction and simu-
lation of human behavior, multimodality is still a complicated tasks when it comes to
dealing with ambiguity or incongruence in the data while mapping for instance the user’s
emotional states. Here, the challenge is not to treat these inconsistencies as error or noise
in data preprocessing but as meaningful information. Up to know, the problem of incon-
gruence is receiving more and more attention by researchers in the field. First solutions
for theory-driven and data-driven hybrid approaches have also been already proposed
[26]. Character Computing [7–9] constitutes one of these ambitious approaches that
takes the human user in the center of its investigation and that attempts to go beyond
simple emotion tracking. The novelty of Character Computing is its joint approach from
Computer Scientists and Psychologists. Crucially, its framework as well as its under-
lying computational architecture and models are psychologically-driven and based on
psychological reasoning including both a theory-driven and a data-driven approach. As
outlined in [7–9], Character Computing tries closing the gap between the knowledge
gained from psychological research and its application by computer scientists. It is a
multimethod, multimodal approach that based on well-controlled psychological exper-
iments already has proven successful in combining multimodal input with automated
signal decoding routines. For instance to give one example, in [9], a study is discussed
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in which participants watched simple character trait and character state words to elicit
positive or negative attitudes - amongst others about one’s body appearance (in terms
of size and shape) - while participants’ responses were tracked by sensors recording
the participants’ eye blink data and heart rate to measure their implicit bodily arousal
and approach or withdrawal behavior towards these words and thereby detect potential
risk for body dissatisfaction and eating disorder. Next, the special prediction tested in
the psychological studies as the one in [9] as well as the one presented in the present
study can be directly integrated into an information ontology in order to represent the
knowledge gained from the interactions between modalities.

To conclude, this paper asked how to deal with incongruence in agent-based human
interaction and demonstrated its relevance by investigating how processes related to
social perception and bodily facial feedback influence the user’s affective judgments of
emotional and neutral concepts. The research question, the experimental design as well
as the results of this study provide an important theoretical framework and empirical
proof for user-centered research aimed at solving incongruence detection in uni- and
multimodal agent-based systems for the sake of modeling the “true” emotion of its users
and for improving the user’s trust in keeping up communication with virtual agents as
empathetic and equal conversation partners.
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Abstract. During the covid-19 pandemic, the use of elearning and online learning
increased significantly. Learning management systems provide a large data basis
which can be exploited for personalized learning using AI based approaches of
XAI and active learning. Integrating concepts of character computing enables
a more robust adaptation to the learner’s needs. The paper discusses future
application scenarios of XAI, virtual learning companions and social learning.
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1 Introduction

Within the last year, the pandemic situation led to a disruptive change in education.
In unprecedented speed, schools and universities switched to a new form of education
which did not necessarily require the presence of students and lecturers. The methods
and even the technologies used where not new, though. Learning Management Systems
existed before, but sincemarch 2020, for example 50,000 new siteswith the LMSmoodle
were launched. An increase of more than 30%. Google Trends also shows an enormous
increase in the interest in learning management systems. The share of elearning and
blended learning will most likely remain much higher than it was before 2020 and we
will have a new “normal” situation in education.

In the last decade machine learning gained more and more application fields and
interest. ApplyingAI techniques in learning environments also becomesmore interesting
with a larger acceptance and use learning platforms. In education, personalized learning
is a widely discussed concept and is supposed to offer great opportunities. Nevertheless,
it requires a lot of effort and resources of the education system. In the emerging new
situation ofwidely used software supported online learning environments, there are good
chances of an implementation of personalized learning in our education system.

Motivation is known as one of the key factors of learning and educational success.
In an education system which has certain predefined learning objectives, the main key
to success is the elicitation of motivation which is in line with these objectives. How can
that be achieved best? If you know the learner, his or her history and background, the
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beliefs, skills and preferences, the personality and even the affective and motivational
state, it’s much easier to set anchors and use this knowledge in order to motivate a
person. Character computing addresses exactly this field and is a promising approach to
individualized learning [1, 2].

This paper intends to set the basis for a scientific discussion on the role of AI based
adaptive learning in future learning environments and especially the contributions of
character computing in this field. It brings together basic learning and education theories,
current developments in technological learning support andAImethods. Eventually, four
future application scenarios are discussed.

2 Education, Learning and Personalized Learning

In order to set a scientific basis, this chapter will give a brief insight in learning theories
and personalized learning.

2.1 Behaviorism, Cognitivism and Constructivism

Learning and learning processes can be seen from many different perspectives. There-
fore, a number of theories on learning has been published and discussed. Three main
theories have been established and today we can also associate them to separate learning
contexts and situations:

• Behaviorism
• Cognitivism
• and Constructivism.

In behaviorist theories, learning is based on reinforcement where the subject of
research are responses to stimuli. This is still a learning approach which seems to fit
well in foundational learning with clear criteria and instructions. Cognitivist theories try
to analyze the cognitive processes leading to a shown behavior. This is in contrast to
behaviorism where this part is considered a black box and intends to build up a model of
knowledge and knowledge processes, memory and representations. In constructivist the-
ories, learning is a self-regulating process which is supposed to build up and dynamically
modify its own model and constructing new meanings. In advanced learning scenarios,
cognitivist and constructivist theories are considered as best fitting. These scenarios
are open learning situations rather than pre-structured acquisition along fixed criteria.
Learning in these scenarios takes place by discovery and exploration and provide an
integral importance of learning from mistakes. Teaching approaches are more complex
and more open than in foundational learning. The main role of a teacher is to provide
scenarios which cause a cognitive conflict with the learner’s existing model in order to
make the learner develop it further. A crucial aspect of constructivism is the situation
and social context a in which knowledge is built and used. So learning is always situated
and is formed by social interaction [3].
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2.2 Learning Types, Categories and Instructional Events

In the mid of the last century, the educational psychologist Robert Gagné developed a
scheme of learning typeswhich is often used and referenced. In a hierarchical order, eight
categories of learning are introduced as: signal learning, stimulus-response learning,
chaining, verbal association, discrimination learning, concept learning, rule learning
and problem solving. Moreover, Gagné defined five categories of learning outcomes:
intellectual skills, verbal information, cognitive strategies, motor skills and attitudes. He
introduces a scheme of nine instructional events which serve as a guideline for designing
instruction in an educational environment:

• gaining attention of the learner
• informing the learner of the objective of the learning task including success criteria
• stimulating the recall of prior learning,making connections to earlier tasks, experience
and topics

• presenting the learning scenario, the stimulus and content
• guiding the learner, providing support in the learning process
• eliciting performance of the learner by practice
• providing feedback to the learner in the process
• assessing the performance (several times in the process)
• enhancing retention and transfer

Gagné’s model is the basis for instructional design theory which intends to set up a
structured learning program [4, 5].

2.3 Personalized Learning and Education

The idea of personalized learning is not new and many educational researchers find it
quite obvious that a general approach of teaching all individuals in the same way, as
it is done in most forms of schools, leaves room for improvement. In education sys-
tems, teachers usually have responsibility for whole groups rather than for individuals.
The key issue in personalized learning is the profound knowledge of the individual
strength, weaknesses and learning needs. Provided that knowledge, the matching teach-
ing strategies and the required resources to implement these are required. As a further
and important factor, the student should be able to orchestrate the curriculum. This is
obviously limited in foundational learning but a crucial requirement in advanced learn-
ing. Personalized learning allows to take contextual conditions of the learner into account
and supports individual interest as well as the coverage of weaknesses [6].

In personalized learning, three main aspects are addressed: instructions that are
adapted to the individual learning needs in terms of pace, teaching methods as well
as content and learning objectives. Personal competencies are required and assessed as
cognitive competency, self-regulating of learning, motivation and social competency [7].

According to the experts’ opinion shown in [8], the future higher education will
incorporate the personalization of academic learning as well as lifelong learning and
multi-institutional study pathways.
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Although the advantages of personalized learning seem to be obvious in theory,
the practical implementation either requires huge teaching resources or technological
support. TheNextGeneration LearningChallenges (NGLC) initiative supports personal-
ized teaching and a study on the effectiveness was conducted by the RANDCooperation
showing positive results [9].

3 Elearning, Learning Management Systems and Learning
Analytics

Learning theories are set up and discussed in natural learning environments. Neverthe-
less, today learning takes place in scenarios well beyond natural learning environments.
Elearning, blended learning, MOOCs, or just the use of online resources in order to
look up a topic, watch an explanatory video, participate in a discussion in social media
enhances the learning environment and changes the education system.

To keep it simple and focused on the aim of this paper, we consider learning manage-
ment systems (LMS) as the basis for a online learning system which holds all relevant
data. An LMS typically provides a central portal for all users and functions to provide
modules, learning units and curricula including, tests, assessment of learner progress,
certificates, tutorials, profiles, events, and general content management functions.

Since LMS platforms collect a lot of interesting data, learning analytics systems
emerged along with the development of these platforms [10].

Learning analytics is used as a means of quality control of learning, identifying
students which need support and data science methods applied to the collected data
are used to determine learner behavior and learning strategies. The professional use,
structuring and storage of the learner data is a prerequisite for adaptive and personalized
learning.

How can we transfer instructional design principles to elearning? This question can
be broken down to the instructional events of Gagné. How can we gain attention of
the learner? As students are used to short video clips that carry a message, this can be
used here as well to draw the students’ attention to a feature, a problem, a benefit, an
interesting solution in order to draw their attention to the method or learning item to be
taught. Given a personalized learning path in an LMS, the learner may get a reference
to already solved problems and learning contexts to stimulate recall. Check points and
tests are typical components in an LMS which can serve to provide feedback as well as
to assess performance repeatedly in the learning process.

4 Future Application Scenarios

Before discussing the following scenarios, the DHBW as higher education institution
needs to be introduced since its specific structure and organization is essential for the
understanding of the application scenarios. Nevertheless, the proposed solutions can be
transferred to a wider range of universities and learning environments. The scenarios
are intended to be a basis for discussion for the use of AI, especially XAI and active
learning as well as character computing in the domain of elearning.
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4.1 DHBW – The Baden-Wuerttemberg Cooperative State University

The Baden-Wuerttemberg Cooperative State University (Duale Hochschule Baden-
Württemberg – short: DHBW) is one of the largest higher education institutions in
Germany. The DHBW integrates academic studies and on-the-job training in cooperat-
ing partner companies. It was the first university in Germany which fully implemented
cooperative education. The university has about 34,000 enrolled students and over 9,000
partner companies. The university structure is based on the US State University System
and is unique in Germany. Its structure includes the central headquarters in Stuttgart and
the local DHBW locations and campuses. The university has nine locations and three
campuses. DHBW offers both bachelor and master degree programs.

The special form of education at DHBW is the unique combination of theory and
practice. The curricula combine academic skills and work-related expertise. All students
are employed at a partner company and after each semester they spend a 12-week training
phase at their company which is integrated in the curriculum of the university. Students
a taught in small groups of 25–30 persons. The existing learning management system of
DHBWwas extended during the pandemic and the lecturers are supported by education
research centers at every location of DHBW. The curricula of the different locations and
majors are coordinated by a central commission such that the education is very similar
and comparable over all groups for the basic modules which may be described as the
foundational education of the disciplines.

More than 400 groups of students begin their studies every year. With an increasing
amount ofmoodle courseswhich are set up for everymodule and an increasing amount of
learning units added to the system, a huge learning platform is established to support the
studies and build bridges between theory and practice. Students which never physically
share a lecture have the chance to connect and establish new forms of education and
learning which augment the successful educational model of cooperative education at
DHBW.

4.2 Scenario A: XAI and Active Learning Approach to Individualized Learning

Several approaches try to individualize learning. Using a learning management system
as a platform allows to assess learner information, preferences and learning behavior
beyond the learning module or unit which is supposed to be adapted to the learner. Even
though it is the same person, every module is taught in a different context. The context
includes the students which are grouped together in the module, groupwork tasks, their
interest in the field, the lecturer, the kind of learning material provided, time pressure,
etc. Given a sufficiently large dataset, the AI can provide recommendations of learning
units, additional material or even choice of an elective module for an individual. The
lack of previous observations of a student usually leads to low prediction accuracy and
recommender systems fall back to group statistics rather than individual adaptations.
The huge teacher and learner network of DHBW provides a good basis for learning
algorithms. With about 700 professors and thousands of external lecturers a very good
and diverse spectrum of contributions to the learning content is given.
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In case the system is enhanced by character computing components, the model
includes personality traits, mood, affective states and explicitly includes socio-cultural
embeddings. [2, 11] This leads to a much richer basis for conclusions and adaptations
to the individual.

Why XAI? When the learning path is adapted to the individual, this can be done
by recommendations or automated orchestration of learning items and information hid-
ing in order to reduce the complexity of the presented learning options. In case the
learner is surprised by a choice made by the learning system, he or she might question
the choice and ask for a reason. The explainable AI then presents the reason for the
choice by showing the support for the decision i.e., using a LIME (Local interpretable
model-agnostic explanations) [12] algorithm. If the learner agrees with the explanation
the learner’s curiosity is satisfied. If the learner does not agree, the system allows for
interactive model change using active learning approaches [13]. Both measures together
are essential for the acceptance of and trust in the system.

4.3 Scenario B: Social Learning

Social learning has many interpretations as a learning theory. In the last years interest
in this subject increased as the social interactions of peer learners in online learning
courses (MOOCs) were analyzed [14, 15].

Peer learning and learning in groups of students is an important part of education
at a university. The outcome strongly depends on the formation of the group. A main
aspect of group learning concerns building up self-confidence and social support. By
discussing subjects and explaining to others, the group members achieve a better and
deeper understanding.

How can a learning management system support groupwork? There are many formal
means of supporting groupwork like shared directories or peer assessments hosted on
the platform. However, the main issue is to find the right group members to optimize the
learning outcome.

This is where character computing may add a new feature. Assuming a system of
adaptive orchestration and recommendation as described in scenario A is given, the
system has the character information about a learner and the past experience in learning
groups as well as the preferred teaching and learning styles and pace. This is a very good
basis for a matchmaking service for learners. If the online learning skills and tools are
well exploited, the matchmaking is capable of crossing the borders of DHBW locations
and campus and for more general learning issues and – as a global extension of a learning
system - even the borders of universities and countries.

4.4 Scenario C: Peer Teaching by Example

At DHBW there is another specialty which can be exploited in a community-based
learning system. As discussed in Sect. 2, the success of learning depends on motivation
of the learner and a good means is to provide the right practical examples to a formal
theory. With students coming from 9000 different companies, partly from similar indus-
try branches, they all have their workplace experience which can serve as a knowledge
pool.
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Given a theoretical concept which is taught at university, one of the instructional
events according to Gagné is to stimulate the recall of prior learning and experience,
another one is eliciting performance by practice. The task for a student can be to set
the concept in the context of his or her workplace and generate an application example.
This example can then be shared among the students which helps understanding the
theoretical concept by setting an anchor within a known domain of application and
interest and thus increase the motivation.

4.5 Scenario D: Virtual Learning Companion

Even though the number of students within die DHBW network is quite large, the
perfect companion may be hard to find. In this scenario a virtual learning companion
can be implemented. This agent serves as a communication partner which either explains
a learning concept or asks for assistance and explanation. As an artificial intelligence
agent, it uses the large database of examples, tasks, learning units and even other learners
as knowledge base and discusses solutions with the learner. As a virtual character, the
agent implements all the facets of character computing to become a perfect match for a
human learner.

5 Conclusion

The current growth of online learning and learning environments opens new perspectives
on future software supported teaching and learning. Artificial intelligence provides new
and interesting enhancements of learning systems and access to large learner data sets
opens the potential for individualized learning. Character computing can add another
dimension which enables better adaptations of learning content and methods knowing
the learner’s individual personal, affective, psychological or workplace background as
a learning context.
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Abstract. Natural disaster prediction is one of the main concerns of
authorities globally. Disasters cause large-scale psychological, social, and
economic damage; therefore, techniques to predict such events are essen-
tial to minimize their impacts. However, despite all efforts to estimate
the occurrence of a disaster, making an accurate and robust forecast is
a challenging task. In recent years, Deep Learning techniques have inno-
vated several fields by learning the factors that contribute to the phe-
nomena generation; also, biologically inspired concepts such as attention
have provided cheap ways to allocate computational resources by con-
suming only the necessary information to solve the task. This work aims
to develop and evaluate a feature-based temporal attentional model to
predict the time remaining for an earthquake event by consuming seis-
mic waves from the LANL Earthquake dataset. The proposed models
comprehend four distinct architectures based on 1D-CNN, LSTM, and
LSTM with self-attention mechanisms. Experimental results indicated
that attention plays a vital role in learning temporal relations, with mod-
els achieving state-of-the-art results in the task.

Keywords: Earthquake prediction · Deep learning · Attention

1 Introduction

Reducing the risk of natural disasters is a major goal for the United Nations Con-
ference on Sustainable Development (i.e., Rio+20). At least 3.3 million deaths
occurred globally due to natural disasters since 1970, and each year, around 226
million people are affected indirectly [3]. Between 2000 and 2010, earthquakes
were responsible for 680,000 fatal victims; almost half of them occurred in Haiti.
Globally, 102 million people are affected by floods, 37 million by cyclones, hurri-
canes, typhoons, and 366,000 by landslides [18]. These events drastically impact
the population’s life and influence several sectors of society. For this reason, nat-
ural disaster forecasting is an essential instrument to minimize the devastating
impacts of such events.

Commonly, earthquakes are studied by the earth sciences, focusing on three
main points: a) when the event will occur, b) where it will occur, and c) what
c© Springer Nature Switzerland AG 2021
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will be the impact [1,2]. If these components are known, the disaster risk can be
measured early, saving lives and billions of dollars in infrastructure. Although
scientific studies advance in this field, interpreting seismic data is still challeng-
ing. In this sense, machine learning techniques, such as Deep Learning (DL), have
gained prominence as a fundamental tool to help understand seismic information
and make increasingly robust predictions. Furthermore, DL techniques can learn
the various non-linear factors that contribute to the generation of the observed
phenomena, outperforming traditional machine learning (ML) methods [8].

Classic ML algorithms essentially calculate seismic indicators such as Guten-
berg Richter b-values, time intervals, earthquake energy, and mean magnitude.
In comparison, the most modern DL models can learn several sophisticated fea-
tures. ML and DL models are both data-driven and work well with medium-
magnitude earthquakes, but the results are poor for high-magnitude ones. This
occurs mainly due to the scarce data for high-magnitude earthquakes—data-
driven models require a large amount of data to provide reasonable predic-
tions [11]. Some DL methods predict major earthquakes by training on them
separately, but they still need considerable improvements [12]. One common
characteristic of these methods is the analyses of long temporal series of seismic
waves, which confers a significant challenge for DL methods.

In the last years, attentional mechanisms were introduced in DL, inspired
by biological concepts to deal with large input data and optimize computa-
tional resources by dynamically selecting essential information to solve a given
task. For temporal tasks, this property is fundamental since the input space
becomes intractable for long series, affecting the model’s performance signif-
icantly. Although attentional concepts are being extensively explored in DL,
their main applications are natural language processing and computer vision.
Recent surveys in the field indicate that temporal prediction is still a topic that
deserves more exploration [13].

Therefore, this work aims to develop and evaluate several earthquake predic-
tion models using the LANL Earthquake Prediction dataset. This dataset was
built by the Los Alamos National Laboratory and made available for competi-
tion on Kaggle in order to leverage a wide range of knowledge addressing one
of the most critical problems in earth science—which usually suffers from a lack
of deep learning solutions, mainly due to the scarcity of data. This dataset has
challenging features such as long sequences and earthquakes of varying magni-
tudes, but it has a significant amount of data to build initial DL solutions. These
solutions can, via transfer learning, be adapted to work in real-world scenarios.

Specifically, the main contributions of our work are: a) Exploring the classical
architectures for temporal series such as 1D Convolutional Neural Network (1D-
CNN) [4], and Long Short-term Memory (LSTM) [5,9]; b) Proposing a generic
self-attention module for the LSTM-based architectures; c) Evaluating the atten-
tional mechanism impact when plugged in different locations, given that most of
the works in the field do not explicitly evaluate the contributions of attention in
different points of the architectures; d) Comparing the results of the attentional
mechanism with the best results obtained in the competition.
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2 Theoretical Background

Convolutional Neural Networks (CNNs) implement convolutional opera-
tions to determine the spatial relation between two signals [8]. They are com-
monly composed of two dimensions (2D-CNN) for computer vision tasks, but
1D CNNs are more appropriate when the signal has only one dimension [6]. Fur-
thermore, 1D CNNs present a significant performance in applications involving
temporal sequences analysis, which is our main reason to explore this model.
In the same sense, the Long Short-term Memory (LSTM) stands out as a
particular type of network capable of storing information for a longer time than
traditional recurrent networks, diminishing the vanishing gradient problem. Each
LSTM cell comprises a hidden and cell state, which controls the information flow
by its gates, enabling the cell to remember or forget a specific content [10].

Attentional mechanisms support recurrent neural networks to deal with
very long sequences, usually forgotten in traditional models [13]. In this sense,
attentional mechanisms provide resource allocation by intelligently selecting the
essential part of the information to solve the task at hand. Attention can emerge
in two ways: a) bottom-up attention, the act of focusing is involuntary and
guided by external stimuli to the application; b) top-down attention, the
cognition and goals voluntarily control the focus [13]. Furthermore, attention
can be differentiated based on the restrictions that are imposed on the input
information. Soft attention defines a continuous distribution of importance
among all information elements, whereas hard attention defines a discrete
subset of importance [13]. There are also self-attention mechanisms, a subclass
of soft attention that quantify the interdependence between the input elements.
Self-attention mechanisms can promote the capture of more distant dependencies
compared to CNN and LSTM alone.

3 Related Work

In recent years, machine learning techniques have been used to increase the accu-
racy of earthquake predictions. Initially, the predictions were made with classical
techniques such as support vector machines, decision trees, and shallow neural
networks. However, advanced deep learning techniques have increased substan-
tially in the field; notably, LSTMs provided the most efficient architecture for this
task [15]. For example, Vardann et al. [14] used LSTMs to predict the magnitude,
depth, time, latitude, and longitude of the earthquake, obtaining R2 (coefficient
of determination) results around 59% higher than classical feed-forward neural
networks, using the Afghanistan-Tajikistan region private dataset—these were
very expressive results at the time. In the same sense, Wang et al. [15] proposed
an earthquake prediction model using a spatiotemporal perspective by designing
a two-dimensional input LSTM network capable of discovering spatiotemporal
relationships between earthquake occurrences, using data gathered from the US
Geological Survey (USGS).

Kanarachos et al. [17] proposed a hybrid algorithm using Wavelet Transform,
feed-forward neural network, and Hilbert Transformation to detect anomalies
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during an earthquake, using a private dataset. First, the wavelet decomposition
output was passed through a set of stacked neural networks, aiming to learn the
signal’s temporal structure. The model’s output was then compared with the
wavelet decomposition output, and the Hilbert transformation was used to detect
anomalies in the signal. Recently, Li et al. [16] proposed DLEP (Deep Learning
model for Earthquake Prediction), a framework based on CNNs and attention
capable of merging explicit features designed by geologists with implicit features
extracted through convolutional layers in order to find more accurate predictions
for earthquakes events. To test their method, the authors merged the data from
eight popular seismic zones: Sichuan Province, Xinjiang Province, Qinghai-Tibet
plateau, Shandong-Jiangsu Province, Japan, the Philippines, Chicago, and Los
Angeles. However, the dataset has not been made public.

Mousavi et al. [20] proposed an attentional multitask model to simultane-
ously detect and select phases of an earthquake. The model consists of a deep
encoder and three decoders composed of 1D convolutions, bidirectional and uni-
directional LSTMs, and transformers with self-attention layers. The encoder
consumes seismic signals in the time domain and generates a representation
with contextual information about temporal dependencies. Then the decoders
use this information to predict the probability that an earthquake signal exists
and the probability that the signal is either on the P-phase or S-phase for each
point in time. A global attention module at the end of the encoder directs the
network’s attention to the associated parts of the earthquake signal relevant to
each task. This structure generated a network with 372,000 parameters capable
of detecting and locating twice as many earthquakes and selecting the phases P
and S with precision close to manual selection by human analysts.

4 Methodology

4.1 Dataset

This work uses the LANL Earthquake Prediction Dataset1 to train the
models. The dataset is composed of seismic sequences from acoustic waves, which
are used to predict the time remaining for the next earthquake. The seismic data
is collected in the laboratory from artificially generated earthquakes. Although
the data is artificially created, it still provides a challenging task for DL models.
Also, when the model is deployed to the real world, it can be used as preventive
measures in the face of a disaster situation.

The dataset contains 528,785,170 samples of acoustic waves with their respec-
tive time of occurrence. Table 1 presents a sequential sample of the first three
points; Fig. 1 illustrates the data referring to the first 81,920 samples of the
training set, the acoustic wave is presented in red color; the time to the next
earthquake is outlined in blue color. The time remains constant in some parts
resulting in a curve composed of several subsequent step functions. This occurs
because the signal is sampled at 4 MHz, resulting in 4,096 samples every 12µs,

1 https://www.kaggle.com/c/LANL-Earthquake-Prediction/data.

https://www.kaggle.com/c/LANL-Earthquake-Prediction/data
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Table 1. Sequential samples in the training set. The accustic data corresponds to the
seismic wave magnitude, and the time to failure corresponds to the time remaining
until the earthquake event occurs.

acoustic data time to failure

12 1.4690999832

6 1.4690999821

8 1.469099981

which is the interval between captures. Thus, for every 4,096 samples, the sig-
nal is stored and the same remaining time until the earthquake occurrence is
assigned. More data and a larger scale demonstrate that the signal is seen as
a set of concatenated ramp functions such that an earthquake occurs when the
time value reaches zero. Furthermore, we can also observe that the time value
reaches zero a few moments after the peaks of greater amplitude.

4.2 Hardware and Metrics

The experiments were performed on an Intel Xeon machine with 16 GB RAM,
GPU NVIDIA Tesla K80, and Cuda version 10.0. The results were evaluated
using the Mean Absolute Error (MAE) and Mean Squared Error (MSE).

4.3 Architectures

To construct our experiments, we propose four architectures using the following
configurations: a) 1D-CNN, b) a classic LSTM, c) LSTM with self-attention in
the input layer (LSTM Att-In), and d) LSTM with self-attention in the output
layer (LSTM Att-Out).

(a) The first 81,920 samples (b) The first 6× 107 samples

Fig. 1. Sequential samples of the acoustic wave (red color) and the time remaining for
the next earthquake event (blue color). (Color figure online)
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The 1D-Convolutional architecture consists of 8 convolutional layers and
one global average pooling 1D (Fig. 2). The first six convolutional layers have 100
channels and a kernel size of 1 × 10. In addition, there is one 1D max-pooling
layer set to 3 to reduce the data dimensionality for every two convolutional
layers. Also, a dropout function is set to 0.5 to diminish the overfitting.
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Fig. 2. The 1D-CNN architecture. The model is composed of eight convolutional layers,
in which max-pooling operations are employed to reduce the data dimensionality. The
output layer uses linear activation.

The classic LSTM architecture consists of three LSTM layers with 128 neu-
rons in each one. After that, two fully connected layers with 100 neurons and
another with one neuron are employed. This architecture was built incremen-
tally until the MAE in the validation set was satisfactory. Furthermore, both
LSTM layers implement dropout with a rate of 30%, and each layer is initial-
ized with the glorot uniform algorithm. Except for the last layer that uses linear
activation, the others use ReLU activation.

The subsequent architectures employed a generic self-attention mechanism,
which is fully trainable along with the network and can be included at any point
in the LSTM architecture. This mechanism is designed to relate N dimensional
temporal data by receiving as input a matrix I ∈ R

N×d, where N is the series’
time steps, in our case defined as 10, and d is the dimension of the features,
defined as 13. Our attentional mechanism consists of two permutation modules
to invert the data dimension, a dense layer that effectively computes attention
and returns an attentional matrix A ∈ R

N×d normalized by the softmax func-
tion. Finally, the merge module applies a pointwise multiplication between A
and the input I. This mechanism is considered feature-based and capable of
relating features between elements of different timesteps. When the attentional
mechanism is applied to the input layer, the points are the raw temporal series.
When the attentional mechanism is applied to the LSTM’s output layer, the
matrix I represents the last LSTM’s latent space vectors. In this sense, for our
experiments, we extended the LSTM architecture to include the self-attentional
module in the input layer (LSTM Att-In), and to the output layer (LSTM
Att-Out). The proposed architectures are shown in Fig. 3.
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(a) Self-attention in the LSTM’s input layer
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(b) Self-attention in the LSTM’s output layer

Fig. 3. LSTM architectures with self-attention mechanisms.

5 Experiments

We executed the experiments independently for each architecture using the
RMSProp optimizer [19]. We conducted preliminary tests to define the best opti-
mizer: a) the results provided by the classic Stochastic Gradient Descent (SGD)
took a considerable time to converge; b) the results provided by Adam and
RMSProp were very similar in terms of quality and computation time. Except
for the experiments conducted for the convolutional network, all other experi-
ments were executed with three different learning rate values defined as 0.001,
0.0001, and 0.00005. The training consisted of 300 epochs for the first experi-
ment, 400 for second and third, and 600 for fourth experiment; we have not used
early stopping or learning rate decay. For each experiment, the final MAE or
MSE was collected for training, validation, and testing.

For the first experiment, we used the 1D-CNN architecture, where 4,096
samples were employed to represent the input space since each seismic sequence
has 12µs. In total, 114,688,000 samples were used, resulting in 40,000 sequences
with a size of 4,096. From these 40,000 sequences, we used 28,000 for training,
8,000 for validation, and 4,000 for testing. Thus, the complete training took 4 h,
considering 230 epochs and a batch size of 16 samples. The results obtained
for the training and validation set are shown in Fig. 4a, where we can observe
that the MSE decreases with the number of epochs, reaching a value close to
zero. However, the MSE in the validation set was significantly higher, around
15, during most of the training. This final result shows significant overfitting,
considering that the model achieved a good fit in training but generalized poorly.
Other tests were also performed with a batch size of 128 and 256; however,
similar results were obtained. Thus, although the model trained successfully, the
MSE remained high for the validation set. We understand that the sequence size
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adopted directly impacted the results obtained using the 1D-CNN; the sequences
are quite long, impeding the learning of significant tremors, which are usually
short in duration compared to sequential information.

(a) 1D-CNN (b) LSTM

(c) LSTM Att-In (d) LSTM Att-Out

Fig. 4. Training and validation losses. a) 1D-CNN, b) LSTM with learning rate of
0.0001. c) LSTM Att-In with learning rate of 0.0001, d) LSTM Att-Out with learning
rate of 0.00005.

Therefore, we performed a second experiment, using a classic LSTM archi-
tecture to capture temporal dependencies adequately. The proposed architecture
receives as input the seismic sequences and returns the prediction for the time
remaining until the next earthquake occurrence. Also, we adopted a simple strat-
egy to extract features from the raw data, aiming to make the input sequences
smaller and more representative for the model. We processed the input set in a
features extraction step: for every 150,000 points, a 13-dimensional feature vector
is extracted to represent the subsequence. The feature extraction step consists
of computing statistical metrics such as mean, standard deviation, minimum,
maximum, kurtosis, data probability distribution asymmetry, and quantile at
0.01%, 0.05%, 0.95%, and 0.99% of the probability distribution. Also, we com-
puted the maximum, mean, and standard deviation between the absolute values.
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After extracting the features, we created a 10-length input subsequence for the
LSTM, where each subsequence represents 150,000 points in the original one.
The classic LSTM experiments were performed for three different learning rates.
Table 2 presents the best results achieved in our experiments for each model.

Table 2. Results for train, validation, and test set based on MAE. The attentional
mechanisms provided the lower errors in test.

Model Learning rate MAE train MAE val MAE test

LSTM 0.001 0.3065 2.6850 2.8635

LSTM 0.0001 1.7730 2.6607 2.7609

LSTM 0.00005 1.6542 3.4571 3.2999

LSTM Att-In 0.001 0.8957 2.8507 2.6757

LSTM Att-In 0.0001 2.1698 2.4597 2.5453

LSTM Att-In 0.00005 2.0888 2.3867 2.7496

LSTM Att-Out 0.001 2.0053 2.1421 2.7272

LSTM Att-Out 0.0001 2.1021 2.0257 2.1453

LSTM Att-Out 0.00005 2.0776 2.1244 2.1241

We can observe in Fig. 4b that the classic LSTM model minimized the train-
ing loss, indicating proper learning, but with significant overfitting. After epoch
50, the validation loss starts to move away from the training loss, indicating
that the model memorizes rather than learning. Despite overfitting, the predic-
tion follows the original series reasonably; in the test set, the model obtained an
MAE of 2.7609 with 400 epochs. Thus, the model can predict peaks and valleys
of the function as shown in Fig. 5a. The generalization issue is probably caused
by the low capability of the LSTM architecture to deal with long-term depen-
dencies between input sequences. Therefore, recognizing earthquake patterns is
compromised given the feature representation used.

Consequently, in the third experiment, we tested the effect of adding our
self-attentional module directly on the input layer (LSTM Att-In). Our module
captures the temporal relationships between the features of 10-length sequences,
representing over a million input data. From the results of this experiment, we
observed that the MAE diminished compared to the classic LSTM architecture,
indicating that the use of self-attention in the input layer brings benefits; train-
ing time was not affected by this implementation. Furthermore, we can observe a
decrease in overfitting compared to the baseline version in Fig. 4c; however, there
was an increase in the loss oscillation for the validation set. Furthermore, the
training and validation losses were close to 2, indicating a margin for improve-
ments. Similar to the result found previously, the model can determine the peaks
and valleys of the original series, making the prediction closer to the original as
shown in Fig. 5b.
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(a) LSTM, learning rate of 0.0001 (b) LSTM Att-In, learning rate of
0.0001

(c) LSTM Att-Out, learning rate of
0.00005

(d) Attentional matrix

Fig. 5. Seismic wave prediction by architecture, and attentional matrix. The atten-
tional matrix lines represent the index of the input data and the columns represent the
following features from left to right: mean, standard deviation, minimum, maximum,
kurtosis, data probability distribution asymmetry, and quantile at 0.01%, 0.05%, 0.95%,
and 0.99%, maximum, mean, and standard deviation between the absolute values.

The attentional matrix produced by the mechanism clearly show that some
sequence points from the original data are much more relevant than others for the
prediction, as shown in Fig. 5d. For example, the points represented by element
6 in the matrix line are relevant for prediction, as most of its features have high
values. Similarly, only feature 8 from point 1 has much relevance for prediction.
These relationships of importance between these elements found by the self-
attentional mechanism provided the improvements observed.

We performed the fourth experiment to verify whether the architecture’s bot-
tleneck would be on the input or on the LSTM output layers. This experiment
places the attentional module to weigh the last LSTM’s context vector (LSTM
Att-Out). The lowest MAE achieved for the test set was 2.12, with a learning
rate of 0.00005—which is the lowest value reached in our experiments. Overall,
the best MAE was achieved with self-attention implemented in the output layer.
We can note that the loss, after epoch 50, quickly stagnated at the value of 2
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without oscillations. Unlike all other approaches, we observed that the archi-
tecture quickly converged without overfitting in epoch 200. Then, we concluded
that our model’s bottleneck was in the last LSTM’s context vector and that
self-attention contributed significantly to generalization and convergence.

We also compared our best results with the best results in the Kaggle com-
petition. The top five MAEs were: 2.26589, 2.29670, 2.29686, 2.29749, 2.29801.
These results indicate that our LSTM Att-Out model is performing better than
the models classified with the best results at the end of the competition.

6 Conclusion and Future Work

In this work, we developed four architectures to learn the time remaining for
earthquake events based on seismic waves. The first model comprehends an
1D-CNN, which results obtained showed that although the loss converged during
training, the validation has not shown any minimization. The second model uses
three LSTMs layers to improve the temporal dependencies. The results indicated
convergence for the training and validation set; however, the MAE for the test
set was around 2.76, indicating a margin for improvement. One way to improve
the results for time series can be achieved through temporal attentional mech-
anisms, as they can provide an alternative to capture more distant temporal
relations than a 1D convolution filter can achieve. In this sense, two experiments
were carried out with self-attention to the input layer and the output layer.
The results showed that self-attentional mechanisms provide superior results;
the MAE for the test set decreased from 2.76 to 2.12.

For future work, we suggest using end-to-end attention models to improve the
results. Transformations such as Fourier or Wavelet can facilitate learning since
operating with acoustic data in these domains is easier. Also, we intend to extend
the proposed model to a multitasking application of earthquake detection and
phase selection. We believe that the multitasking nature of the model coupled
with attentional mechanisms can improve the system performance for both tasks
since they are complementary. Additionally, hard attention mechanisms on input
data can improve model performance and decrease the number of parameters.
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Abstract. In recent years several applications, namely in surveillance,
human-computer interaction and video recovery based on its content has
studied the detection and recognition of violence [22]. The purpose of
violence detection is to automatically and effectively determine whether
or not violence occurs in a short time. So, it is a crucial area since
it will automatically enable the necessary means to stop the violence.
To quickly solve this problem, we used models trained to solve general
activity recognition problems such as Kinetics-400 to learn to extract
general patterns that are very important to detect violent behaviour in
videos. Our approach consists of using a state of the art pre-trained
model in general activity recognition tasks (e.g. Kinetics-400) and then
fine-tuning it to violence detection. We applied this approach in two
violence datasets and achieved state-of-the-art results using only four
input frames.

Keywords: Violence detection · Transfer learning · Action
recognition · Deep learning · Surveillance

1 Introduction

Deep learning models applying neural networks. A neural network gets inputs,
which are then processed in hidden layers using weights adjusted while training.
Then the model exposes a prediction. The weights are adjusted to find patterns
to obtain better predictions [3]. The user does not need to define which patterns
to look for since the neural network learns independently.

Violence recognition in the video is a unique problem regarding the critical
problem of action recognition [12]. So, the recognition of violence itself is a chal-
lenging problem, since the concept of violence is subjective [9,31]. We may define
violence as any situation or action that may cause physical harm to one or more
persons [18,30]. Violence recognition is an essential issue at the application level
and the scientific level because it has characteristics that differentiate generic
actions.
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We can consider three dimensions (x, y, t) for violence recognition in video,
where t is the temporal space variation, x and y is the variation through time.
Note that the orientation changes may not be equivalent or symmetrical with the
temporal variation and may need to treated space and time asymmetrically. For
this, we can consider four different techniques: (i) RGB based [10]; (ii) Keypoints
[19]; (iii) Dynamic Image [1]; and (iv) Optical Flow [7].

Detecting violent interaction behaviours can prevent serious problems by
reducing the risks of both social instability and personal insecurity [30]. Cur-
rently, there are millions of devices in public places, creating enormous pressure
on the guards [7]. Hence the importance of automatic detection of events of
violence from a large amount of surveillance video data [31].

Performing automated vision-based human violence recognition analysis is
an essential task with many applications. However, human behaviour interpre-
tation is still a very complicated situation that cannot be solved with a single
approach [20].

The concept of transfer learning is an excellent example of training a model
with a set of data and then applying this training model to another dataset and
verifying the results obtained, and adjusting the features to better predictions
and results. So, one of the advantages of transfer learning is that the number of
inputs is higher, and the better are the results obtained.

Our contribution consists of using pre-trained models in general human activ-
ity recognition with the Kinetics-400 dataset to solve violence recognition. In this
way, it was possible to learn to extract general patterns that are very important
to detect violent behaviour in videos. Then, the model was adjusted to detect
violence. The fine-tuning step was performed using two different public violence
dataset, RWF-2000 [6] and RLVS [25]. Contrary to the common violence recog-
nition approach in the literature, such as [6], our fine-tuned model uses only a
few input video frames.

The paper is organized as follows: next section presents the related work with
explanations of general video classification, violence recognition on videos, and
transfer learning; section III described our framework overview, while section IV,
explain the experiments and the results; finally, section V concludes this work
with some future directions.

2 Related Work

2.1 General Video Classification

This subsection will explain the different types of architectures that can be
applied to video violence recognition. Several datasets can be used for training,
but the most used are Kinetics-600 and AVA. The Kinetics dataset is a project
that provides a large scale of video clips for human action classification, covering
a varied range of human actions. This dataset contains real-world applications
with video clips having a duration of around 10 s [4]. Kinetic-600 has 600 dif-
ferent classes, each with 600 videoclips. The AVA dataset densely annotates 80
atomic visual actions in 430 15-minute movie clips. Human actions are noted
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independently for each person in each video, on keyframes sampled once per
second. The dataset also provides bounding boxes around each person. Each
person has all its co-occurring actions labelled for a total of 1.6M labels [13].
In some cases, Kinetics-400 are used for pre-trained models. The difference for
Kinetics-600 is that this dataset is previous and has only 400 classes, each with
400 videoclips [15].

I3D. I3D is a composition of an inflated 2D ConvNets in 3D. I3D converts image
classification models (2D) into 3D ConvNets. This can be done by starting with
a 2D architecture and inflating all filters and grouping the kernels - giving them
an additional time dimension. The filters are generally square, being transformed
into cubic, that is, they change from N × N to N × N × N filters [4,13].

C3D. The 3D ConvNet architecture can better model temporal information due
to 3D convolution and 3D grouping operations. ConvNets 3D, convolution and
pooling operations are performed through space-time, whereas in 2D ConvNets
they are performed only in space. Only ConvNets 3D preserves the input signals’
temporal information, resulting in an output volume, unlike 2D ConvNets that
lose temporal information from the input signal right after each convolution
operation. The same phenomenon applies to 2D and 3D pooling [5,27,28].

Non-local Block. Non-local networks are an efficient, generic and straightfor-
ward component for capturing long-range dependencies with deep neural networks
in computer vision. Intuitively, a non-local operation calculates the response in one
position as a weighted sum of resources at all positions in the input resource maps.
The set of positions can be in space, time or space-time, which implies that the
operations are applicable for image, sequence and video problems [29].

SlowFast. SlowFast network’s architecture can be described as a single flow
architecture with two different time rates (slow and fast), which are merged by
side connections. The idea is to model two pathways separately, working at low
and high temporal resolutions. Thus, the rapid pathway is designed to capture
the movement of rapid change, but with less spatial details. The slow pathway
is designed to focus on the spatial and semantic domain [11].

ResNet. Residual networks obtain a high performance in the classification and
allow deep networks up to more than 1000 layers. Besides, residual networks
make use of identity shortcut connections that allow information to flow between
layers without attenuation caused by several stacked nonlinear transformations,
resulting in improved optimization. Shortcut connections are not blocked, and
unprocessed input is always transmitted [14].
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X3D. This architecture is a low-computation regime in terms of computa-
tion/accuracy trade-off for violence detection on video. Besides, X3D expands a
tiny base 2D image architecture into a spatiotemporal one by expanding multiple
possible axes. The resulting architecture is referred to as X3D (Expand 3D) for
expanding from the 2D space into 3D spacetime domain. The architecture defines
a basic set of expansion operations used for sequentially expanding X2D from a
tiny spatial network to X3D, a spatiotemporal network, by performing the follow-
ing operations on temporal, spatial, width and depth dimensions [10]. The original
description of the X3D architecture are describe by the authors [10].

2.2 Transfer Learning

Transfer learning is a machine learning technique studied for a long time to
solve the different problems of visual categorization. However, in recent years,
due to the increase in images, audios and videos on the Internet, they have
forced an increase in computational accuracy and efficiency. When traditional
machine learning techniques reach their limits, transfer learning is an alternative
for visual categorization and can use two approaches. The first approach pre-
serving the original pre-trained network and updating weights based on the new
training dataset. The second approach used the pre-trained network for resource
extraction and representation, followed by a generic classifier [23]. Our proposed
technique for violence recognition falls under the first category.

3 Our Framework Overview

Inductive transfer learning is a common approach in deep learning, for example,
computer vision models sometimes are fine-tuned from other models trained
on ImageNet [24] and natural language processing models are fine-tuned from
language models [8]. Based on these examples, in this work, we propose a fine-
tuning generic activity recognition model to detect violence in a video.

An overview of our framework is present in Fig. 1. Initially, it is necessary
to obtain a trained model using a general activity recognition dataset, such as
Kinetics 400 [15]. Next, we have used fine-tuning this model using a specific
violence dataset. We have used a X3D model trained with Kinetics 400 dataset,
then we fine-tuned it using both violence dataset RLVS [25] and RWF-2000 [6].

Our hypothesis to use a transfer learning approach to learn a model to recog-
nise violence in video is that a generic activity recognition model can extract
some generic features necessary to discriminate if a video has violence or not.
Besides, since the pre-trained model already has learned to extract some features
to classify videos, it can use less information (frames) from the input videos in
the classification and training time.
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Fig. 1. Our Framework using Transfer Learning Approach.

4 Experiments and Results

This section describe the pre-trained models used to violence video recognition.
In addition, we also present the training details and the datasets used in the
experiments.

4.1 Models and Training Details

X3D is a family of deep neural networks architectures for efficient video recog-
nition. In [10], they present the X3D versions XS, S, M, L, XL, XXL with 3.6,
3.6, 3.6, 6.08, 11.0, 20.3 millions of parameters, respectively. Although the X3D
family present efficient and accurate versions such as M, L, XL and XXL, we
have used the pre-trained versions XS and S in our experiments because of its
trade-off between the number of parameters, accuracy and number of necessary
frames to be processed.

To training both X3D XS and X3D S, we have used stochastic gradient
descent [26] with an initial learning rate of 0.01 and a momentum of 0.9. Besides,
we set the batch size to 32 input videos.

The model was trained using the cross entropy loss function with the Stochas-
tic Gradient Descent optimizer. We have used the Cosine Annealing [16] learning
rate scheduler with an initial learning rate of 0.01. It is important to highlight
that every layer with dropout uses a probability of 0.5. Table 1 add more details
from the architecture experiments.

4.2 Datasets

The literature presents some datasets for violence recognition in videos, such as
The Hockey dataset [2], movie dataset [21], and violent-flow dataset [17]. How-
ever, they have some disadvantages in the same background and a low number
of videos. Thus, we have chosen to use the Real-Life Videos Situation (RLVS)
[25] and Real-World Fighting (RWF-2000) [6] datasets because of their variety
of videos.
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Table 1. Details of experiments.

Name Description

Loss function: Cross entropy

Optimizer: Stochastic Gradient Descent (SGD)

Dropout rate: 0.5

Learning rate: 0.01

lr scheduler: Cosine annealing

Real-Life Videos Situation. This dataset consists of 2000 videos divide in two
classes: (1) 1000 videos for violence and (2) 1000 videos for non-violence. The
violence videos present violence in a huge number of scenarios, such as schools,
prison, and street. While the non-violence videos has human activities such as
persons playing football, basketball, eating, and swimming.

Real-World Fighting. RWF dataset is composed of 2000 videos collected from
the YouTube platform, where 1000 are violent videos and 1000 non-violence
videos. All the videos were captured from surveillance cameras in real-world
scenes, thus presenting only real situations. Besides, the violent situations in
this dataset are not limited, it includes a lot of subjectively violent activities
such as fighting, robbery, explosion, shooting, and assault.

Table 2 a comparison between the RWF-2000 and RLVS datasets in terms
of characteristics. This two dataset are very similar, but RWF-2000 do not have
any audio. For this work, this point is no significant.

Table 2. Comparison of the two datasets.

Dataset RWF-2000 RLVS

Classes Violence and non-violence Violence and non-violence

Avg. size 5 s 5 s

Train 800 videos for each class 800 videos for each class

Validation 200 videos for each class 200 videos for each class

Audio No audio Some with audio

4.3 Results and Discussion

This section present all the results achieved in this work and discuss about it. The
next two subsections present and discuss the results obtained with RWF-2000
and RLVS datasets, respectively.

RWF-2000. The Table 3 present the results obtained with RWF-2000 dataset.
All The results from methods I3D, and P3D were obtained from [6].
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Table 3. Results of the proposed approach in this work and others in the literature.

Method Signal Accuracy (%)

I3D RGB 85.75

P3D RGB 84.50

I3D OPT 75.50

I3D OPT + RGB 81.50

P3D OPT + RGB 87.25

X3D XS (ours) RGB 81.75

X3D S (ours) RGB 84.75

From the results, we can see that the I3D present the state-of-the-art results
when considering only the RGB signal and the P3D present the general state-of-
the-art result. Although our approach does not present state of the art results,
it present a competitive result using only few information from the input video
because I3D and P3D use 64 frames from the input and our approach uses 4 and
13 frames in X3D XS and X3D S, respectively. Thus, reinforcing our argument
that the pre-trained model with general activity recognition dataset learns to
extract useful features to build an efficient violence recognition model.

Fig. 2. Curve of the training loss. Using the dataset RWF-2000
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Figure 2 present the X3D S and X3D XS loss training curve during the first
30 epochs. We can observe that both curves have almost the same beginning.
However, the X3D XS model has stabilized while the X3D S continue decreasing.

RLVS. Table 4 presents the results obtained in the RLVS test set. X3D S and
X3D XS achieve better results than M(RLVS), thus our proposed approach has
achieved state of the art results on this dataset even using only 4 or 13 input
frames.

Table 4. Results of the proposed approach in this work and others in the literature.

Method Accuracy (%)

M(RLVS) [25] 94.5

X3D XS (ours) 97.5

X3D S (ours) 98.0

Fig. 3. Curve of the training loss. Using the dataset RLVS.

The Fig. 3 exhibits the X3D S and X3D XS model’s training loss curve using
the RLVS dataset. In the RLVS case, the difference between both curves is
huge when compared to the RWF-2000 (Fig. 2) because both models have very
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different starts since X3D S achieve a loss of the almost 0.7 in the first epoch
while the X3D XS achieve practically 0.25. Although the X3D S has presented a
more significant loss than the X3D XS, which shows the best test result. Thus,
indicating that the X3D XS model has been overfitting with the training data.

Furthermore, to the experiments with RLVS and RWF-2000 datasets, we
joined them and built a new dataset RLVS+RWF-2000 to test our approach.
The accuracy achieved with RLVS+RWF-2000 test set using the X3D XS model
was 88.13.

5 Conclusion and Future Work

The plan was to use transfer learning to train a model to recognise violence in
the video. The global idea was that a generic activity recognition model could
extract some generic features necessary to discriminate if a video has or not
violence. Furthermore, since the pre-trained model previously has learned to
obtain some features to classify videos, it can use fewer frames from the input
videos in the classification and training.

It used a X3D model to get a trained model using a general activity recog-
nition dataset, so, it used the Kinetics 400. After that, it refinement this model
using both violence dataset RLVS and RWF-2000. It has used stochastic gradi-
ent descent [26] with an initial learning rate of 0.01 and a momentum of 0.9 to
training both X3D XS and X3D S. Also, it set the batch size to 32 input videos.
The results obtained show that it can achieve a state of the art violence recogni-
tion model even using only 4 or 13 input frames from video. So, it obtained the
general state-of-the-art results for the I3D when considering only the RGB signal
and the P3D. Furthermore, it presents a competitive approach using only 4 and
13 frames from the input video in X3D XS and X3D S, respectively. Contrary
to I3D and P3D, that use 64 frames. Thus, strengthening our argument that
the pre-trained model with general activity recognition dataset learns to extract
helpful features to create an efficient violence recognition model.

One of the questions we can do is why transfer learning works for RLVS but
not for the RWF-2000 dataset? An answer is that the RWF-200 dataset has
the same background and the same people for violence and not violent scenes.
Another explanation is the quality of the dataset of RWF-2000 is worse than
RLVS.

It intends to do more experiments with this model as future work, transferring
the knowledge of a model trained with specific activities rather than with general
ones. This is important because some specific activities can contribute most to
violence recognition than others. Also, it’s possible in future work to train the
model with Kinetic-600 to have more activities and verify if some actions caused
violence.
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Abstract. Compare different network configurations in the early stages
of an object detection project can be an interesting approach to identify
the one that can provide the best performance and, thus, optimize the
investment of time and research efforts for the next steps. In this work we
will explore the issue through the study of object recognition applied to a
category of items, specifically fruits, where the proposed strategy will be
to select a public image dataset of these items and to train some different
structures of deep learning networks. We built different combinations of
structures composed of pre-trained base networks, in which the upper
layers were replaced by new structures, with an increasing degree of
complexity. Then will evaluate the results of these pre-trained networks
with 25 images of individual fruits obtained on the internet. After we
compare the performance between the different structures of networks, it
is intended to demonstrate if there is a relationship between the training
performance of specific models with the complexity of its upper layers
when we apply them to a practical evaluation.

Keywords: Object recognition · Deep learning · Transfer learning

1 Introduction

Object recognition is a widely accepted challenge and has different lines of
research with even more diverse results [1]. Different approaches are used to
build specialized softwares capable of recognizing objects of different shapes, col-
ors, textures and applications [2]. Such approaches can be distinguished mainly
according to the context in which they are applied and according to the compu-
tational strategies they use to obtain their results. With this scenario, evaluating
whether a given object recognition project is more or less effective than any of
the others cannot be limited to just the metrics obtained (accuracy or loss), and
it must also be effective within the context in which they are proposed. The dis-
regard of practical results in the context for which a given project was developed
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makes it difficult to fully take advantage of scientific advances beyond the limits
of the study environment.

This paper will explore the issue by studying object recognition applied to
a category of items, specifically fruits, where the proposed strategy will be to
select a public image dataset of these items and train some different structures
of deep learning networks.

Accordingly, the remainder of the paper is organized as follows. Section 2
presents a preliminary state of art. Section 3 exhibits the methodology and meth-
ods, with the applied strategy, the fruit-360 dataset, and the neural network
structures. Section 4 discusses research directions and open problems that we
gathered and distilled from our analysis. Finally, Sect. 5 concludes this paper.

2 State of Art

2.1 Object Detection with Deep Learning

Making a computer capable of simulating the behavior of human vision when
receiving optical information from the world, converting it, processing it, and
obtaining in fractions of a second all its meaning is a great challenge [3]. This
challenge gave rise to the research area of Computer Vision that aims, mainly
through the use of Deep Learning algorithms, be able to identify, for example,
a simple bee on a flower with the same agility and reliability that the human
visual system can perform [4].

To perform detection and recognition tasks that can minimally approximate
the human visual system, numerous techniques and strategies have been devel-
oped, many of them are intrinsically linked and adapted to the context of the
problem that is proposed to be solved. The strategies for carrying out the recog-
nition of human actions, for example, are different from those applied in detect-
ing the presence of objects in images, and these are also slightly different from
those necessary to make individual recognition of objects in a scene. In addition,
the latter can also rely on the identification and differentiation of the instances
present in the image.

For object detection and recognition tasks and also for action recognition
tasks, there are many deep network structures in use, some of which were made as
an evolution of an earlier type that allowed developers to improve them precisely
where they were most weak or more inaccurate. As an example, in the analysis
carried out on [5] the authors divided the object detection frameworks into two
main types. One follows the traditional object detection pipeline, generating
region proposals at first and then classifying each proposal into different object
categories. The other regards object detection as a regression or classification
problem, adopting a unified framework to achieve results directly.

Unfortunately, due to the challenging issues, such as high environment com-
plexity, occlusions, viewpoint changes and high intra-class action variations, the
level of accuracy that we can achieve today, although in strong improvement, is
still remains a long way to reach what a mature human perception system could
do [6,7].
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2.2 Transfer Learning

Although humans have the ability to learn thousands of object’s categories in
their lives with just a few samples, it is believed that this ability has been
achieved by accumulating knowledge over time since birth, which is used to
create similar associations that allow us to learn quickly about new objects [8].
So, some models trained on a specific dataset or task can be fine-tuned for a
new task even in a different domain, this is a definition of a concept known
as transfer learning or domain adaptation. It was very useful when traditional
machine learning techniques have reached their limits. The transfer learning
concept allows researches to expand their horizon in image recognition. Usually,
transfer learning mainly employs two approaches:

– starts from a pre-trained network and updating the weights based on the new
training dataset;

– keep the weights from a pre-trained network for feature extraction followed
by a classifier algorithm that makes the classifications for the new dataset.

Hence, transfer learning is very useful when the dataset is not sufficient for
training the deep learning model from scratch [9].

In practice, the use of the transfer learning technique is an important device
used by developers and can even be considered a fundamental strategy to allow
the functioning of certain applications, either due to computational capacity
restrictions or the need for faster responses. As complex neuronal networks can
easily reach tens of millions of parameters, the task of training such networks
can take several hours or even several days.

So, it is common to take advantage of network structures with their parame-
ters already defined by previous training to serve as a starting point. For example,
in the identification of relevant features that are then taken to some other ML
algorithm or even another neural network, faster, capable of extracting some
knowledge and make associations with the features received from the already
trained block. Furthermore, transfer learning works as a shortcut to saving time
or getting better performance. It also allows to obtain equally good results using
smaller datasets. Lisa Torrey and Jude Shavlik in their work [10], describe three
possible benefits to look for when using transfer learning:

Higher start: the initial skill (before refining the model) on the source model
is higher than it otherwise would be.

Higher slope: the rate of improvement of skill during training of the source
model is steeper than it otherwise would be.

Higher asymptote: the converged skill of the trained model is better than it
otherwise would be.

2.3 TensorFlow and Keras

The widely used python-compatible library, Tensorflow, was chosen to support
the development of this work. It is open sourced and ideal for numerical comput-
ing what enables the development of large-scale machine and deep learning codes.
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It was developed by the Google Brain Team at Google’s Machine Intelligence
research organization [11] and aim to support researches on machine learning
and deep learning projects. By fulfilling the objective of being flexible, efficient,
extensible and portable, Tensorflow can be run by devices of different types such
as personal computers, smartphones and even large clusters of servers. It also
supports the transfer learning process which makes it an important tool in envi-
ronments with high competition for computational resources, as it eliminates
the need to run the entire model in each execution.

We will also make use of Keras [12], an important high-level API, which facil-
itates the implementation of neural networks. This API will be fundamental for
the execution of this work because it will allow to obtain all the neural networks
needed with their respective pre-trained weights for the ImageNet images [13].

3 Methodology and Methods

3.1 Applied Strategy

In this work, we will explore the impact that changes in the upper layers of deep
learning networks can have on these networks’ ability to recognize objects. We
will use a public image dataset composed of one category of items, fruits more
specifically, where the proposed strategy will be to train some deep learning
network structures differentiated mainly by the complexity of their upper layers.

We use pre-trained networks whose their upper layers were replaced by new
sets of layers, the weights of the original layers of these networks were frozen so
that only the new layers went through the learning process. The objective of this
method was to understand how much and how the variation in the complexity
of these new layers affects the final result of the object recognition structures
used.

3.2 Fruits-360 Dataset

The public dataset selected for this work was the fruits-360 [14,15], a dataset
composed of 90,380 images divided into two subsets in a proportion of 75% for
training and 25% for testing. Each of these subsets, in turn, originally has a
total of 131 different classes of fruits and other vegetables. The construction
of this dataset is peculiar because in order to compose the images of a certain
class, only a single specimen belonging to it was used. However, this element was
arranged in a rotating mechanism that allowed the capture of images of it under
different angles and inclinations. The name of the dataset derives directly from
this method used for capturing, since we have a complete 360-degree view of each
element. Regarding the images, their background was replaced by a standard in
white, all of them have the same resolution of 100 × 100 pixels and three-color
channels. Yet, this resolution will be slightly reduced in order to be compatible
with the entry of pre-trained models loaded from the Keras API.

To train the models, 36 of the original classes of the fruits-360 dataset were
selected. The reasons for making this selection are because it contains classes of



80 L. Sartori et al.

vegetables that do not fall into the fruit category and, in addition, to optimizing
training in terms of time and computational resources. The criteria used to rule
out the use of a class were, in addition to the removal of those not belonging
to fruits, also the removal of some classes of very similar varieties of the same
fruit, and even classes belonging to unusual fruits and not easily found in food
retail. Thus, we got the 36 classes that will be used for training the models.
Figure 1 shows some samples of the elements in these used classes and Fig. 2
other examples, but these from the removed classes.

Fig. 1. Sample images from fruits classes used for training.

Fig. 2. Sample images from fruits and other vegetables classes not used.

Although the overall percentage of the test subset is 25%, it varies slightly
between classes. Considering only for the 36 classes selected for the study, the
percentage of test images varies from 24.8% to 25.4%. Further details on it, with
information on how the images were captured, processed and a complete list
of all the classes and the number of images in each set (train and test) can be
found in [14], which is the article prepared by the creators of fruits-360 and that
introduce the dataset (Table 1).

Finally, to validate the trained models, a set of images of fruit collected on
the internet was used. These images were selected using the Google Images tool
and with the sole criterion of having isolated fruits or, if gathered, being of the
same species. Then, we built a validation dataset with 25 of these fruit images,
belonging to one of the classes used in the training (samples in Fig. 3).
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Fig. 3. Sample images from the validation dataset.

Table 1. Dataset’s statistics for the 36 selcted classes.

Class name # Training # Test # Total % Test set % Total

Apple Braeburn 492 164 656 25,0% 2,7%

Apple Granny Smith 492 164 656 25,0% 2,7%

Apple Red Delicious 490 166 656 25,3% 2,7%

Apricot 492 164 656 25,0% 2,7%

Avocado 427 143 570 25,1% 2,4%

Banana 490 166 656 25,3% 2,7%

Blueberry 462 154 616 25,0% 2,5%

Cantaloupe 492 164 656 25,0% 2,7%

Carambula 490 166 656 25,3% 2,7%

Cherry 738 246 984 25,0% 4,1%

Chestnut 450 153 603 25,4% 2,5%

Clementine 490 166 656 25,3% 2,7%

Cocos 490 166 656 25,3% 2,7%

Corn 450 150 600 25,0% 2,5%

Fig 702 234 936 25,0% 3,9%

Grape White 490 166 656 25,3% 2,7%

Guava 490 166 656 25,3% 2,7%

Kiwi 466 156 622 25,1% 2,6%

Lemon 492 164 656 25,0% 2,7%

Lychee 490 166 656 25,3% 2,7%

Mandarine 490 166 656 25,3% 2,7%

Mango 490 166 656 25,3% 2,7%

Maracuja 490 166 656 25,3% 2,7%

Melon Piel de Sapo 738 246 984 25,0% 4,1%

Mulberry 492 164 656 25,0% 2,7%

Orange 479 160 639 25,0% 2,6%

Peach 492 164 656 25,0% 2,7%

Peach Flat 492 164 656 25,0% 2,7%

Pear Williams 490 166 656 25,3% 2,7%

Physalis 492 164 656 25,0% 2,7%

Pineapple 490 166 656 25,3% 2,7%

Pitahaya 490 166 656 25,3% 2,7%

Pomegranate 492 164 656 25,0% 2,7%

Raspberry 490 166 656 25,3% 2,7%

Strawberry 492 164 656 25,0% 2,7%

Watermelon 475 157 632 24,8% 2,6%

Total 18 149 6 093 24 242 25,0% 100,0%
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3.3 Neural Network Structures

In order to obtain a good variety of results and to be able to minimally carry out
the planned comparisons, 25 different structures of neural networks were used.
To compose these structures, we used 5 different models, 4 of them available
in the keras application package [12], conveniently pre-trained with the images
from the public dataset ImageNet [13,16], and 5 different types of upper lay-
ers configuration for each one. The construction of these structures follows the
diagram in Fig. 4.

Fig. 4. Construction strategies for the neural network structures.

Additionally, we also use an own model, formed by 4 simple convolutional
blocks, each one composed by a depth 32 convolutional layer with a kernel 3× 3
followed by a MaxPooling2D layer with a 2 × 2 size. This model has added at
its top the same 5 different top structures, thus completing the 25 structures
proposed to be evaluated. The goal of using this very simplified model is to
get a reference on how a structure with almost no layer-level complexity would
behave during training, compared to the complex and well-established models
in the literature.

Due to size limitations, we illustrate in Fig. 5, as a example, only the Own
Model structure, with its four convolutional blocks. The structure and composi-
tion of the other base models (without ours upper layers) can be found in detail
in the reference articles [8,17,18]. For the upper layers added, the Fig. 6 seems
to be enough to explain it’s structures and purpose.

The new top layer structures used, have different characteristics from each
other and an increasing complexity, as can be seen in Fig. 6 which shows how
these structures were planned and constructed. As described in the strategy
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section, the goal in having different types of upper layers is to observe how
much of the performance obtained by each base model varies with each upper
layer configuration and, if such variation is able to make a given base model
more effective than the others. Essentially, the pre-trained models were loaded
without their upper layers and had their weights frozen. The new upper layers
added to each of these models, contribute to obtain a better customization in
the results for the dataset in use. This procedure will allow us to take advantage
of the original ability of these networks to extract features from images, while
we will also be able to refine the object recognition by training the top layers
with such features.

Fig. 5. Structure of the own model.

Fig. 6. Structures of the new upper layers added to each base model.

The environment used to run the training and validations codes was made
available by the Google Collaboratory platform, where we have the necessary
computational resources, namely GPU and RAM, in order to be able to carry
out the work in a relatively shorter time.
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4 Results and Discussion

To obtain a better comparison between the performance of the various combi-
nations of network and upper layers, the hyper-parameters were kept the same,
whenever possible. Although this decision may compromise the achievement of
better results in some specific combination, we believe that within the scope of
this document, it is a reasonable alternative to be able to make the most egalitar-
ian comparison between the structures. So, they were implemented and trained
following this basic parameterization: input size = (96 × 96 × 3), batch size =
32 and learning rate = 1 × 10−5.

The loss function used was the categorical-crossentropy, suitable to provide
the correct output of our structures, which are configured with Dense layers
with 36 neurons using a Softmax output function. For optimization we adopt
the ADAM function for all structures. For most structures, the training needed
50 epochs to reach convergence, for some of them. Nevertheless, it was not enough
to obtain a good convergence in training metrics, which made it necessary to
increase the number of epochs, as indicated in Table 2.

Table 2. Training epochs for each structure.

Model Upper layers

Type A Type B Type C Type D Type E

MobileNetV2 50 50 50 50 100

VGG19 50 50 50 50 100

NasNetMobile 50 50 50 50 100

NasNetLarge 50 50 50 50 150

OwnModel 150 150 500 500 500

According to Table 2, it can be seen that structures with upper layers of
Type E, which has more dropout layers, in general needed more training epochs
to be able to converge their metrics then the others types. The same occurred
with those structures composed by the Own Model. Still, in this case we believe
that the need for more training epochs is due to the fact that this model is not
complex enough to extract the features efficiently.

The results obtained after training each of the 25 structures are shown in
Table 3. In total, 18 of the 25 structures obtained results above 99% of accuracy
in training, while only 9 passed the same level in the test results. Although these
results, we can consider that the networks have been properly trained and are
ready to recognize the fruits, regardless of where they are in the image, since the
images used for learning provide a 360◦ view of the elements.

In the next step, however, when we applied the models properly trained in
fruit recognition to predict the fruit present in each one of the 25 images of the
validation dataset, we did not achieve such good results. Although each of the
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images in the validation dataset has only one type of fruit, the performance of
the models in identifying the correct fruit proved to be very deficient, reaching
the maximum percentage of correctness of 64%, but with averages below 42%
when comparing the results obtained by differentiating only the upper layer used
and, got average indices below 54% if we only differentiate the base model (as
can also be viewed in Table 3).

An additional comparison performed was through the use of the models with
their original structure and weights, without any modification, to identify the
images in the validation dataset. The results for this comparison is registered in
the last column of Table 3.

Table 3. Training and validation results.

Model Upper layer Accuracy Loss Val

Accuracy

Val Loss Final

validation

results

Average

validation

results

Original

models’

results

MobileNetV2 Type A 100% 3,3E−07 99,36% 2,2E−02 44% 53,6% 44,0%

MobileNetV2 Type B 100% 6,9E−07 99,39% 2,1E−02 64%

MobileNetV2 Type C 100% 2,1E−07 99,57% 1,2E−02 48%

MobileNetV2 Type D 99,74% 1,3E−02 99,23% 2,1E−02 52%

MobileNetV2 Type E 98,72% 4,4E−02 98,87% 4,8E−02 60%

VGG19 Type A 100% 3,3E−07 99,26% 2,5E−02 48% 48,8% 52,0%

VGG19 Type B 100% 2,2E−06 99,36% 1,6E−02 44%

VGG19 Type C 100% 2,1E−05 99,16% 4,6E−02 36%

VGG19 Type D 99,78% 1,0E−02 99,28% 2,2E−02 60%

VGG19 Type E 99,01% 3,1E−02 99,13% 3,1E−02 56%

NasNetMobile Type A 100% 3,0E−05 97,01% 1,3E−01 40% 36,8% 52,0%

NasNetMobile Type B 100% 2,2E−05 97,20% 1,2E−01 40%

NasNetMobile Type C 100% 1,0E−04 96,74% 1,2E−01 28%

NasNetMobile Type D 97,55% 7,4E−02 95,56% 1,6E−01 40%

NasNetMobile Type E 97,75% 7,6E−02 96,41% 1,8E−01 36%

NasNetLarge Type A 100% 3,8E−03 96,46% 1,4E−01 28% 36,0% 56,0%

NasNetLarge Type B 100% 1,0E−05 97,55% 1,1E−01 36%

NasNetLarge Type C 99,92% 3,5E−03 96,99% 1,4E−01 36%

NasNetLarge Type D 97,49% 7,7E−02 95,92% 1,6E−01 40%

NasNetLarge Type E 98,06% 6,9E−02 96,51% 1,7E−01 40%

OwnModel Type A 99,96% 4,6E−03 95,16% 3,8E−01 4% 8,8% N/A

OwnModel Type B 99,69% 2,5E−02 93,55% 3,6E−01 4%

OwnModel Type C 99,54% 2,3E−02 93,14% 4,2E−01 16%

OwnModel Type D 93,07% 2,1E−01 95,82% 1,5E−01 4%

OwnModel Type E 98,60% 4,2E−02 96,97% 1,6E−01 16%

5 Conclusions and Future Work

While, in general, the objective is usually to obtain the best absolute results,
in this work the focus was to compare the effects of different upper layers on
the results of structures, not only between them, but also in comparing their
performance with those obtained by the base models in its original structures
and already properly trained.
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In this way, it was possible to identify that the variation of the upper layers
can affect the result of a given base model. Yet, different from what was expected,
a proportional or direct relationship was not clearly observed between the com-
plexity of the added upper layers and the increasing of correct predictions in
those models. This suggests that this approach, although not guaranteeing bet-
ter performance in isolation, can serve as a starting point for selecting a better
model, with subsequent adjustment of other characteristics and parameters.

Thus, the low performance for the predictions in the validation set and the
great difference between these results and the training results, suggest the occur-
rence of overfitting. Part of this occurrence may be due to the bias that transfer
learning techniques can eventually add to the learning of a model and that,
when not properly considered, can have a detrimental effect, making it difficult
to obtain good results and making conclusions difficult. Note the occurrence of
this overfitting may be due to the maintenance of hyperparmetrization of the
structures in all training sessions, which may have impaired the ability of the
models to generalize their learning. A different hyperparametrization for differ-
ent networks, acting mainly in the optimization function, can be essential to
obtain better results in a future work, where the main motivation is to reach
better absolute values and not just the comparison between the performance of
different structures.

As a proposal for this work continuation, we suggest to implement modifi-
cations, mainly in the structures formed by the base models MobileNetV2 and
VGG19, mainly in hyperparametrization, in order to improve the generaliza-
tion and check if this will really reflect in a better performance for new images
predictions. Another proposal would be use some other image dataset, with a
greater diversity of elements in the same class, in order to include the natural
variations of the appearance of the same specie of fruit in the models’ learning.
Furthermore, and as described in [19], there are some examples of how to solve
problems on transferring learning with negative learning and overfitting, which
we will implement in future work.
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Briones, A., Rodŕıguez González, S. (eds.) DCAI 2020. AISC, vol. 1237, pp. 211–
220. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-53036-5 23

8. Zoph, B., Vasudevan, V., Shlens, J., Le, Q.V.: Learning transferable architectures
for scalable image recognition. In: Proceedings of the IEEE Conference on Com-
puter Vision and Pattern Recognition, pp. 8697–8710 (2018)

9. Sargano, A.B., Wang, X., Angelov, P., Habib, Z.: Human action recognition using
transfer learning with deep representations. In: 2017 International Joint Conference
on Neural Networks (IJCNN), pp. 463–469. IEEE, May 2017

10. Torrey, L., Shavlik, J.: Transfer learning. In: Handbook of Research on Machine
Learning Applications and Trends: Algorithms, Methods, and Techniques, pp. 242–
264. IGI Global (2010)

11. Abadi, M., et al.: TensorFlow: large-scale machine learning on heterogeneous dis-
tributed systems. arXiv preprint arXiv:1603.04467 (2016)

12. Keras API (n.d). https://keras.io/api/applications/
13. ImageNet (n.d.). https://image-net.org/
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groups, as well as to influence human behaviour and decision-making. Decision sup-
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that decision, whereas recommender systems are expected to facilitate the choice
process to maximize the user satisfaction. In decision support and recommendation for
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participants. In addition, decision support and recommendation systems must have
strategies for configuring preferences and acquiring user profiles in a nonintrusive
(implicit) and time-consuming manner.

On the other hand, the acceptance and effectiveness of the hints and recommen-
dations provided by the system depends on several factors. First, they must be
appropriate for the objectives and profile of the user, but also, they must be under-
standable and supported by evidence (the user must understand why the recommen-
dation is provided and why it is good for him/her). Thus, it is necessary to provide
these systems with a mechanism that supports suggestions by means of artificial
intelligence. In this way, computational argumentation is a technique that builds upon
the natural way humans provide reasons (i.e., arguments) for which a recommendation
is suggested and should be accepted. Therefore, a system that uses these technologies
must be persuasive to obtain the desired results by influencing human behaviour.

In this workshop, we explored the links between decision-support, recommenda-
tion, and persuasion to discuss strategies to facilitate the decision/choice process by
individuals and groups. This workshop aims to be a discussion forum on the latest
trends and ongoing challenges in the application of artificial intelligence technologies
in this area.
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Abstract. Reusing software is a promising way to reduce software devel-
opment costs. Nowadays, applications compose available web services to
build new software products. In this context, service composition faces
the challenge of proper service selection. This paper presents a model
for classifying web services. The service dataset has been collected from
the well-known public service registry called ProgrammableWeb. The
results were obtained by breaking service classification into a two-step
process. First, Natural Language Processing(NLP) pre-processed web
service data have been clustered by the Agglomerative hierarchical clus-
tering algorithm. Second, several supervised learning algorithms have
been applied to determine service categories. The findings show that
the hybrid approach using the combination of hierarchical clustering
and SVM provides acceptable results in comparison with other unsu-
pervised/supervised combinations.

Keywords: Service classification · API classification · Machine
learning · Restful API · NLP · Hierarchical clustering

1 Introduction

Service classification tries to categorize existing service data into a given number
of classes. The objective of the service classification problem is to identify the class
of a new service. Many researchers have investigated service classification topics
in recent decades. This leads to the emergence of various topics in this area.
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In general, classification and annotation of services are the main aspects of
service discovery, composition, and management. Some of the works have com-
bined semantic annotations and AI approaches; however, there are two main
problems with semantic based approaches:1) Many approaches assume that a
set of annotation services is already available. Nevertheless, this assumption can
be more challenging in real-world problems. Therefore, it needs much time and
a high cost for annotating services. 2)Computational complexity of these tech-
niques is highly dependent on the number of entities (classes, properties, etc.),
so it can have the problem of high latency in huge data. Given the mentioned
reasons, approaches that use information extraction have been used in this work.
Moreover, a series of Artificial intelligence has been conducted on real-world ser-
vices crawled from a publicly accessible registry. Obtained results show that the
hybrid supervised/unsupervised approach improves the classification accuracy of
only used supervised classifiers. Moreover, this combination demonstrates effi-
cient performance, which can be using while developing real-time applications.

The structure of the paper is as follows: Sect. 2 reviews the related works.
Section 3 presents the proposed approach. Section 4 conducts the available public
datasets process of providing the applied dataset in the current study. Section 5
explores the results, and finally, Sect. 6 concludes the study.

2 Related Works

In order to offer services with the same functionality, it is required to extract
them from available public service registries. In this regard, a multitude of solu-
tions, such as AI-based [1–4] or semantic-based approaches [5,6], has been pro-
posed by several researchers. The main idea of the semantic web is to represent
the knowledge as an ontology base language and then find services using search
query [7]. However, in some studies, they have been used semantic approaches
for automatic service classification as well [8].

Although the semantic-based approach is better than keyword base searches
(UUID) [9], there are some problems in semantic web approaches. A variety of
ontology technologies can lead to extra steps such as mapping techniques. The
reason for using mappings is that most semantic-based methods use different
frameworks of the semantic Web. Moreover, full-automatic annotation can be
challenging for the new generation of web services. The new web services almost
include less machine-readable structure, which accurate service annotation still
needs human supervision.

In general, there are two common implementations of web service design.
One is SOAP protocol (Simple Object Access Protocol), and the other is REST
(Representational State Transfer). In soap services, SOAP and Web Services
Description Language (WSDL) define service descriptions and communication
formats between available services. However, REST services contain a set of gen-
eral web service design which is based on HTTP methods. Over the past decade,
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most research in service classification has emphasized the use of WSDL features
which can include: service name, service documentation, WSDL contents, WSDL
schema, WSDL messages, WSDL port types [2,10–12].

Crasso et al. [10] introduced the AWSC model, which has combined text min-
ing and machine learning techniques. A notable point in their work is that they
have considered WSDL to include the natural language text and also structured
data (Codes). The structured text follows coding conventions such as naming
methods, variables, etc. To this end, they have provided some simple rules such
as splitting combined developer function naming. For example, service func-
tion names such as “sendEmail” will split based on Java function naming, or
“send email” will split when either underlines. Their founding demonstrated
that Rocchio algorithms provide better accuracy in comparison to Näıve Bayes.

Some studies utilized ensemble learning. Yuan-jie et al. [2] has investigated
SVM and ensemble learning classifiers. Their result has shown that the ensem-
ble learning classification method provided the best accuracy. During applying
ensemble classifiers, there are several possibilities to achieve the highest diver-
sity: 1) Different training datasets 2) Different training parameters 3) Different
types of classifiers. However, ensemble learning classification has provided better
accuracy.

Das et al. [3] have used the QWS (Quality Web Services) dataset for ser-
vice classification [13], which includes service address and service non-functional
parameter. They have used data mining approaches to extract functional ser-
vice data from service URLs. They have tried random forest, eXtreme gradient
boosting, decision tree, and Support Vector Machine(SVM). Their result demon-
strated that eXtreme Gradient Boosting has more accurate results. However,
QWS includes most traditional web services, which are well-annotated. Also,
most of the services in this database are deprecated.

By using intelligent tag recommendations, developers have been able to pro-
vide more accurate annotation for their developed services. Shi et al. [4] has
introduced tag recommendation for web services that actively learn web ser-
vice tag recommendation. Their approach has improved multi-labeled service
classifications by using active learning.

In general, the AI-based approaches can include 1) Traditional ML algo-
rithms, among which SVM and Naive Bayes algorithms have shown efficient
results. 2)Artificial neural networks and fuzzy logic-based approaches 3) Hybrid
approaches. Most of the earlier approaches have used traditional ML algorithms.
However, the performance of traditional ML learning methods highly depends on
the quality of manual feature engineering. Therefore, some works have switched
to neural networks and deep learning approaches, which can work without fea-
ture engineering. To this end, Y.Yang et al. presented a deep neural network
to automatically abstract low-level representation of service description to high-
level features without feature engineering and then predict service classification
on 50 services categories [14]. However, deep leanings approaches need a mas-
sive data-set and can be challenging in real-world interactive service discovery
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systems. Therefore, the presented model tries to provide the model which can
support real-word domain problem.

3 Proposed Approach

The objective of the service classification process is the categorization of service
into a fixed number of predefined classes. The proposed approach includes the
following steps: 1) providing dataset, 2) NLP pre-processing, 3) clustering, 4)
text data Classification, 5) evaluating results. Moreover, several challenges have
been recognized in research, most of which are well-known and have popular
solutions in text classification (e.g., imbalanced data). Figure 1 demonstrates
the big picture of the proposed Model.

Fig. 1. Hybrid Supervised/Unsupervised Approach to Classify web services

3.1 Feature Extraction

Text feature engineering [15] is one of the common tasks in NLP, which includes
some methods for converting text data to numbers: 1) Bag of Words (BOW)
which represents documents as the bag of their words. This prepared bag of
words can provide methods for converting text to numbers. 2) Word Embed-
ding representing a document by providing impenetrable vectors per word in a
vocabulary document. A significant advantage of word embedding is mapping
a high-dimensional document to a low-dimensional one. However, the dimen-
sion of collected data in the current study is not too big. Therefore, BOW can
work well for small data. Additionally, to implement the BOW /TF-IDF (Term
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Frequency – Inverse Document Frequency) approach, the most popular python
libraries NLTK (Natural Language Toolkit) and Sklearn have used [16].

According to the relevant literature, several feature extractions can be used
in the service selection process (Fig. 2). The major features can be extracted
from WSDL and REST API descriptions.

WSDL is notably self-described and well-defined, which can help provide
more informative service classification features. However, REST Services need
extra effort to extract informative features. The reason is why REST supports
a greater variety of text data formats.

Fig. 2. Some well-known features for Web Services

Service classification is a part of service selection which includes the following
stages. At the first stage, Service classification categorizes services based on the
same functionality. Then, services with the same functionality will be ranked
based on non-functional features. These non-functional features generally include
numeric data (e.g., Rating service score, Response time), which can be simply
sorted by simple sorting algorithms or Neural network techniques.

3.2 Pre-processing

A service dataset is collected from ProgrammableWeb, which is a real-world
public services registry. However, data mining techniques are required to trans-
form collected raw data into informative features. Table 1 demonstrates the raw
dataset and provided dataset information.

The collected data is text (service name, description); therefore, first of all,
text pre-processing is required before clustering and classification. Text pre-
processing has well-known steps which use NLP techniques, including 1) tok-
enization, 2)lower casing, 3)stop words removal, 4) lemmatization.
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Table 1. Raw dataset VS Clustered dataset information

Data Records Categories Train/Test Preprocess steps

Raw dataset 6535 403 – –

Clustered Dataset 4645 24 80–20

– Select categories with
more than 30-rows data

– Cluster by hierarchical
clustering

There are two significant problems in service metadata. First, services
are implemented in different naming methods. Second, most developers use
acronyms for implemented class or service names. Accordingly, service names
usually do not have the same pattern; therefore, extracting data automatically
with a fixed pattern is not feasible.

Moreover, to decrease the categories, the following steps have been applied:

– Select categories with more than 30-row data:(403 categories are decreased
to 53 categories)

– Use a bag of words to provide numeric data for the clustering algorithm
– Remove most frequently used words
– Cluster data by hierarchical clustering in order to reduce labeled classes.

3.3 Classifiers

To train a classifier, extracted features in previous steps have been used. Many
different machine learning models can be used to train final models (Fig. 1).
The main problem is that machine learning algorithms are vulnerable when the
dataset is imbalanced. The collected data in this study are sharply skewed, and
a significant reason is that web services perform specific tasks that can include a
wide range of applications such as database, routing, security, financial services,
etc. Therefore, some common applications have more available services. This
leads to some service categories which dominate the others. In general, there
are some methods for dealing with imbalanced datasets, which are 1) Alter
the data 2) Alter the algorithm. In the former, data can be handled by over-
sampling minority classes, under-sampling majority classes, or generating data
by synthetic samples (SMOTE). This study has selected the second algorithm
(Table 2).

4 Dataset

The objective of existing service datasets is to serve service classification and
service selection. In the current study, the dataset has been provided, which
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Table 2. Available Public Datasets

Title Year Desc Ref

QWS Dataset ver 1.0 2007 This dataset contains nine Quality of
Service (QoS) per web service for 365 web
services. Moreover, there are two
additional attributes: (a) a rank of web
services based on our Web Service
Relevancy Function (WsRF) and (b) a
class that classifies web services based on
their overall performance

[13]

QWS Dataset ver 2.0 2008 The dataset includes a set of 2,507 web
services and their Quality of Web Service
(QWS). The features are Response Time,
Availability, Throughput, Success-ability,
Reliability, Compliance, Latency,
Documentation, Service Name, WSDL
Address

[13]

OWLS-TC v3.0 collection 2013 This dataset includes more than 1000
Web service profiles which distributed to
seven different domain which are:
(Economy, Education, Travel,
Communication, Medical, Weapon, and
Food)

[18]

programmableweb 2014 includes a set of 24,046 APIs which are
annotated by service name, description
and link

[17]

represents 6535 real-world web services. The dataset was collected from Pro-
grammableweb [17]. This public service registry includes thousands of services
from popular providers like Google APIs. Table 2 demonstrates the available
dataset.

One of the challenges in existing public datasets is the issue of obsolescence
of some services that unfortunately may be out of reach.

Most of the web service repositories have a category field to identify their
service functionality. To this end, this work has used the category field as a
dataset label. However, the main problem is those categories have too much
variety. For example, for 6535 services, it has 503 categories. There are two
common approaches to reduce the number of categories: 1)Map all categories
to pre-defined categories and join them manually 2)Use automatic approaches
to cluster categories and joining them together. The first solution’s problem is
that maybe two service category names are similar from a human view, but
the joined service description text is not similar. Therefore, it can be due to
misclassification. On the other hand, the service description text should not be
ignored when joining service categories. To solve this problem, this study has
selected a hybrid model by combining unsupervised and supervised learning.
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Fig. 3. Process of providing dataset

Therefore, clustering approaches are used for cluster service categories base on
their text. Figure 3 demonstrated the process of providing a dataset.

In order to cluster service data, two popular clustering algorithms have been
investigated: 1) K-Means clustering, 2) Agglomerative hierarchical clustering. K-
Means clustering attempt to partition the dataset into K pre-defined category
which subgroups does not have overlap. However, Agglomerative hierarchical
clustering does not need pre-defined K as input. Instead, it uses a recursive con-
cept, which can be applied bottom-up or top-down. Both the K-Means algorithm
and hierarchical agglomerative clustering have been implemented in this study.
Regarding the following reasons, hierarchical agglomerative clustering has been
selected:

– Hierarchical clustering does not require specifying the number of clusters.
– Clustering process will be used to cluster collected dataset; therefore, it will

occur one time, so, current work does not care about the time complexity of
O(n) HAC algorithm or K-Means O(n), also, the dataset is not large.
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Fig. 4. Word-cloud for Visualizing frequent words in some service categories

– The tree diagram plot (dendrogram) of Hierarchical clustering makes more
sense to understand categories that share the same characteristics.

Finger 4 demonstrates word cloud, which visualizes the words in some clus-
tered categories.

5 Results

The results demonstrate that random sampling and SMOTE techniques did
not work well in text data. To this end, the current study has selected Alter
the algorithm (Table 2). Results reveal that weighted SVM has shown better
performance in individual classifiers. This study compares not only different
classifiers but also different features engineering has been examined.

Different combinations of feature engineering approaches and the classifier
can provide different models. However, some combinations have produced better
results, such as BOW/SVM or word embedding/CNN (Table 3).
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Table 3. Results

Metric Multinomial

NB

SVM Random

Forest

Gradient

Boosting

CNN

Feature Engineering BOW /

TF-IDF

BOW /

TF-IDF

BOW /

TF-IDF

BOW /

TF-IDF

Word-

embedding

Accuracy (balanced) 75% 79% 72% 70% 61%

Training time <1s <1s <2s <4s <8s

6 Conclusions and Future Works

In the present study, service classification topic research has been conducted in
order to identify important topics, approaches, and existing challenges. In addi-
tion, the collecting data and implementation of the proposed AI model have been
investigated. In fact, service classification is a part of service selection that helps
decrease search space. In general, most approaches in service classification fall
into ontology-based and AI-based techniques. This study focuses exclusively on
AI-based approaches. Moreover, the current research has focused chiefly on ser-
vice meta-data classification. However, if service codes are also available, topics
such as code mining and source code classification need to be investigated. The
findings show that most services use REST designs, which are similar to current
web technologies. Therefore, in most current service repositories, service descrip-
tions are just in free text format. Consequently, automatic data collection can
mainly extract service descriptions, service names, service categories, or URLs at
their best. Furthermore, regarding the imbalanced service categories, the hybrid
approach has been utilized. Both algorithms, K-Mean and Agglomerative hier-
archical, were examined, of which Agglomerative hierarchical performed better.
Afterward, baseline elements of text classification have followed which Weighted
Support Vector Machines have shown promising results.
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Abstract. Decision-making processes and collaboration scenarios expect
users to trust the negotiation process and respective fulfilment of its out-
comes. Agents inherit the preferences of the entities that they represent
and can engage in negotiation processes to fulfil their goals, or the objec-
tives of a group. When faced with the challenges of multi-agent systems
and group decision-making processes and negotiation, the traditional solu-
tions to trust issues are supported by an inclusion of a third-party entity
that, consequently, raises new trust challenges. In this work, we propose
an alternative solution to this problem, based on a combination of Smart
Contracts and blockchain. The immutable and distributed characteris-
tics of these technologies provide a trustworthy support for the negotia-
tion process, including knowledge representation. Additionally, by focus-
ing on the terms used during the negotiation, we can improve Smart Con-
tracts through the automatization of their contractual terms, where their
parameters are derived from the output of the negotiation process between
agents. This mainly reinforces that negotiation can benefit from the inclu-
sion of Smart Contracts, and vice versa. The proposed model should be
independent of protocol, language, and decision processes, however special
attention should be addressed to communication, namely to the simplifi-
cation and generalization of locutions.

Keywords: Negotiation · Smart contracts · Collaboration ·
Multi-agent system

1 Introduction

Traditionally, collaboration is based on trust or a third party that ensures that
each participant can fulfil their goals. While trust is defined as a belief that
somebody/something is good, sincere, honest, and will not try to harm or trick
us, when the social aspect is removed, collaboration can be based on agreeable
contracts that bound two entities [28]. From a similar perspective, negotiation is
a process where two entities compromise to reach mutually beneficial agreements
and agree on a joint decision.
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Whether an agent simulates a machine or product in a manufacturing sce-
nario [30], a vehicle responsible for the transportation of goods and materials, or
a person with feelings, personality and mood [24], agents assume the beliefs and
preferences and seek the satisfaction through negotiation processes. The current
scientific interest in the adoption of autonomous negotiation agents still faces
some challenges, and Baarslag et al. [6] identifies three in specific:

1. Necessity for domain knowledge and difficulty of preferences elicitation;
2. Long-term perspective;
3. User trust.

In this work we are focused on providing a solution the user trust issue.
While authors reinforce the necessity to incorporate models that can inspire more
user trust, they intend to improve of the implications (by integrating Reasoning
About Uncertainty into negotiations [29]) rather than the outcome. In our vision,
we can address the trust issue by focusing on the outcome of a negotiation. To
achieve that, we propose the inclusion of a Smart Contract associated with a
blockchain technology, that acts as a knowledge representation, with intention
to advance the topic of decentralisation of the decision-making process, and as
an alternative to traditional approaches that rely on a third party to enforce the
trust of the negotiation terms fulfillment.

The main concern with solutions that rely on a third party, is that we still
need to trust on that new entity, which can become a recursive problem. While
the complexity increment introduced through the adoption of Smart Contracts
and blockchain technologies can be questioned, is our belief that Smart Con-
tracts can be beneficial for the negotiation process, and the reverse is also true.
Smart Contracts improve negotiation (and trust) by providing an immutable
and distributed registry that can be accessible and interacted by anyone, while
providing consensus about the outcome. From a similar perspective, negotiation
can improve Smart Contracts through the automatization of the contractual
terms by selecting the terms used during the negotiation process and respective
outcome.

The remainder of this work is structured as follows. In Sect. 2 we present a
background on the technologies and concepts included in this work, with special
reference to Smart Contracts and blockchain technology; Sect. 3 describes our
proposed solution, including a description of its main components, and further
elaboration on the relationship between negotiation outcomes and Smart Con-
tracts; This work concludes (Sect. 4) with a discussion of the proposed solution,
its strengths, limitations, and future work paths.

2 Background

You can choose a random event that is a part of your day, and you can find
that decision-making processes are a constant presence on our daily life routine.
From selecting what clothes to wear, what medicine to prescribe to a patient, to
what is going to be next product that is going to boost sales, we can understand
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the importance of this process [12]. Decisions are based on the will to fulfil
previous setted goals, that are mainly displayed because of their attachment
to an individual (or a group), becoming a process that can be divided in sub-
decisions and tasks [10,23]. When a decision is made, a certain result is going
to be produced, and this triggers a necessity for evaluation and understanding
regarding the achievement of the objective.

This evaluation process is by itself a challenge task to carry out, since it uses
the results (until a decision was made) in the decision-making process [12], to
assign a positive or a negative connotation to it [12]. The effectiveness of a deci-
sion is an uncertainty, since the process of making a decision can be influenced by
the variables used in the process itself. Thus, decision-making process is a very
difficult and complex task due to the necessity to consider every factor, each one
with a different importance to the final decision [10]. This can be established
by assuming a set o variables (e.g. category of decision), previous acquainted
knowledge, expectations of specific situations, and personal preferences [10,12].

When we have a decision that must carried out by multiple entities, we are
in a presence of a collaboration scenario where each participant work jointly to
achieve a common goal (e.g. the development of a product) and the distributed
returns are sufficient for all the collaborating parties [20]. This represents a
free flow of information between collaborating entities, which provides faster
decision-making and enhance the importance of collaboration, while creating
new negotiation scenarios.

An agent is described as an entity that senses the environment and acts on
it, performing a task continuously, with a strong autonomy, in a shifting envi-
ronment, while coexisting with other entities and processes. Multi-agent Sys-
tems (MAS) aim to provide both principles for construction of complex systems
involving multiple agents and mechanisms for coordination of independent agent
behaviour [26]. While an agent is any individual entity that is making decisions
independently, MAS are a network of agents that work together to solve a spe-
cific problem, which implies a certain level of cooperation among the agents
involved, that can be explicit by design, or adapted. They adopt the philosophy
that a group is better at solving a problem that a single individual, and are a
particular type of intelligent systems, where autonomous agents dwell in a world
with no control, or persistent knowledge. This infrastructure has been studied as
a solution to manage widely distributed systems, in several domains, and aim to
provide both principles for construction of complex systems involving multiple
agents. MAS, which consists of multiple autonomous agents with distinct goals,
are especially suitable for the development of complex and dynamic systems.
Agents communicate with each other and with the environment with a focus
on understanding the latter and reason upon intelligent models, coordinating
their efforts to achieve their goals and the one of the ecosystem where they are
inserted in, and negotiating their preferences [2,19].

Originated in 15th century from the French word ‘negotiation’, negotiation
early definition meant “business, trade and traffic” . This term has later given
a new meaning and became “to communicate in search of mutual agreement”,
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which resulted in a term shift from “doing business” to “bargain about business”.
Arguably the most acceptable definition is given as “the process by which a joint
decision is made by two or more parties. The parties first verbalize contradictory
demands and then move towards agreement by a process of concession making
or search for new alternative” [22]. It is a process divided in three phases: (1)
pre-negotiation phase; (2) negotiation phase; (3) post-negotiation phase. This
process is composed by a negotiation strategy model (e.g., genetic algorithm,
time dependent, adaptive, concession, etc.), a utility model (e.g., product func-
tion, linear, non-linear, etc.), an opponent model (e.g., stochastic approximation,
heuristics, regression analysis, etc.), an acceptance model, a negotiation protocol
(e.g., alternative offers, sequential-offer, argumentation, etc.), and an evaluation
metric (e.g., number of rounds, pareto-optimality, ANAC scores, etc.) [14].

2.1 Smart Contracts and Blockchain

Following the white paper “Bitcoin: A Peer-to-Peer Electronic Cash System” by
Nakamoto [18] blockchain has started its journey to become one of the most pop-
ular topics nowadays. The initial association with cryptocurrency accompanied
its success, while at the same time intrigued the curiosity of researchers to pur-
sue different scenarios of application [4], whose reach and limitations are still a
work in progress [1]. It is described as a generic designation given to transaction
persistence protocols, based on different algorithms and cryptographic princi-
ples that ensure the integrity and traceability of all transactions within the sys-
tem, without the need to place trust in a central entity, thereby maintaining it,
decentralised and distributed. The successor of the initial blockchain protocols
(Blockchain 1.0), whose implementation is restricted to ensuring that a prede-
fined set of validations were respected, is Blockchain 2.0. This new designation
is associated with the new generation of blockchain protocol implementations
designed since its inception to support the definition of business rules and cus-
tom validations through Smart Contracts. As a direct response to the increasing
demands from the industry, anxiously expecting a framework that allowed the
full exploration of this technology for the most different ends.

Smart contracts were introduced as a concept by Szabo in the 90s [27], whose
definition was defined as a computerised transaction protocol that executes the
terms of a contract [9]. They differ from traditionally e-contracts, and they are
not necessarily contracts, and not necessarily smart [25]. This definition was
based on the necessity to translate contractual clauses into code, and embedded
into hardware or software that is capable of self-enforce them, resulting in a
decrease for the need of a trusted intermediary between transacting parties. In
Blockchain, smart contracts are self-enforcing scripts that represent a digital
contract [16]. They work as a software protocol that performs an action when
certain conditions are met, reducing the amount of human involvement required
to create, execute, and enforce a contract. Since there is no necessity for the
contract partners to fully trust each other, blockchain, as a distributed system, is
suitable for this type of application by removing the intermediary and simplifying
trustless protocols between multiple parties [31]. Since then, they have become
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part of solutions to different problems [7,21,32] and further efforts have been
made regarding the tests of its security [3].

3 Proposed Solution

Our proposal pretends to enforce an agreement reached by two (or more) agents
during a negotiation process, while addressing the trust issues noted by Baarslag
et al. [6]. Similar to the decentralisation of the decision-making process achieved
by MAS, we intend to remove the control authority (third party) by making it
distributed. To achieve this, we propose the inclusion of Smart Contracts in the
negotiation process as an enforcer of the negotiation outcomes.

With Smart Contracts we do not pretend to remove the risk associated with
a negotiation and respective agreement outcome, instead, our objective is to
allocate the risk so that both parties can clearly understand the terms of the
agreement and respective fulfilment scenarios. Regarding the terms, they can
be expressed or can be implied, with the latter being associated with a “legal
system” or control authority (third party) that decides to reinforce the contract
or not. The main problem of delegating a third party to solve the trust issue
associated with the negotiation, is that we create a new trust issue because the
participants need to trust the third party, believing that it would be impartial
and can not be tampered or corrupted by anyone.

We found these trust characteristics and requirements in Smart Contracts,
being both immutable (not changing, or unable to be changed1) and distributed
(to give something out to several people, or to spread or supply something 2).
The analogy here can be expressed in two scenarios: (1) two entities reaching an
agreement in a closed room with the presence of a third entity that is responsible
to reinforce the terms and outcomes of the contract; (2) two entities reaching an
agreement in a public space with thousands of witnesses that can corroborate
the terms and respective contract outcomes. In these scenarios, each entity is
represented by an agent, and the bilateral negotiations were used to simplify the
examples since this approach can be used in applicable in negotiation between
multiple agents. Nonetheless, we found scenario two more appellative regarding
trust.

While proposing that the reinforcement of a negotiation outcome being per-
formed through Smart Contracts is beneficial to the negotiation and collabo-
ration process between agents, the reverse is also true. We believe that Smart
Contracts can be improved through these processes. It is common to argue that
Smart Contracts are not really smart, and the ’smartness’ associated is a mere
sequence of if . . . then . . . else clauses. Instead of proposing major alterations
to their structural concepts, we propose the automatization of its terms. The
terms that should be expressed in a Smart Contract, can be found during the
negotiation process between agents.

1 https://dictionary.cambridge.org/dictionary/english/immutable.
2 https://dictionary.cambridge.org/dictionary/english/distributed.

https://dictionary.cambridge.org/dictionary/english/immutable
https://dictionary.cambridge.org/dictionary/english/distributed
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Fig. 1. Interaction between a bilateral Proposal Based Negotiation with AOP outcome
between two agents (Ag1 and Ag2) (on the left), a Smart Contract with automatization
of its terms (on centre), and a blockchain technology that acts as knowledge represen-
tation (on the right).

As result, an example of this concept is illustrated by Fig. 1. On the left
we have simple Proposal Based Negotiation using one of the most well-known
protocols, the Alternative-Offers Protocol (AOP) [5]. This agreement is then
persisted on a Smart Contract (at the centre) whose contract terms are auto-
matically derived from the negotiation process and reflect that if Ag1 wants α
then it should give y to Ag2 and, consequently, when Ag2 receives y then it
should give α to Ag1. Finally, on the right, this contract is then stored on a
blockchain (to be further discussed in Sect. 3.1). It is important to note that
our proposal is independent of protocol, language, and decision process used,
and is rather focused on its outcome, meaning that should be applicable for a
combination of criteria mentioned previously. Also, considering the lifecycle of
a negotiation process ((1)pre-negotiation phase; (2) negotiation phase; (3) post-
negotiation phase [14]) the research focus of this work is centred on the nego-
tiation and post-negotiation phase outcomes (namely the resulting agreements
and respective contractual terms).

Despise the focus of this work not be addressed to communication or domain
language, to achieve the desired automatization of contractual terms, especially
when using negotiation techniques like argumentation [15], the locutions need to
be simplified, generalized, and become less strict. When in a presence of locutions
that are too strict and domain specific, we might lack clarity and dynamism with
our contracts. In contrast, if we only have few locutions allowed for negotiation
(e.g. propose, accept, reject) then is not possible to request justifications for a
given proposal [13].

3.1 Blockchain

As a concept Smart Contracts are not dependent on blockchain (and vice versa)
[25], meaning that we should question if there is a justification for the inclusion of
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blockchain, and consequent increase of complexity of the solution. We strongly
believe that this inclusion is beneficial for the overall solution, and by being
stored in a blockchain, Smart Contracts:

– Are accessible to everyone;
– Provide interaction with anyone (everyone can interact with them);
– Inherit a consensus about the outcome.

Additionally, regarding trust issues denoted previously, if the outcomes of
contract is dependent or can be reinforced by written laws’ blockchain can replace
the existing “legal system” mainly because this system is not guaranteed in every
country or domain. On extreme, it is possible to argue that are situations where
the legal systems cannot be fully trusted (mostly because corruption or lack of
maturity). Despise the current concerns about the legality of Smart Contracts,
they are not the focus of this work. Finally, the contract transaction cost is also
low when compared to traditionally adopted solutions.

Blockchain can also act as a knowledge representation that supports the nego-
tiation process, by storing participants and transaction data, providing a shared,
immutable, and transparent append-only register for all interactions between
all agents in a given network. Despite existing debates regarding the benefits
and concerns between public and private blockchains, is possible to achieve the
desired results through the adoption of a consortium blockchain (that represents
a middle ground between the low trust provided by the public blockchain, and
the ‘single authority’ associated with private blockchains) [17]. This is achieved
through a combination of benefits found in private blockchains (like efficiency,
transactions, and data access privacy) without consolidation the power in a sin-
gle entity, which results in a decentralisation of the decision-making process.
This unique strategy found in the consortium blockchain is highly beneficial for
entities collaboration since it operates under a leadership of a group instead of
a single entity.

There is also a possibility to control transactions and general data on the
blockchain through network managed permissions. We can also represent each
entity (agent) by a public and private profile, which means that blockchain can
represent this natural concept associated with agents. As example, agent inten-
tions can be public while preferences remain private. This can prevent the lost
of leverage during the negotiation phase.

As for the blockchain technology that should be used, the main condition is
the capability of interaction with Smart Contracts, and the blockchain choice
should be adapted to each problem context. If we have a context where there
is a necessity for transparency and privacy features, it is possible to use Hyper-
ledger Fabric. By being similar to other blockchains, it has a ledger, uses smart
contracts, and is a system where the participants can manage their transactions.
It differs from not being an open system that allows unknown entities to par-
ticipate in the network, where each member requires special authorisation and
validation to be part of it (closed set of participants) [11].

Is an implementation of a distributed ledger platform for running smart con-
tracts, leveraging familiar and proven technologies, with a modular architecture
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that allows pluggable implementations of various functions [8]. It has a peculiar
architecture called “execute-order-validate”, and a distributed application for
Fabric consists of two parts:

1. Smart Contract (Chaincode): the central part of a distributed application in
Fabric, with special chaincodes existing to manage the blockchain system and
maintaining parameters. Chaincode is invoked by an application external to
the blockchain, when there is a need to interact with the ledger;

2. An endorsement policy that is evaluated in the validation phase. This policy
acts as a static library for the validation of transactions, which can only
be parameterised by the chaincode. A typical endorsement policy allows the
chaincode to specify the endorsers for a transaction in the form of a set of
peers. This set of peers are defined as the smallest set of entities required
to endorse a transaction to be valid. To endorse, an entity endorsing peer
needs to run the smart contract associated with the transaction and sign its
outcome.

With Hyperledger Fabric, a ledger consists of two distinct parts: (1) a world
state; (2) and a blockchain. The world state is a database that holds the current
values for the ledger state, making it easy to access them, while the blockchain
works as a transaction log that registers every change that lead to the current
world state. The world state is implemented as a database, providing a rich set
of operations for the efficient storage and retrieval of states. When a transaction
that implies changes to the world state is submitted, by invoking a smart con-
tract, ends up being committed to the blockchain, where a notification about
the validity of the transaction is later sent to its committer.

4 Conclusion and Future Work

With a heterogeneous existence of decision-making problems, collaboration
necessities, and negotiation scenarios, we can find a common variable: trust (or
the current lack of). When agents negotiate their preferences, trust has been
reported as recurrent challenge, and the traditional approaches are based on the
existence of a third party that can enforce the fulfilment of the decided terms.
The problem with these traditional approaches is that we do not remove a prob-
lem of trust, instead we are creating another since there is a necessity to trust
the third party, that can quickly become a recursive problem.

Alternatively to search for improvements in the implications of the negotia-
tion process, in this work we have focused on the outcome of the negotiation. We
propose the inclusion of a Smart Contract to replace the third party entity and
enforce the terms of the agreement (present on the outcome). The immutability
and distributed characteristics of this type of digital agreement, when supported
by a blockchain technology allow us to propose a solution to the trust issue, while
providing a support knowledge representation alternative, and contributing for
the decentralisation of decision-making processes.



112 R. Barbosa et al.

Despite being an increase in complexity to the solution, the blockchain can
also reflect the private and public characteristics of an agent, by keeping their
intentions public (for example) while their preferences remain private.

Initially we were expecting only a single side improvement, namely, only
for the Smart Contract to benefit the negotiation process. Later, we found that
Smart Contracts can also benefit from this process. While Smart Contract can be
a clever and marketing wording for this technology, is debatable if they are really
a contract, and if they are really smart. Instead of severe alter their behaviour,
the terms of a Smart Contract can be automated through the negotiation terms
discussed by the agents.

While the focus of this work is oriented to the outcome of the negotiation pro-
cess, some remarks should be made regarding the communication or domain lan-
guage. Future work paths should focus on the simplification and generalization
of locutions. With rigid and strict locutions we can achieve better performance
in complex problems, but we lack the versatility to other problems. In contrast,
the over simplification can lead to high diversity but poor performance. It is
necessary to find a middle ground that can both benefit the negotiation process,
and the automatization of the contractual terms.

Additionally, even if the proposal solution should be applicable with a dif-
ferent combination of negotiation protocols, domain language, decision process,
or even blockchain technology (with the requirement that should support Smart
Contracts), further experimentations should be performed to understand the
impact of the solution considering different domains, contexts, and combination
of criteria.

Funding. This work has been supported by FCT—Fundação para a Ciência e Tec-

nologia within the Project Scope: UIDB/04728/2020.
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Abstract. Attach metadata to digital objects effectively underlies the
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technologies, this huge amount of data supports the emergence of various service
providers in Smart Cities [1].

Big Data is usually depicted as a set of five “Vs”: volume, velocity, vari-
ety, value, and veracity. The variety aspect is usually related to data itself and
different representation formats, terms of correctness, underlying conceptualiza-
tions or data models, temporal and spatial dependencies. This leads to problems
related to data integration that is attached to the Semantic Web and Linked
Data (LD) ideas [10].

Shadbolt et al. [16] define the Semantic Web as a Web of actionable informa-
tion derived from data through a semantic theory for symbol interpretation. The
semantic theory provides some kind of “meaning” through logical connections
of terms to provide interoperability between systems. The authors argue that a
large quantity of interlinked data should outline the Semantic Web. Also, the
data have to be standardized to be reach and manageable by intelligent tools or
agents, both humans and machines.

Linked Data is a subfield of the Semantic Web. It addresses aspects for good
practices in how to publish and link data sets on the Web. Resource Description
Framework (RDF) represents data and encodes it in triples (subject, predicate,
and object), providing a minimalist representation of knowledge on the Web [4].

The Linking Open Data Project1 has been consolidating the Linked Data
principles, converting and publishing data in RDF from data sets under open
licenses. DBpedia is the core node of this project that extracts data from
Wikipedia and shares it in RDF triples that are commonly referenced in other
data sets, generating the so-called Linked Open Data cloud.

Some kinds of Recommender Systems have been applying Linked Data as
a powerful information source to boost its predictivity. LD-based approaches
already have presented good results in terms of accuracy and ranking [6,13,18].

However, the search and recommendation services are affected when there
are no precise metadata. And considering a broad scope, the lack of high-
quality metadata can burden the automatizing of a repository quality control
process [17].

This work explores how to represent Learning Objects (LOs) metadata as
Linked Data to provide useful information both to humans and machines. This
kind of LO repositories can be considered Linked Data end-points, providing
integration at the semantic level. Additionally, they can deliver enhanced sug-
gestions to catalog and query functionalities. The repository used in this work,
the Re-Mar, is in the final stage of development. Since it has a small amount of
LOs, recommendations based on LOs and users are not applied yet on it. We
enable guidance in a previous step, support metadata cataloging with suggested
contents. In this way, provide more correct results and LO recommendations to
users are expected in the future. We also explore LD to related terms in the
search.

1 https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/
LinkingOpenData.

https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
https://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
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This paper follows with presenting and discussing related works. In the
next section, a Linked Data description for LOs with the Agent-based Learn-
ing Objects (OBAA) metadata. Further, a learning object repository (Re-Mar)
contextualizes this work and then aspects related to how LO as Linked Data
can deliver content recommendations to users on metadata authoring over such
repository aggregated data. In the end, the conclusion and future works are
proposed.

2 Related Work

According to a survey made by Pereira et al. [15], the use of Linked Data in edu-
cation has three main objectives: (i) availability of educational data as Linked
Data, (ii) integration and interoperability of educational data and systems, and
(iii) Linked Data consumption for different educational purposes. The authors
also argue that using metadata standards in educational resource repositories
could be a facilitator in providing learning objects as Linked Data and estab-
lishing interoperability among different repositories.

Nahhas et al. [12] summarize the Linked Data lifecycle that has been
employed by several institutions: (i) raw data collection, (ii) ontologies reuse and
extension if needed to define the vocabulary model, (iii) extract and/or generate
RDF data sets, (iv) internal and external data interlinkage, (v) store RDF data
sets and provide SPARQL endpoint, (vi) explore RDF data to develop applica-
tions and services, and (vii) provide optimized and quality data. Linked Data
can be combined with Learning Analytics and Data Mining to provide useful
personalization regarding learning materials and interdisciplinary connections.

There are some efforts to generate RDF for metadata automatically. We
can cite a framework [9] to create RDF from real-time Web data extracted from
multiple repositories and works based on OAI-PMH for legacy repositories [3,11].
Otherwise, an OBAA metadata generation tool is proposed in [2], it is supported
by application profiles and educational metadata ontologies for data consistency
but in a non-automatic way.

The Center for Expanded Data Annotation and Retrieval (CEDAR) [7] has
been developing tools and services where it is possible to author metadata and
submit them to repositories. Services can be divided into two functional groups.
One for metadata repository services, with storage and management for tem-
plates and metadata. And the other to metadata enrichment and submission
services that are related to this work. The service provides metadata semanti-
cally enriched from BioPortal ontology terms and JSON-LD (an RDF serializa-
tion). It also provides a value recommender service based on previous values that
compose a ranked list of suggested values.

RDF data can be considered as a source for recommendations and queries.
BROAD-RSI [14] is an educational recommender system based on social network
profiles of users that searches in different repositories (Linked Data, Learning
Objects, and videos). For Linked Data, DBpedia and Open University (for spe-
cific educational goals) content sources were used. Among DBpedia available
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properties, they employed dbpedia-owl:abstract, foaf:isPrimaryTopicOf, dbpedia-
owl:wikiPageExternalLink, dbpedia-owl:academicDiscipline, dbpprop:discipline
Of, dbpedia-owl:literaryGenre, dcterms:subject, and dbpprop:hasPhotoCollection
to user’s learning process. For example, a brief topic explanation, links to confer-
ences, journals, and other sites that are associated with the topic of interest. They
also employ a Computer Science taxonomy based on the Association for Com-
puting Machinery (ACM) classification system for query enhancement through
narrower terms. In [19], user reviews are explored for generating recommen-
dations to items through semantic annotation to deliver useful and non-trivial
information to related items. DBpedia and Wikidata can be used to discover
other resources connected with the annotated entities.

Considering the related works, we follow the guidelines presented in [15]
and [12] to share LOs as Linked Data for different kinds of educational con-
sumption. The work of Pereira et al. [14] is the most similar approach, but our
work differs in applying a different domain thesaurus and representing LOs as
Linked Data since the beginning.

3 OBAA Metadata to Describe LOs as Linked Data

Learning objects can be defined as digital artifacts that support learning and
may be reused over time [21]. Learning object repositories organize LO collec-
tions to their retrieval, usually supported by metadata. As a repository grows,
it is important to keep providing quality services, such as searching and recom-
mendation.

The OBAA proposal [20] is one of the metadata standard efforts to describe
learning objects effectively for well-founded services. It is compliant with IEEE-
LOM metadata, but extends it in several ways, such as to support interop-
erability among platforms and relations with different learning content types,
interactions, and didactic strategies. Besides that, it attaches accessibility for
users and segmentation for objects.

Furthermore, OBAA can be transposed into Linked Data and ontologies to
describe LOs and be compatible with the Semantic Web. Individuals can rep-
resent LOs’ metadata categories and subcategories, and data properties store
metadata values [3]. Figure 1 shows how a metadata fragment in stated XML
format can be described as Linked Data concepts, where a contributing indi-
vidual (subject) is linked with entity and role (predicates) data properties to
its values (objects). Subjects and predicates are RDF Uniform Resource Iden-
tifier (URI) references, and objects can be an RDF URI reference or a literal
value. In this way, several individuals can be interlinked, forming an RDF graph,
representing the entire LO metadata.

Each LO RDF graph can be connected with other LO RDF graphs to expand
knowledge representation. It can be a direct relation (concrete link/predicate),
such as to indicate a reference, requirement, or version through the LOs lifecycles.
Besides that, it can be a shared concept (but with no explicit link/predicate), a
common author or organization, keyword, knowledge area, LO type, as examples.
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Fig. 1. LO XML metadata fragment to Linked Data concepts.

These LO connections lead to a local knowledge graph that can be queried to
provide recommendations for users.

Figure 2 shows how small triples of LOs can be interconnected, generating
an extended RDF graph for searching. Blue circles represent individuals for
metadata (sub)categories that are interconnected with object properties. Green
dotted lines depict direct connections and red dotted lines represent a shared
concept that interlinks LOs.

Fig. 2. LO RDF graphs interconnections.

These local data could be interlinked with external data. For example,
keywords can be associated with DBpedia concepts, interlinking a repository
with the Linked Open Data cloud. These recurrent data connection lead to an
extended knowledge graph (almost a global database) that can be queried to
combine some useful information.

On the other hand, learning object repositories can afford storage for all
these LO representations in a local triplestore to provide end-point access for
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intelligent tools and agents. Besides that, it can support SPARQL queries to
navigate in this interconnected network.

4 Towards Linked Data at Re-Mar LO Repository

The Repository of Marine Learning Objects (Re-Mar) intends to provide aspects
of LO authoring, recommendations, usage, and searching supported by agent-
based tools and ontologies. It is one of the goals of the multidisciplinary SeaTh-
ings2 project that aims to provide a learning object repository related to ocean
subjects to students and teachers.

Re-Mar is a brand new repository that corroborates with Open Data through
Creative Commons (CC) licenses. This kind of license ensures credits for authors
by reusing and sharing LOs with the same license. At Re-Mar, all the LOs must
be shared with CC BY-SA3 and CC BY-NC-SA4 URIs.

Figure 3 depicts the aimed infrastructure architecture for Re-Mar that fol-
lows the MILOS [8] proposal. It is a three-layered architecture composed of
Ontologies, Agents, and Interface Facilities.

Fig. 3. Overview of Re-Mar infrastructure architecture.

The Ontology level provides the specification of knowledge that will be shared
among the intelligent agents. For example, ontologies for the OBAA metadata,
learning domain, and curricular structure can be attached. Aside from the OBAA
metadata ontology used to describe LO metadata as RDF triples to store it in a
2 https://fgf.uac.pt/en/content/sea-things-objetos-de-aprendizagem-para-promover-

literacia-oceanica.
3 http://creativecommons.org/licenses/by-sa/4.0/.
4 http://creativecommons.org/licenses/by-nc-sa/4.0/.

https://fgf.uac.pt/en/content/sea-things-objetos-de-aprendizagem-para-promover-literacia-oceanica
https://fgf.uac.pt/en/content/sea-things-objetos-de-aprendizagem-para-promover-literacia-oceanica
http://creativecommons.org/licenses/by-sa/4.0/
http://creativecommons.org/licenses/by-nc-sa/4.0/
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Linked Data repository, Re-Mar reuses the GEMET (GEneral Multilingual Envi-
ronmental Thesaurus)5 that was extended and improved by including regional
terms and concepts with the help of a team of Biologists fully integrated into
the project.

Interface and Facilities represent some applications and services that can
consume the learning object repository. It can be done by Virtual Learning
Environments (VLE), Learning Object Repositories (LORs), web servers, and
other services, for example. This level interacts directly with the Agents level.
This communication is provided by JADE middleware under the standard FIPA
for message exchange.

At the center layer, it is an Active-Learning Object Repository (A-LOR)
proposal that will be a set of Agents to deliver functionalities to the repository,
such as analytics, recommendation, interface, and management aspects, to share
LOs more actively so that they could collaborate to reconfigure metadata itself.

The next section will depict how Linked Data can be applied at Re-Mar to
catalog and search aspects. These aspects will be later incorporated in the Agent
layer.

5 Linked Data Enhancement for LOs

The advent of Big Data has generated a lot of unstructured and semi-structured
data. Some tools can assist with these diversities of data to mitigate this draw-
back in common knowledge representation. DBpedia Spotlight [5] is one of such
tools, it automatically annotates mentions of DBpedia resources in unstructured
text, linking it to the Linked Open Data cloud through DBpedia.

Learning object repositories can incorporate this tool at the submission step,
where the user usually has to fill some metadata fields. The main idea is to
detect DBpedia resources from unstructured text, as in title and description
form sections, through an API call. From this, a list of identified resources can
be used as content recommendations to automatic fill some form sections, as
learning object type and keywords, using a simple match or a regular expression.
The user is free to edit or add some content and fill the other input form sections.
Last, the system can identify new resources provided by the user and store the
metadata in triples.

Figure 4 illustrates a sample text filled by the user in a section form that
can provide three DBpedia resources. With this concept annotation, it is also
possible to generate some recommendations for LO metadata cataloging that
users may accept or change. Then, the system can present the LO type (Fig. 5)
and furnish keywords (Fig. 6) suggestions at the cataloging phase. Beyond that,
other improved Linked Data recommendations can be provided by analyzing the
LO text file submitted.

5 https://www.eionet.europa.eu/gemet/en/exports/rdf/latest.

https://www.eionet.europa.eu/gemet/en/exports/rdf/latest
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Fig. 4. Linked Data concepts from unstructured data.

Fig. 5. LO type recommendation with Linked Data concepts.

Each input form section is related to an RDF individual (subject) and data
properties (predicates) to knowledge representation. For the example mentioned
above, there are two individuals, one representing the general metadata and
the other the educational metadata. The general individual will be linked with
one description and two keyword data properties. The description data prop-
erty stores the unstructured text “Short film about deep-sea observatories”
and two keyword data properties stores DBpedia URIs: “http://dbpedia.org/
resource/Deep sea” and “http://dbpedia.org/resource/Observatory”. The edu-
cational individual will be linked with a learningResourceType data property
that will store the “http://dbpedia.org/resource/Short film” URI.

After the LO submission, all the triples are created in the same way from
the form fields, generating a set of individuals, properties, and values (literals
or URIs) related to the LO. The user can view the LO metadata and can access
DBpedia links to navigate in the RDF graph to other concepts. For keywords,
it also possible to embed the DBpedia text abstract to the related resource for
explanation accessing the dbpedia-owl:abstract property.

http://dbpedia.org/resource/Deep_sea
http://dbpedia.org/resource/Deep_sea
http://dbpedia.org/resource/Observatory
http://dbpedia.org/resource/Short_film
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Fig. 6. Keywords recommendation with Linked Data concepts.

In the Re-Mar searching context, GEMET thesaurus (see Fig. 3) can provide
marine-related terms to expand searching and retrieve more LOs. For example,
if a user queries for “Sea”, it is possible to use SPARQL to navigate in GEMET
to suggest other terms. Figure 7 depicts SPARQL queries to “sea” that returns
the following terms:

– (a) narrow terms:
• “deep sea”
• “deep-sea”
• “ocean”
• “open sea”
• “seagrass”

– (b) related terms:
• “sea resource”
• “protected marine zone”
• “marine protected area”

Fig. 7. SPARQL queries for getting (a) narrower terms and (b) related terms.

To better understand the impact of using this approach in the search, we
exemplify with a community repository, the Department of Oceanography and
Fisheries at the Azores University institutional repository and how the extended
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query addresses to gain in results. Taking into account an OAI-PMH retrieval6

in this community, Table 1 gives a summary of the number of matches in each
search term for the title, subject, and description metadata. Considering that
“deep sea” and “deep-sea” terms are included in “sea” results, the enriched
search returns 93 matches (29 new matches) for searching with the “sea” term
instead of 64 matches in the current repository search.

Beyond that, the result set can be enriched or deliver a recommendation with
direct related LOs, by reference, requirement, or version, for example. This also
can be done through an SPARQL query.

Table 1. The number of matches for a “sea” query in the title, subject, and description
metadata. *As “sea” is a substring in “deep sea” and “deep-sea”, its matches are
included in a query without LD

Term # of matches for a “sea” query

Without LD With LD

Sea 64 64

Ocean 0 26

Deep sea 6* 6

Deep-sea 31* 31

Marine protected area 0 3

Total 64 93

6 Conclusion

Provide quality metadata is an important issue for learning object repositories. It
supports well-provided services, such as recommendation and search. Interlinked
and structured data boost information retrieval and the production of new data
by reuse both for humans and machines. Moreover, heterogeneous entities can
work in a collaborative way aggregating the Linked Data.

This work presented how to employ Linked Data to support content rec-
ommendations and queries in a learning object repository called Re-Mar. It is
expected that the suggested metadata might improve search results and sup-
port intelligent agents in how to catalog metadata properly. Learning objects
are described as a composition of individuals and properties that can be rep-
resented as a set of triples to deliver a syntactic description that further can
support ontologies to get knowledge inference and semantic description.

Future works are expected to interlink the metadata of OBAA with IEEE-
LOM at the Linked Open Data cloud, explore the repository with linked data
end-points in a federated search, and evaluate the expanded queries results with

6 http://repositorio.uac.pt/oaiextended/request?verb=ListRecords&
metadataPrefix=oai dc&set=com 10400.3 10 Accessed in 2021/05/25.

http://repositorio.uac.pt/oaiextended/request?verb=ListRecords&metadataPrefix=oai_dc&set=com_10400.3_10
http://repositorio.uac.pt/oaiextended/request?verb=ListRecords&metadataPrefix=oai_dc&set=com_10400.3_10
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the repository users. Besides that, the project intends to incorporate these func-
tionalities in intelligent agents in the repository architecture. Last, when the
repository would have a good amount of learning objects, it is expected to apply
algorithms for learning object recommendations.
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Abstract. Argumentation-based dialogue models have shown to be appropriate
for decision contexts in which it is intended to overcome the lack of interaction
between decision-makers, either because they are dispersed, they are too many,
or they are simply not even known. However, to support decision processes with
argumentation-based dialogue models, it is necessary to have knowledge of cer-
tain aspects that are specific to each decision-maker, such as preferences, inter-
ests, limitations, among others. Failure to obtain this knowledge could ruin the
model’s success. In this work, we intend to facilitate the acquiring information
process by studying strategies to automatically predict the tourists’ preferences
(ratings) in relation to points of interest based on their reviews.We explored differ-
ent Machine Learning algorithms (Logistic Regression, Random Forest, Decision
Tree, K-Nearest Neighbors and Recurrent Neural Networks) and Natural Lan-
guage Processing strategies to predict whether a review is positive or negative
and the rating assigned by users on a scale of 1 to 5. The experiments carried
out showed that the developed models can predict with high accuracy whether a
review is positive or negative but have some difficulty in accurately predicting the
rating assigned by users.

Keywords: Machine learning · Natural language processing · Sentiment
analysis · Argumentation-based dialogues · Tourism · TripAdvisor

1 Introduction

Argumentation-based dialogue models are extremely useful in contexts where a group
of agents is intended to find solutions for complex decision problems using negotiation
and deliberation mechanisms [1–3]. In addition, they allow human decision-makers
to understand the reasons that led to a given decision (enhancing the acceptance of
decisions) and to define mechanisms for intelligent explanations [4, 5]. These models
receive the decision-makers’ preferences as input (for instance, regarding criteria and
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alternatives) that are typically used tomodel the agents that represent them [6]. However,
obtaining these preferences is not a simple process: first, in the contemporary and highly
dynamic world in which we live, it is less and less comfortable for decision-makers
to answer questionnaires and second, it is sometimes difficult to express preferences
through questionnaires [7, 8]. To facilitate this task, strategies that aim to automatically
identify the users’ preferences have been proposed. One of those strategies consists in
using Machine Learning (ML) algorithms and Natural Language Processing (NLP) to
automatically extract from a text corpus the users’ opinion through different strategies
such as: text wrangling and pre-processing, named entity recognition and sentiment
analysis [9, 10]. However, there are many algorithms and strategies that can be applied.
Therefore, it is mandatory to develop specific procedures according to the application
topic, to achieve the best results.

In this work, we studied the problem previously described under the topic of group
recommendation systems, more specifically in the context of tourism, in which there
has been an increased interest in the development of technologies capable of making
recommendations according to the interests of each group member. We assumed as
habitual that users/tourists express their opinions regarding Points of Interest (POI) on
social networks (such as, TripAdvisor, Facebook or Booking.com) and we intend to take
advantage of that to automatically predict their preferences non-intrusively. For this,
we used a public dataset (available in Kaggle) and applied the development lifecycle
for intelligent systems using concepts of NLP defined in [11]. More specifically, we
developed forecast models using 5ML algorithms (Logistic Regression, RandomForest,
Decision Tree, K-Nearest Neighbors and Recurrent Neural Networks), using each of
them both as a classification and regressionmethods. In addition, we used NLP to extract
more knowledge from the users reviews and various libraries of Sentiment Analysis
(Vader, TextBlob and Flair) to find those that best fit this context.

The rest of the paper is organized in the following order: themethodology is presented
in the next Section and in the last Section some conclusions are put forward alongside
with suggestions of work to be done hereafter.

2 Methods

In this Section, we describe the methodology in detail. We start by enlightening the
problem that we intend to address. Next, we justify the choice of the dataset, carry out
its analysis, cover preprocessing and feature engineering. Finally, we approach the used
computational techniques and describe the tests and results obtained.

2.1 Understand the Problem Statement

The problem we want to overcome is to predict, non-intrusively and with a high level
of accuracy, how much a tourist likes/dislikes a given POI. Subsequently, we intend
to use the predicted preferences to model intelligent agents that represent tourists in
a group recommendation system, who seek to jointly decide (using an argumentation-
based dialogue model) and recommend to the group of tourists the set of POI to visit.
For this, we chose to use the reviews that tourists write in social media (TripAdvisor) to
predict their preferences.
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2.2 Collect Dataset

The chosen dataset was selected based on 2 criteria: it needed to be a public dataset and
should best represent the context in which this work intends to be applied. Therefore,
a dataset available at Kaggle1 and which is composed by more than 20 thousand hotel
reviews extracted from TripAdvisor was selected. The fact that there already are many
works that use this dataset allowed us to know beforehand that it would be very difficult
to get good results, since, for example, for 5-class problem the presented accuracy of
the large majority varies between 30% and 60%.

2.3 Analyze Dataset, Preprocessing and Feature Engineering

The dataset is composed by the attributes “Review” and “Rating”. Table 1 shows some
examples of the type of records that make up the dataset. The “Rating” is between 1 and
5, where 1 is the worst and 5 is the best possible evaluation.

Table 1. Small example of the used dataset.

Review Rating

nice hotel expensive parking got good deal sta… 4

ok nothing special charge diamond member hilto… 2

nice rooms not 4* experience hotel monaco seat… 3

unique, great stay, wonderful time hotel monac… 5

great stay great stay, went seahawk game aweso… 5

Fig. 1. Distribution by “Rating”.

1 https://www.kaggle.com/andrewmvd/trip-advisor-hotel-reviews.

https://www.kaggle.com/andrewmvd/trip-advisor-hotel-reviews
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The dataset consisted of 20491 records and 2 columns, and it did not have any
missing data. Figure 1 shows the distribution by “Rating”. As it is possible to verify, the
dataset is quite unbalanced, with many more records with positive evaluation (Rating 5:
9054; Rating 4: 6039) than with negative evaluation (Rating 2: 1793; Rating 1:1421).
Furthermore, the number of records with intermediate evaluation is also much lower
than the number of records with positive evaluation (Rating 3: 2184).

To study possible correlations between the “Review” and the assigned “Rating”, we
created 3 new attributes: “Word_Count”, “Char_Count” and “Avera-ge_Word_Length”.
The “Word_Count” stands for the number of words used in the “Review”, the
“Char_Count” stands for the number of characters used in the “Review” and the “Aver-
age_Word_Length” stands for the average size of the words used in the “Review”. The
“Average_Word_Length” did not show statistical relevance, but we found that the most
negative reviews tended to be composed of more words than the most positive reviews
(Fig. 2), which made us believe that the attribute “Word_Count” would be very relevant
for the creation of the model.

Fig. 2. Correlation between the average number of words in the “Review” with the assigned
“Rating”.

In the next step, we analyzedwhichwords weremost used in the reviews. In addition,
we analyzed which words were most used in negative reviews (Rating 1 and 2) and in
positive reviews (Rating 3, 4 and 5). We found that many of the most used words were
the same, both in positive and in negative reviews. In Table 2 are presented the most
used words considering all the reviews. The fact that many of the most used words are
the same, in both positive and negative reviews, made us wonder if eliminating these
words would be a good strategy in creating the model.
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Table 2. List of the most used words in reviews.

Word # Word # Word # Word # Word #

hotel 42079 not 30750 room 30532 great 18732 n’t 18436

staff 14950 good 14791 did 13433 just 12458 stay 11376

no 11360 rooms 10935 nice 10918 stayed 10022 location 9515

service 8549 breakfast 8407 beach 8218 food 8026 like 7677

clean 7658 time 7615 really 7612 night 7596 … …

Then we use some libraries to perform sentiment analysis. We applied 3 different
libraries: Textblob, Vader and Flair. Textblob and Vader presented similar results, while
Flair did not obtain results that correlated with the “Rating”. With Textblob we got
2 new attributes (Polarity and Subjectivity) and with Vader we got 3 new attributes
Positive_Sentiment, Negative_Sentiment and Neutral_Sentiment. Figure 3 presents the
density of the “Polarity” attribute obtained with Textblob. We found that the “Polarity”
is mostly positive, which makes sense since, as we saw earlier, most reviews are also
positive.

Fig. 3. Density of the “Polarity” attribute obtained with Textblob.

Figure 4 presents the correlation between “Polarity” and “Rating”. We can see that
the polarity rises as the rating increases, which clearly demonstrates the existence of
correlation. However, we also found that the boxplots of each rating level are super-
imposed, which is a strong indicator of the difficulty in achieving success in creating
classification models. In addition, we verified the existence of many outliers, which may
not actually be, as is the case for “Rating” equal to 1, in which we verified the existence
of many records with polarity between −1 and −0.65. Figure 5 presents the correlation
between “Subjectivity” and “Rating”. As we can see, does not seem to exist any kind of
correlation between subjectivity and rating.
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Fig. 4. Correlation between “Polarity” and “Rating”.

Fig. 5. Correlation between “Subjectivity” and “Rating”.

To create a more simplified version of the assessment made by tourists, we generated
a new attribute called “Sentiment” with a value equal to 1 for records where the “Rating”
was equal to or greater than 3 and with a value equal to 0 for records where the “Rating”
was less than 3. This attribute will allow us to distinguish positive ratings from negative
ratings.

We also carried out important preprocessing activities that allowed us to prepare the
dataset and discover some important aspects. First, we put all the corpus in lowercase.
Then, we tokenize all the corpus and performed the lemmatization and removed all the
punctuation. In addition, we used other techniques that did not allow us to obtain better
results, such as: removing stopwords, stemming and considering only the characters of
the alphabet. Finally, we used the MinMaxScaler to normalize the data.

2.4 Computational Techniques

Considering the objective of this work, we believed that it would be important to test the
results that would be possible to obtain with different algorithms, both as classification
methods and as regression methods. We anticipated that if algorithms as classification
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methods failed due to previously identified limitations that algorithms as regression
methods could be an acceptable alternative in the context of the objective of this work.
The algorithms used were: Logistic Regression, Random Forest, Decision Tree, K-
nearest neighbors and Bidirectional Long/Short -Term Memory. The first 4 used the
Scikit-learn library and the last one used the Keras library.

2.5 Tests and Evaluation

Several experiments were carried out with the selected algorithms to tune parameters
for optimization. However, no significant differences were found, ending up with the
default configuration in the used libraries. To improve the estimated performance of the
ML models we performed cross validation with 5 repetitions.

We defined 6 different scenarios to create models. In the first 3 scenarios (#1, #2 and
#3) the set of most used words that did not express feeling were removed (hotel, room,
staff, did, stay, rooms, stayed, location, service, breakfast, beach, food, night, day, hotel,
pool, place, people, area, restaurant, bar, went, water, bathroom, bed, restaurants, trip,
desk, make, floor, room, booked, nights, hotels, say, reviews, street, lobby, took, city,
think, days, husband, arrived, check and told) and in the other 3 (#4, #5 and 6) all words
were kept.

For all scenarios we used the TfidfVectorizer class from the Scikit-learn library to
transform the “Review_new” feature to feature vectors and we defined max_features
equal to 5000. In addition, in scenarios #1 and #4 the features considered were: “Re-
view_new”, “Polarity”, “Word_Count”, “Char_Count”, “Average_Word_Length”, “Pos-
itive_Vader_Sentiment” and “Negative_Vader_Sentiment”; in scenarios #2 and #5 the
features consideredwere: “Review_new” and “Polarity”; and in scenarios #3 and #6 only
the feature “Review_new” was considered. Each algorithm was applied to each scenario
with both the classification method and the regression method. Finally, all combina-
tions were applied to a 5-class problem (Y = “Rating”) and a 2-class problem (Y =
“Sentiment”).

Figure 6 presents the results obtained with the 5 algorithms for each of the scenarios
defined with the classification method for the 5-class problem (Y = “Rating”). As can
be seen, the Logistic Regression algorithm obtained the best results for all scenarios,
with an accuracy always higher than 0.6, followed by the Random Forest algorithm. The
other 3 algorithms obtained considerably lower results, and in the case of the BiLSTM
algorithm the results were very weak, as it classified all cases with a “Rating” of 4.

Since scenario 4 was the one that allowed achieving the best results, in terms of
accuracy, Table 3 presents Precision and Recall for each of the algorithms in scenario
4 with the classification method for the 5-class problem. We verified that the Logistic
Regression and Random Forest algorithms present interesting results. It is possible to
verify that relatively high values were obtained for the extreme cases (“Rating”= 1 and
“Rating” = 5), but the quality is quite low in the classification of intermediate values.
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Fig. 6. Algorithms accuracy for the classification method (Y = “Rating”).

Table 3. Precision and Recall for scenario 4 with the classification method (Y = “Rating”).

Precision Recall

L 1 L 2 L 3 L 4 L 5 L 1 L 2 L 3 L 4 L 5

Logistic regression 0,66 0,47 0,46 0,53 0,72 0,65 0,40 0,27 0,52 0,82

Random forest 0,63 0,48 0,42 0,47 0,64 0,70 0,27 0,04 0,39 0,90

Decision tree 0,49 0,33 0,23 0,39 0,62 0,50 0,32 0,23 0,39 0,62

KNN 0,37 0,20 0,19 0,40 0,64 0,60 0,22 0,18 0,31 0,67

BiLSTM 0 0 0 0,29 0 0 0 0 1 0

Figure 7 presents the results obtained with the 5 algorithms for each of the scenar-
ios defined with the classification method for the 2-class problem (Y = “Sentiment”).
As can be seen, the results were quite good. Once again, the Logistic Regression and
Random Forest algorithms obtained the best results, with the Logistic Regression algo-
rithm showing an accuracy very close to 0.95. Decision Tree and K-Nearest Neighbors
algorithms obtained reasonable results mainly in scenarios where more features were
considered. The BiLSTM algorithm returned the worst results.

Table 4 presents Precision and Recall for each of the algorithms in scenario 4 with
the classification method for the 2-class problem. The results presented by the Logistic
Regression algorithm are quite solid. It is verified that the Recall for L 1 (Sentiment= 0)
is lower than desirable, but this is probably explained by the dataset being unbalanced.

The next experiences concern the application of the algorithms to the previously
presented scenarios with the regression method. Figure 8 presents the Mean Absolute
Error obtained with the 5 algorithms for each of the scenarios defined with the regression
method for the 5-class problem (Y = “Rating”). As it turns out most algorithms got
bad results. However, the Random Forest algorithm presented very interesting results,
obtaining a Mean Absolute Error of 0.69 in scenario 4 (which is quite good considering
the problem in question).
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Fig. 7. Algorithms accuracy for the classification method (Y = “Sentiment”).

Table 4. Precision and Recall for scenario 4 with the classification method (Y = “Sentiment”).

Precision Recall

L 1 L 2 L 1 L 2

Logistic regression 0,849624 0,946389 0,702736 0,976846

Random forest 0,873541 0,922977 0,558458 0,98495

Decision tree 0,657431 0,934858 0,649254 0,937022

KNN 0,735152 0,923111 0,569652 0,96179671

BiLSTM 0 0,843061 0 1
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Fig. 8. Algorithms Mean Absolute Error for the regression method (Y = “Rating”).

Table 5 presents Mean Squared Error, Root Mean Square Error and Mean Absolute
Error for each of the algorithms in scenario 4 with the regression method for the 5-class
problem. Once again, it is possible to verify that the Random Forest algorithm obtained
very good results, unlike the other algorithms. Although the BiLSTM algorithm seems
to give reasonable results, this only happens due to the fact that it always generates the
same output and most reviews are positive.
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Table 5. Mean squared error, root mean square error and mean absolute error for scenario 4 with
the regression method (Y = “Rating”).

Mean
squared error

Root mean
square error

Mean absolute
error

Logistic regression 4,140872 2,034913 1,77198

Random forest 0,733771 0,856604 0,694623

Decision tree 8,018544 2,831703 1,942417

KNN 5,818965 2,412253 2,007092

BiLSTM 1,522414 1,233862 0,978359

Figure 9 presents the Mean Absolute Error obtained with the 5 algorithms for each
of the scenarios defined with the regression method for the 2-class problem (Y= “Sen-
timent”). We verified that in this case all algorithms, with the exception of the BiLSTM
algorithm, obtained very good results.
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Fig. 9. Algorithms Mean Absolute Error for the regression method (Y = “Sentiment”).

Table 6 presents Mean Squared Error, Root Mean Square Error and Mean Absolute
Error for each of the algorithms in scenario 4 with the regression method for the 2-class
problem. The Logistic Regression algorithm again presents very good results that were
consistent across all experiments. In this scenario, the K-nearest neighbors algorithm
also presented interesting results.
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Table 6. Mean squared error, root mean square error and mean absolute error for scenario 4 with
the regression method (Y = “Sentiment”).

Mean squared error Root mean square error Mean absolute error

Logistic regression 0,097812 0,312749 0,154837

Random forest 0,07346 0,271034 0,146088

Decision tree 0,154987 0,393684 0,154987

KNN 0,095474 0,308988 0,143406

BiLSTM 0,132327 0,363768 0,267391

3 Conclusions and Future Work

This work aimed to study strategies to automatically predict tourists’ preferences regard-
ing tourism points of interest. The method consisted in using Machine Learning algo-
rithms and Natural Language Processing techniques on reviews that tourists make on
TripAdvisor® to predict their assigned ratings. The chosen dataset had a lot of issues
making it difficult to get better results (the top 3 were: being unbalanced, having com-
ments that were not about the POI and having comments with very poor writing quality).
Since it is a public dataset, we already knew it would be extremely challenging because
most existingworks present accuracy rates between 30% and 60%.However, we decided
to use this dataset as it is a good example of the reality and type of problems that exist
in the context of the topic of this work.

The work carried out allowed us to find important conclusions. First, the inclusion
of sentiment analysis had a much smaller positive impact than expected. Furthermore,
it was possible to notice that, for this dataset, the Vader and TextBlob models obtained
a good correlation with the ratings associated with comments while Flair did not. Sec-
ond, although negative comments are usually longer, the inclusion of the “Word_Count”
attribute did not prove to be relevant. Third, the Logistic Regression algorithm proved to
be, for classification, the one that achieved a greater accuracy, while the Random Forest
algorithm, for regression, proved to be the one that obtained the smallest error. Finally,
the Bidirectional LSTM algorithm obtained very poor results for both classification and
regression, most likely because the dataset was not large enough. Finally, the conducted
study showed that there is a much greater difficulty in predicting intermediate levels,
which can have different explanations. If on the one hand, the dataset may not be suffi-
ciently representative, for example in comments with a level 3 rating, on the other hand,
the fact that people are different can also have a big impact on a scale from 1 to 5, i.e.,
the same words have different meanings/weights for different people and people who
evaluate a POI with the same rating may express it in a completely different way.

As future work, we intend to replicate this study with a much larger dataset and
in which comments/evaluations are about different points of interest. Furthermore, we
intend to test with a balanced dataset. Finally, we intend to create a model to identify
only those tourists who really like or dislike a particular point of interest, in which the
main objective is not to identify everyone, but fundamentally not to fail those who are
identified in those conditions.
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Abstract. Based on the premise that university student dropout is a
social problem in the university ecosystem of any country, technological
leverage is a way that allows us to build technological proposals to solve
a poorly met need in university education systems. Under this scenario,
the study presents and analyzes eight predictive models to forecast uni-
versity dropout, based on data mining methods and techniques, using
WEKA for its implementation, with a dataset of 4365 academic records
of students from the National University of Moquegua (UNAM), in Peru.
The objective is to determine which model presents the best performance
indicators to forecast and hence prevent student dropout. The aim of the
study is to propose and compare the accuracy of eight predictive models
with balanced classes, using the SMOTE method for the generation of
synthetic data. The results allow us to confirm that the predictive model
based on Random Forest is the one that presents the highest accuracy
and robustness.

Keywords: University dropout · Predictive model · Data mining ·
SMOTE

1 Introduction

The phenomenon of university student dropout has been a research topic for sev-
eral decades [9]. At present, this problem has become more important due to the
negative effects caused by COVID-19. With the pandemic, university dropouts
have risen, as reported by UNESCO, with around 23.4 million students drop-
ping out of a university in Latin America and the Caribbean regions [28]. How-
ever, according to [22] and [8] there is no general consensus on the definition of
dropout in relation to university studies. Following Tinto’s theory [38], desertion
is defined as the procedure carried out by the university student when he/she
voluntarily or forcibly abandons the studies, due to negative or positive influence
of internal or external factors.
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The deficient detection of the dropout of students in higher education is an
important problem for the managers of the world’s universities [7,21,27]. The
situation is exacerbated in countries with low cultural and economic levels and
hence, counteracting the consequences of university student dropout is studied
worldwide [36,37]. Consequently, research has emerged in various areas such as
psychology, economics, sociology, health, education, computer science and oth-
ers, where it is clearly evident that there is a significant number of students who
drop out from these type of university degrees. Many studies establish that the
critical point where student dropout is manifested is in the first year of uni-
versity studies [13,26,29]. However, student dropout is a phenomenon that can
manifest itself in any academic period [6,32], for which corrective and preventive
measures should be proposed aimed at university retention.

Dropout, typified as a social problem in the university ecosystem, has neg-
ative effects in the socio-economic, institutional, academic and individual envi-
ronment [28]. In this sense it is necessary to have adequate tools that allow the
detection of student dropout in higher education institutions. Therefore, tak-
ing technology as an ally for solving student dropout problems and considering
the excessive volume of data administered by computer systems in universities,
our approach is framed in a technological solution based on Educational Data
Sciences (EDC) [30,31], specifically in Educational Data Mining (EDM) [17], a
discipline widely studied by researchers to address the analysis of education and
learning in university students such as in [1,5,19,33].

In this work, several methods and EDM techniques are applied and evalu-
ated for the construction of a predictive model that allows predicting student
dropout at the National University of Moquegua (UNAM), a university licensed
by the Superintendency of National University Education (SUNEDU) in Peru.
The model uses a dataset of 4,365 student academic records, from 2008 to 2019,
provided by the Directorate of Academic Affairs and Services (DASA) of the
UNAM. The techniques correspond to the classification of Decision Trees, Deci-
sion Rules and Bayesian Networks, using WEKA as a Data Mining (DM) tool.

There are other authors that have investigated the application of these tech-
niques to detect dropout risks. Section 3 shows how our model outperforms these
proposals. In addition, when these predictive models are built with real data from
the university ecosystem, it has been observed that the classes are unbalanced.
Thus, researchers recommend carrying out the adequate balancing of the classes
as future work [15], but few follow this approach [24]. This study implements
this recommendation and applies the SMOTE algorithm for class balancing with
synthetic data.

The rest of the paper is structured as follows: in Sect. 2 the proposal of the
model is developed using the first three phases of the CRISP-DM methodol-
ogy (Cross Standard Process of Data Mining)1, which basically defines the DM
objectives aligned to the institutional objectives of the UNAM, and the prepara-
tion of the data that will be supplied to the DM model; in Sect. 3, several models

1 https://www.the-modeling-agency.com/crisp-dm.pdf.

https://www.the-modeling-agency.com/crisp-dm.pdf
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based on DM are implemented and evaluated; finally, in Sect. 4 conclusions and
future work are proposed.

2 Predictive Model

For this study, three DM techniques (Decision Trees, Decision Rules and
Bayesian Networks) and eight classification algorithms were applied to create
the predictive models. These algorithms have been reported as suitable for this
type of classification problem in the literature. The description of the algorithms
is shown in Table 1.

Table 1. Algorithms definition

DM technique Algorithm Description

Decision trees Random forest Builds a forest of trees in a random way, where each
tree created is generated from a set of sample data
taken at random. Likewise, each node is created
randomly, prioritizing the elements that report a
better grouping of the data contained in the
sample [23]

Random tree Builds a tree based on the randomly chosen K
attributes at each node, with no pruning performed for
this action. You can calculate the estimate of the
probabilities of the class aligned to a retention set [14]

J48 Also known as C4.5 decision tree. It compares
classification algorithms for the predictions, generating
a pruned or unpruned decision tree [35]

REP tree Builds a tree containing K randomly selected
attributes for each node of the tree without
pruning [14]

Decision rules JRIP Builds a rule with the Ripper algorithm, including
heuristic global optimization of the rule set [11]

OneR Builds a rule and uses a 1R classifier, uses the
minimum error attribute for the predictive process,
and then the numerical attributes are discretized [16]

Bayesian Networks Bayes Net Builds a Bayesian Network using various search
algorithms and quality measures. It provides data
structures (network structure, conditional probability
distributions, etc.) and learning algorithms of the
Bayes Network such as K2 and B [14]

Naive Bayes Builds the Naive Bayes probabilistic classifier. This
classifier can use core density estimators of the
analyzed data, in order to improve performance if the
normality assumption is very incorrect. In some cases,
numerical attributes are handled after a supervised
discretization process [14]
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In addition, SMOTE (Synthetic Minority Oversampling Method), a tech-
nique proposed by Chawla [10], is used to generate new instances of the minority
class through the interpolation of the values of the minority instances closest to
a given class. The set of data created is also known as synthetic data [10,20,25].
With this technique, we are able to solve the problem of data imbalance, which
consists in the predominance of certain values in the data and the scarcity or
absence of others, which makes it difficult or impossible to extract information
or the objective analysis of the model. Synthetic data is generated in two steps:
1) calculate the value of the difference between each minority data point and its
closest neighbor; and 2) the result is multiplied by a random number between 0
and 1, and the result is added to the sample considered to generate the synthetic
pattern.

To build our model, we develop in this section phases 1 to 3 of the CRISP-
DM Methodology (a standard process model for data mining) [41], where the
objectives of the DM project are designed in line with the institutional objectives
of the university, the collection and the understanding of the collected data is
framed in the objectives of DM, and the process of preparing the data is carried
out so that data can be used as a supply in the models based on DM techniques.

2.1 Phase 1: Business Understanding

The objectives and requirements of the DM project are proposed from the per-
spective of university strategic planning, in order to predict student dropout at
UNAM. The main outputs of this process resulting from the generic tasks of the
CRISP-DM methodology are:

Determining Business Objectives. The UNAM presented in its Educational
Model for the year 2020 the following institutional strategic objectives: 1)
Improve academic training for university students; 2) Promote formative, sci-
entific, technological and humanistic research in the university community; 3)
Strengthen institutional management; 4) Improve cultural outreach and social
projection activities; and 5) Implement risk management. Objective 1 is selected,
since it well aligned to the problem of university student dropout. Starting from
the premise that academic performance is the result of an educational process
or academic training, likewise, the factors that negatively influence academic
performance put at risk the permanence of the university student or the delay
in their studies [2,18,40]. Therefore, student dropout is closely related to the
academic training given at a university.

Determining DM Project Objectives. The proposed objectives are:

– General objective (GO): To propose a predictive model based on DM tech-
niques that allows, from the input data, to detect student dropout at UNAM.

– Specific objective 1 (SO1): Determine the factors prior to the student’s admis-
sion to university that explain student dropout at UNAM.

– Specific objective 2 (SO2): Determine the factors of the student’s university
academic context that explain student dropout at UNAM.
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– Specific objective 3 (SO3): Determine the student’s social factors that explain
student dropout at UNAM.

– Specific objective 4 (SO4): Train a predictive model based on DM to detect
student dropout at UNAM.

2.2 Phase 2: Data Understanding

In this phase, an analytical work process is carried out. The objective is to start
the exploration of the data of the UNAM academic system. The recognition
of the attributes required for the construction of the dataset aimed at student
dropout is organized into three categories: factors prior to university admission,
factors of the university academic context, and the social factors of the students.

Gathering Initial Data. As a starting point, the theoretical model of Dı́az [12]
has been considered to have a mapping of the possible factors associated with
university dropouts. However, knowing the limitations in the data registration
of UNAM students, only three factors associated with dropout have been con-
sidered, as proposed in [4,13,15,21,24,34,39].

– Social factors: Gender; Marital status; Age; Economic dependency, and Place
of birth.

– Factors prior to university admission: Type of educational institution of ori-
gin; Location of the educational institution of origin; University admission
modality; University entrance note; Choice of area of university studies; and
Place of birth.

– Academic factors: Degree; Curriculum plan; Subsidiary; Semesters in progress
(for students); Semester of graduation (for graduates); Semesters of perma-
nence; Last student average; Average of graduation; Repetition by number of
courses; and Re-entry to another degree at the same university.

Of these 21 attributes requested to the UNAM’s Directorate of Academic
Affairs and Services (DASA) to perform this study, only 15 were obtained, in
some cases with more than 80% incomplete or missing data. The information
provided contained the record of the admitted students, current students, and
graduates of the UNAM, from 2008 to 2019. Each of the records was anonymized
to fulfill privacy requirements.

Dataset Description. The description of the data is presented in Table 2, where
the attributes provided by DASA are detailed. Note that some of these data
were not initially requested, but still used to generate new useful attributes for
the design of the predictive model.
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Table 2. UNAM dataset description

ID Attribute Description

1 Registration number Number generated to identify students and observe
privacy requirements

2 Gender Gender of the student

3 Date of birth Student’s date of birth

4 Marital status Marital status of the student (many records appear
incomplete)

5 Degree Study program chosen by the student

6 Faculty Faculty where the study program chosen by the
student is taught

7 Curricular plan Curricular plan of the study program

8 Student class If the student dropped out or is continuing with
his/her university studies

9 Curriculum change Data for the year in which the enrollment change
was made (if any)

10 Current branch of studies Current area where the student is enrolled

11 Admission campus Campus where the student entered

12 Mode of admission Type of admission to the university through the
ordinary or extraordinary admission process

13 Country Country where the university student was born

14 Department Department where the university student was born

15 Province Province where the university student was born

16 District District where the university student was born

17 School Educational institution where he/she finished
secondary school

18 District of the school District where the school is located

19 Type of school The type of the secondary school (public or private)

20 Year of completion of
secondary studies

Year in which secondary studies are completed

21 Admission campus code Code that indicates the university entrance campus

22 Description of the
campus entry code

Describes the campus (Moquegua, Ilo and Ichuña)
in relation to the code entered

23 Semester entrance Semester of entrance to the university

24 Semester of last
registration

Semester of last registration

25 Semester of graduation Semester of university graduation

26 Last accumulated average Average cumulative grade of the student

2.3 Phase 3: Data Curation

In this phase, the dataset provided in the previous phase was used to perform
the selection of relevant data, aligned to the identified problem, to be used later
in phase 4 as input for the data mining techniques. The goal in this phase is to
get a curated dataset. For this purpose, the WEKA tool was used, which allowed



Comparison of Predictive Models with Balanced Classes 145

data cleaning activities, elimination of incomplete records, actions to complete
missing data and, finally, the construction of the target class, which in our case
is called the Student State.

Data Construction. This action entails the creation of several attributes (School
Egress Age, Admission Year, Admission Semester, Semesters Of Permanence,
Admission Age, Years Between Exit From College To Admission To University,
And New Application) from the additional data provided by DASA.

We proceeded to eliminate 21 instances that corresponded to transient stu-
dents coming from national or foreign student mobility programmes, so the
dataset was reduced to 4344 instances. The attribute Registration number was
removed, since it does not provide useful information for the construction of the
predictive model, reducing the number of attributes to 25.

The dataset was normalised in a standard numerical format for the 25
attributes. Additionally a data dictionary was designed to identify those attributes
that presented a numerical category (e.g. Gender, Marital Status, Degree, Fac-
ulty). Missing data, or those with inconsistent or incomplete information, were
curated with an empty value.

It was identified that the attribute Student class contained information to
build the target class, which we named Student State, setting two tags: Not
dropout and Dropout.

In general, few missing data were detected. However, for the attributes with
these anomalies, the fields were filled with the average value of the attribute.

Data Integration. The dataset shown an imbalance of the Student State attribute
(target class), (2113 “Not Dropout” vs 947 “Dropout”). As a corrective mea-
sure, the SMOTE algorithm was applied to generate synthetic data that allows
balancing both classes. As result, 4756 student records were obtained. With this
new dataset the classifiers for the creation of the predictive model (phase 4) were
implemented.

Data Formatting. As a result of the previous steps, the dataset for data anal-
ysis was obtained. Based on this process, actions were carried out to order the
instances and attributes, configuration of the attribute value labels, standardize
the values to a numerical format, elimination of commas, quotation marks and
a colon in the analyzed fields, activities which favor the correct development of
the modeling processes, obtaining as a result a subset of 18 selected attributes
for the construction of the predictive model, as shown in Table 3.
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Table 3. Attributes selected and grouped in the factors associated with student
dropout

Factors associated with student dropout Name of the selected attribute

Factors prior to university admission 1. School type

2. College graduation age

3. Entry Mode

4. Faculty

5. Years Between Leaving College to
Entering University

Factors of the academic context 6. School type

6. Year of Admission

7. Semester Admission

8. Campus Admission

9. Current Campus Studies

10. Degree

11. Curriculum Plan

12. Curriculum Change

13. Last Accumulated Average

14. Semesters of Permanence

15. New Application

Social factors 16. Gender

17. Age of Admission

Target Class 18. Student State

3 Model Evaluation

Continuing with the CRISP-DM methodology, in this section phases 4, 5 and 6
are developed. The purpose is to find the most appropriate modeling technique
for the DM project that solves the institutional and DM objectives set out in
phase 1, to later be deployed in the UNAM.

3.1 Phase 4: Modelling

To develop the predictive model for the UNAM, we used 8 DM techniques,
among those proposed in the literature. The purpose is to validate previous
results, that report the best indicators of accuracy, performance and robustness
compared to those that are less used or recommended. The DM techniques used
are: Decision Trees (Random Forest, Random Tree, J48 and REP Tree), Decision
Rules (JRIP, OneR), and Bayesian Networks (Bayes Net, Naive Bayes). Once
our model was trained, we performed a cross-validation test using WEKA, a
tool widely used to train DM classifiers. Stratified cross-validation (10%) with
10 folds was performed. We got the classification results provided in Table 4,
with the accuracy, true and false positives and precision values.
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3.2 Phase 5: DM Techniques Evaluation

Analyzing the performance measures of the eight predictive models with the
parameters accuracy, area under the ROC curve (AUC), and the percentage of
correctly classified instances (ICC), Table 4 shows that the best accuracy result
was obtained by the Random Forest algorithm with a value of 0.97, which indi-
cates that the predictive model performed a correct classification of 4,604 records
out of a total of 4,756 instances, being OneR the one that got the wrost result.

Table 4. DM techniques evaluation

Algorithms ICC (%) ROC Area Dropout TP FP Precision Accuracy

Random forest 96.78 0.99 Not Dropout 0.96 0.03 0.97 0.97

Dropout 0.97 0.04 0.96

Random tree 93.06 0.95 Not dropout 0.92 0.05 0.95 0.93

Dropout 0.95 0.08 0.91

J48 95.63 0.98 Not dropout 0.95 0.03 0.96 0.96

Dropout 0.96 0.05 0.95

REPTree 95.40 0.98 Not dropout 0.95 0.04 0.96 0.95

Dropout 0.96 0.05 0.95

JRIzP 94.74 0.96 Not dropout 0.94 0.04 0.96 0.95

Dropout 0.96 0.06 0.94

OneR 79,00 0.79 Not dropout 0.74 0.16 0.82 0.79

Dropout 0.84 0.26 0.76

Bayes Net 89.40 0.96 Not dropout 0.92 0.14 0.87 0.89

Dropout 0.86 0.07 0.92

Naive Bayes 89.47 0.96 Not dropout 0.92 0.13 0.87 0.89

Dropout 0.86 0.07 0.92

Regarding the ROC area, Random Forest obtained a 0.993, the best value
of the ROC Area, in contrast with OneR with a value of 0.79. The scientific
literature indicates that the best value is the one with a tendency to 1. This result
allowed to qualify the predictive model as a predictive proposal with greater
capacity to discriminate against students with a dropout profile. Likewise, it
supports the quality of the entry values.

Finally, for the percentage of correctly classified instances (ICC), Random
Forest obtained a value of 96.78%, in contrast is OneR with a value of 79.00%.
This result is interpreted as the ability or robustness of the Random Forest
algorithm to correctly classify the instances in the dataset.

For the selection of the best attributes, five attribute selection algorithms
implemented in Weka were used2 and for the evaluation of the attribute qual-
ity to discriminate the target class, the Ranker attribute search method was
2 Attribute selection algorithms used: OneR Attribute Evaluation, Relief Factor

Attribute Evaluation, Info Gain Attribute Evaluation, Gain Ratio Attribute Evalu-
ation, and Symmetrical Uncertainty Attribute Evaluation.
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used. These algorithms remove those attributes that are irrelevant or have lit-
tle influence on the target class (output variable) of the predictive model. The
results reported that all attributes of the factors associated with student dropout
appeared with a frequency greater than 2 in the results of the selection algo-
rithms, specifically, in all five selection algorithms. Therefore, it was concluded
that all attributes from Table 3 had a significant impact on student dropout from
UNAM and were 100% relevant to predict the state (Dropout/Not dropout) of
the target class (Student State) of the predictive model.

Finally, Table 5 compares the performance of our models with those trained in
other previous related work (results as published by the authors), illustrating the
improvement achieved with the application of our SMOTE balancing technique.

Table 5. Comparison of our model with other related work

Authors Evaluated techniques Best technique Balances Dataset Accuracy ROC Area ICC (%)

data (Y/N) size

Flores,
Heras y
Julián (our
model)

Random forest, random
tree, J48, REP tree,
JRIP, OneR, Bayes
Net, Naive Bayes

Random forest Y 4365 0.97 0.99 96.78

Behr et al.
(2020) [4]

Random forest Random forest N 17910 − 0.86 −

Beaulac
and
Rosenthal
(2019) [3]

Random forest Random forest N 38842 0.79 − −

Solis et al.
(2018) [34]

Random Forest, Neural
networks, SVMs,
logistic regression

Random forest N 80527 − − 91.00

Hernández-
Leal et al.
(2018) [15]

Random tree, J48,
REP tree, JRip, OneR

J48 N 655 − − 95.43

Maya et al.
(2017) [21]

Multilayer perceptron,
random forest, J48,
random tree

Random forest N 670 0.88 − 85.5

Miranda y
Guzmán
(2017) [24]

Neural networks,
Decision trees,
Bayesian Nets

Decision trees Y 9195 − 0.74 82

Torres
et al.
(2016) [39]

Random forest, ZeroR,
J48, simple CART,
Naive Bayes, Bayes
Net, multilayer
perceptron

Random forest N 5547 0.89 0.91 −

Eckert y
Suénaga
(2015) [13]

J48, Bayes Net (TAN),
OneR

J48 N 855 0.79 − 80.23
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3.3 Phase 6: Exploitation and Deployment

Once the predictive model has been created and validated to predict student
dropout at UNAM, the knowledge derived from the model must be deployed. In
this phase the decision maker at the university can take actions based on the
data obtained. For example, if the record of a student who is currently in the
academic semester is entered and the model predicts his/her dropout, the profile
obtained (characteristics) is analyzed to implement active retention protocols.
Additionally, actions must be taken to monitor and maintain the model. One of
the advantages of this action is to have a baseline for each academic period on
the subject of dropping out and to control the goals achieved at the end of the
academic year. Additionally, sharing with the university community the results
obtained by applying the predictive model could comfort the student by feeling
sure that their academic performance is being monitored for activate retention
strategies that help them lead a good track record and progress in their studies.

4 Conclusion and Future Work

This paper shows that training a predictive model based on DM with a dataset
with attributes that characterize students from higher education studies allows
detecting student dropout at UNAM. Eight classification algorithms (Random
Forest, Random Tree, J48, REPTree, JRIP, OneR, Bayes Net and Naive Bayes).
Subsequently, performance measures were used (accuracy, ROC area, ICC) to
evaluate the models. The results show that Random Forest is the best classifica-
tion algorithm to detect student dropout at UNAM, outperforming the results
obtained in related works.

For the construction of predictive models based on classification algorithms
(DM techniques), an adequate balancing of the dataset was carried out, allowing
to match the target class (Student State) and obtain classification results with
greater accuracy. For this case, the SMOTE algorithm was used. The process
allowed to match the two labels of the target class in a dataset, generating a syn-
thetic data to standardize the class in two groups (Dropout/Does not dropout).

As current and future work, a more comprehensive comparison of predic-
tive models using other Neural Networks techniques is being carried out with
the dataset UNAM’s DASA dataset (i.e. Logistic regression, Support vector
machines and Nearest neighbor) to know the accuracy, performance and robust-
ness of their results for this specific problem. Furthermore, we plan to analyse
the extent to which student characteristics lead to dropout (e.g. whether there
is a dominant gender in dropout or whether there are degrees more prone to
dropout).

Acknowledgements. This work is partially supported by the Spanish Govern-
ment project TIN2017-89156-R, and the Valencian Government project PROME-
TEO/2018/002. The research was developed thanks to the support of the National
University of Moquegua, which provided the information for the creation of the dataset.



150 V. Flores et al.

References

1. Abe, K.: Data mining and machine learning applications for educational big
data in the university. In: 2019 IEEE International Conference on Dependable,
Autonomic and Secure Computing, International Conference on Pervasive Intel-
ligence and Computing, International Conference on Cloud and Big Data Com-
puting, International Conference on Cyber Science and Technology Congress
(DASC/PiCom/CBDCom/CyberSciTech), pp. 350–355. IEEE (2019)
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en el primer año de la carrera de ingenieŕıa industrial y su v́ınculo con factores
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Abstract. Argumentation-based frameworks are used as a decision-
making mechanism for software agents. This paper aims to investigate
how a formal argumentation framework is affected when the underlying
causal relationships of its theory is modified in counterfactual situations,
the so-called “what if ” scenarios. In contrast to previous approaches
where causality relationships were derived from static probabilistic dis-
tributions, we address scenarios where causal models are intervened. Two
novel contributions in the synergy between argumentation and causal
theories are presented: 1) we characterize interventions and their con-
sequences in causal argumentation frameworks; and 2) we introduce an
account of the so-called sequential interventions that give a characteri-
zation of manipulations on time.

Keywords: Causal theory · Argumentation theory · Counterfactuals

1 Motivation

“What if I increase my physical activity?” can be one of the most common ques-
tions that most middle-aged adults ask themselves to speculate (dream) about
their health condition. Causal models are mathematical objects that provide
interpretations of queries such as the earlier “what if...” in a specific domain.
Briefly, variables of a causal model have causal effects on others, such effect is
modeled by a set of structural equations that represent a distinct mechanism (or
law) in the world, which can be modified by external actions without altering the
others [11]. Such structural equations when represented in a formal language (e.g.
first-order dynamic logic [12] etc.), they fulfill a set of axiomatizations [7] useful
for designing reasoning mechanisms about causality. Indeed, the use of direct
mappings from structural causal equations to propositional languages as knowl-
edge representation is not new (e.g. [17]). In the formal argumentation theory
(as a computational decision-making approach) literature, the use of mappings
from structural causal representations to knowledge representations, although
common (e.g. [16]), has not rigorously considered the formal treatment of causal
models dynamics, particularly in causal interventions the so-called counterfactu-
als (i.e. “what if...” scenarios). The conception and use of a causal relationship
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as a probabilistic distribution have substantial research in the argumentation
theory literature (e.g. [13]). However, during an intervention the underlying
probabilistic distribution changes, and individual probabilities for those inter-
vened variables are non-identifiable neither estimable from frequency data alone
[24]. In practice, such probabilistic argumentation frameworks capturing causal
relationships may not be successful in the characterization of interventions. An
additional problem arises when a variable with a non-identifiable causal inter-
pretation (i.e. not sufficient evidence) is added to such mapping, but it has
a deductive contradictory interpretation (e.g. α ≡ ¬β). The solution for this
problem from a causal theory perspective is straightforward (see [24]), however,
from the deductive systems perspective it requires a computational mechanism
to handle potential inconsistencies among mapped variables.

This paper aims to provide a first characterization of the effects of causal
models interventions on argumentation frameworks. We provide a general
account of the behavior of causal argumentation frameworks under different
counterfactual situations, such as sequential interventions, which are continuous
modifications of the underlying causal model in several variables.

We depart from general axiomatizations of causal models [7] and from a
structural argumentation theory perspective of deductive systems (see [9]), and
we propose a causal argumentation framework to investigate interventions. In
summary, in addition to our framework, two technical contributions are pre-
sented: 1) a characterization of interventions specifying different non-addressed
issues impacting argumentation frameworks, and 2) we provide an account of
sequential interventions, which provides a characterization of manipulations on
time. Finally, we exemplify our theoretical findings using statistical data from a
large database (more than 12 million of registers) of human activity behavior in
northern Sweden [18].

This paper introduces a causal argumentation framework in Sect. 2, then in
Sect. 3 we present how interventions impact an argumentation framework. We
exemplify our contributions in Sect. 4, and we provide a technical discussion in
Sect. 5. Conclusions and future work is presented in Sect. 6.

2 Framework to Build Consistent Causal Scenarios

In this section, a framework to formalize the concept of a “what if”-scenario in
terms of structural argumentation theory.

We start with a mapping function between a causal model defined as a tuple
M = 〈U, V, F 〉, and a propositional language L, which allows us to form a theory
Σ where atoms of the form x1, y1 can build complex structures (statements)
about a particular causal hypothesis using basic operations: ∧ (conjunction),
¬ (negation) and � (logical inference). We denote a mapped variable from a
structural equation in M to a Σ with the character (∗). Additionally, we use
the symbol �c to represent a causal entailment that fulfills a set of axioms [7].
More formally, let M = 〈U, V, Fx〉 be a causal model. Our mapping M is a tuple
〈Σ,P 〉 where Σ ⊆ U∗ ∪ V ∗ and P is a probabilistic function defined over the
domain of M .
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In scenarios where additional variables are added with no-causal evidence
but a speculative or hypothesized relationship of deduction is presented, we can
use formal argumentation to build structures with a support-conclusion form.
We call those argument-based structures causal argumentation-based hypothesis
chyps that are tuples chyp = 〈 S

︸︷︷︸

support

, σ, Pσ′
︸ ︷︷ ︸

conclusion

〉.

Definition 1 (Causal argument-based hypotheses). Let us consider a M
framework with S ⊆ Σ and σ ∈ Σ. A causal argumentation-based hypothesis is
the tuple chyp = 〈S, σ, Pσ′ 〉 in which the following conditions holds:

1. S is consistent
2. S � σ
3. S �c σ; and
4. �S

′ ⊂ S such that S
′ � σ

5. Pσ′ is the conditional probability between S and σ

Where S is called support and the tuple (σ, Pσ′ ) is the conclusion. Condition
3 and 4 ensure that σ is caused and deductively inferred from a support S.

A chyp is a minimal specification of the causal behavior of a mapped variable
in a causal model, containing its inference entailment nature, and the evidence
supporting a deductive conclusion with its associated probability distribution
Pσ′ . Let us denote Ch(Σ), the set of all causal hypotheses built from Σ.chyp
structures can have logical incompatibilities that leads us to the notion of chyp
attack:

Definition 2. Let chyp1, chyp2 ∈ Ch be two chyps, we say that chyp1 attacks
chyp2iff. i) ∃ σ ∈ Supp(chyp2) s.t. σ ≡ ¬Conc(chyp1), and/or ii)
Conc(chyp2) ≡ ¬Conc(chyp1).

We use a function att(chypa, chypb) that represents any type (i or ii) of attack
from chypa to chypb. A graph with chyps as nodes, and attack relationships as
edges will be called a causal argumentation framework.

Definition 3 (Causal argumentation framework). A causal argumentation
framework CAF = (Ch,→,P), where the arrow →⊆ Ch × Ch represents all the
attack relationships in a CAF, and P is the underlying probabilistic evidence
supporting the causal model.

In formal argumentation literature, argumentation semantics are patterns of
selection for obtaining winner arguments from a graph composed by arguments
and attack relationships. We use in this paper those argumentation semantics
proposed by Dung in [5] to select “strong” chyps from a CAF graph. We use a
function SEM that represents the application of Dung’s semantics to a CAF,
i.e. SEM(CAF ) = E = {Ext1, . . . Extl}, which returns a set of l non con-
flicting sets of structures called extensions, i.e. E = {{chyp1, . . . , chypi}, . . . ,
{chypj , . . . , chypk}}. SEM is based on the so-called admissible sets, i.e., � a, b ∈ E
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such that a attacks b, we say that E is an admissible set iff E defends all its elements;
E is a preferred extension iff E is a maximal; and we say that E is a stable extension
iff ∀a ∈ I\E ,∃b ∈ E such that � b attacks a.

A violation of conditions 3 and 4 in Definition 1 can lead to a deductive
correlation without causation. Then, we can say that the support and conclusion
in a chyp structure have deductive and causal correlation.

Proposition 1 (Deductive correlation and causation). The support and
conclusion in chyp-like structures are deductively and causally correlated.

Proposition 1 is narrowed to those argument-based structures built following
Definition 1.

3 Effects of Causal Interventions in Argumentation
Frameworks

A “what if ”-scenario is a manipulation in M , noted as do(X = x) an intu-
itively reads: if I do x the variable X. Such interventions produce changes in the
children’s conditional probabilities of the intervened variable: P (Y = y|do(X =
x)) =

∏

paX
P (y|x, paX)P (paX) where paX is the set of all parents of variables

in X.
A causal intervention impacts a CAF in two ways: 1) it may introduce new

relations of (deductive or causal) attacks between chyps, and 2) the underlying
probability distribution changes given the intervention (variables affected by a
counterfactual manipulation are those descendants of such manipulated vari-
able). We denote an intervened CAF as CAFx w.r.t. a x ∈ Mx, which is the
manipulated model M by x. Therefore, the computation of individual probabili-
ties of argument structures from childrens’ variables are different compared with
a pre-intervention CAF.

Proposition 2 (Probability independent argument structures). During
an intervention of a causal model, individual probabilities of the intervened vari-
able’s parents are not affected, therefore probabilities of argument-based struc-
tures linked to those parents are invariant and definable.

Even when a causal model follows a Markov characteristic individual proba-
bilities of chyps are non-identifiable [20], then maximum and minimum bound-
aries (P̄ = [Pmin, Pmax]) of the causal inference can be defined for those
argument-based children affected by the intervention (see [21,24] for more
details).

Definition 4 (Intervened causal hypotheses). During an intervention
do(σ = ω), the probability of the intervened model is given by P̄ω = [Pmin, Pmax],
then a causal intervened hypothesis is defined as chypω = 〈S, σ, P̄ω〉.
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In an intervened causal hypothesis, it is stated that its causal probability
is given by P̄ω where it is possible to guarantee the existence of bounds for
computing such limits.

Proposition 3. Let CAFx be an intervened causal argumentation framework,
the individual probability of every chyp ∈ CAFx, may not be estimable from
frequency data alone.

A straightforward consequence for argument-based structures during an
intervention, is that probability of those structures associated to the intervened
variables’ parents are not affected.

Corollary 1. In a CAFx the probability of argument-based structures associated
to the intervened variable’s parents is not affected and it is identifiable.

Regarding intervened causal hypotheses (Definition 4), P̄ can be seen also as
a degree of uncertainty.

Definition 5 (Uncertainty probability range). Let P̄ = [Pmin, Pmax] where
Pmin/max ∈ R[0, 1], be a range of probabilities of a chyp. A function Unc : P̄ →
[0, 1] returns a measurement of uncertainty for the range P̄ .

Intuitively, the larger the probability range, the larger the uncertainty and Unc
closer to 1. In a pre-intervention scenario, where the probability distribution of
the causal model follows:

∑

P = 1, probabilities of every chyp are definite, and
Unc = 1.

We can hypothesize that for all argument-based structure where causal mod-
els are mapped to a propositional language to build arguments, during an inter-
vention, the underling probability distribution associated to the argumentation
framework changes, therefore a re-computation of individual probabilities is nec-
essary.

Proposition 4 (Change in probability distribution of argumentation
frameworks). Let CAF and CAFx be a causal argumentation framework and
its intervened version when X is manipulated. The probability distributions asso-
ciated to CAF and CAFx are different, then for every causal argument structure
except its parents, a re-computation of individual probabilities are necessary.

In sequential interventions [22] (e.g. do(X = x) then do(Y = y) and X,Y ∈
M), we can prove that the joint effect of sequential interventions in a CAF is
the same as if we perform individual interventions successively.

Proposition 5 (Sequential interventions in CAFs). Let X,Y ∈ M be two
variables in the causal model M , and let CAFX∗ and CAFY ∗ two interventions
in X,Y respectively. The set of extensions in a sequential intervention CAFX∗,Y ∗

is the same as a joint effect of separated interventions CAFX∗ then CAFY ∗ , or
conversely, iff the set of causal hypotheses of pre-intervention CAF remains
invariable.

The relevance of Proposition 5 can be seen when different interventions are
applied in distinct time points in the same CAF.
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3.1 Defeat Status During an Intervention

A chyp is defeated by other when the support is compromised. In previous
approaches ([3,13] among others), a probability level associated to a belief degree
of the argument (or argument structure) has been used as a method to decide
a “winner” in such ties. However, in causal argumentation frameworks, during
an intervention a probability range (P̄ = [0, 1]) is associated to a chyp rather
individual probabilities, then the defeat status can be given by a level of uncer-
tainty of the probability range, in other words, the wider the probability range
is, the larger the causal uncertainty associated to a chyp will be, and the most
compromised support of such chyp.

Proposition 6 (Defeat considering causal uncertainty). Let CAFx an
intervened causal argumentation framework where chypa = 〈S, σ, P̄σ〉, chypa =
〈S, φ, P̄φ〉 ∈ Ch are two argument-based causal hypotheses. We say that chypa

defeats chypb iff. Unc(P̄φ) > Unc(P̄σ) and Conc(chypa) ≡ ¬Conc(chypb).

4 Examples and Experiments

Fig. 1. (Left) Causal model of prediabetes factors for Swedish population. (Right)
Estructural equations for the causal model.

We exemplify and test our framework using real-world causal models obtained
from a large database of human activity behavior in northern Sweden [19]. We
use as a case scenario an investigation to determine the prevalence and risk fac-
tors for prediabets. The causal graph presented in Fig. 1 has different endogenous
variables: systolic blood pressure - SBP (high, normal, low), cholesterol (high,
normal, low), physical activity - phyact (high, normal, low), alcohol consump-
tion (high, normal, low), smoking (yes, no), family history - famhisdm (yes,
no), body mass index - bmi (high, normal, low), and waist measurement (high,
normal, low). As usual in causal models, disturbances noted as ux ∈ U are under-
stood to govern the uncertainties associated with the causal relationships [7], e.g.
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ualcohol. Based on such causal model M, some structural equations are derived
(see Fig. 1), which can be mapped to a propositional language forming a theory
as is presented in 1. The mapping to classical logic dismisses the uncertainty
ux, that could be captured by other underlying languages such as extended logic
programs [8], among others.
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phyact.
famhisdm.
smoking.
alcohol.

usmoking �c SBP
usmoking �c prediabet

uphyact �c bmi
uphyact ∧ ubmi �c ucholesterol

uphyact ∧ uwaist ∧ ualcohol ∧ usmoking �c uSBP

uphyact �c Idl
ufamhisdm ∧ uIdl ∧ ucholesterol �c waist

uwaist ∧ uBMI ∧ uIdl ∧ usmoking ∧ uSBP �c prediabet
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(1)

chyps

A number of chyps are built from the theory 1, see Ch. Each chyp ∈ Ch represents
a deductive and causal hypothesis about the variables involved in prediabetes,
and jointly, the Ch set provides a view of all the information related to such
disease before any intervention is performed.

Ch =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

chyp1 = 〈�, phyact, Pphyact〉
chyp2 = 〈�, famhisdm, Pfamhisdm〉

chyp3 = 〈�, smoking, Psmoking〉
chyp4 = 〈�, alcohol, Palcohol〉

chyp5 = 〈{uphyact �c bmi}, bmi, Pbmi〉
chyp6 = 〈{uphyact ∧ ubmi �c ucholesterol}, cholesterol, Pcholesterol〉

chyp7 = 〈{uphyact ∧ uwaist ∧ ualcohol ∧ usmoking) �c uSBP }, SBP, PSBP 〉
chyp8 = 〈{uphyact �c Idl}, Idl, PIdl〉

chyp9 = 〈{ufamhisdm ∧ uIdl ∧ ucholesterol �c waist}, waist, Pwaist〉
chyp10 = 〈{uwaist ∧ uBMI ∧ uIdl ∧ usmoking ∧ uSBP �c prediabet}, prediabet, Pprediabet〉

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

The selection of consistent chyps from Ch using SEM without intervention is
straightforward and omitted in this paper. However, when a causal intervention
is performed in M, the set Ch changes given that the entailment �c is affected,
which impacts the chyp Definition 1.

Interventions
Now, let us suppose that we provide M to a person (user) as a graphical tool for
reflecting about her/his health regarding prediabetes. We can assume also that
the person is interested on creating new future scenarios, for example she/he
asks her/himself: “what if I do more physical exercise?”, then such intervention
in phyact impacts the causal model as is presented in Fig. 2.
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Fig. 2. Interventions in variables phycat and dis.

As we can see in Fig. 2, some variables such as smoking, alcohol and
famhisdm are “removed” from the model given the intervention. Such change
affects the generation of chyps and what can be derived from a CAF. Let us
complement this example presenting how our framework deals with new infor-
mation that has not enough evidence to justify causality, but health care pro-
fessionals have hypotheses that it is related to prediabetes. Let us assume that
we add information about a physical disability (dis) as variable linked to BMI
(see Fig. 2 variable dis). In this new scenario, a clear incompatibility is formed
between phyact and dis, which leads to the following set of chyps:

Ch
′
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chyp1 = 〈�, phyact, Pphyact〉
chyp5 = 〈{uphyact �c bmi}, bmi, Pbmi〉

chyp6 = 〈{uphyact ∧ ubmi �c ucholesterol}, cholesterol, Pcholesterol〉
chyp8 = 〈{uphyact �c Idl}, Idl, PIdl〉

chyp10 = 〈{uwaist ∧ uBMI ∧ uIdl ∧ usmoking ∧ uSBP �c prediabet},
prediabet, Pprediabet〉

chyp11 = 〈�, dis, Pdis〉
chyp12 = 〈{udis �c bmi}, bmi, Pbmi〉
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In this example, although simple but informative, we can see that when
SEM() is applied to the CAF formed by Ch

′
and →= {att(chyp1, chyp11)} we

will have at least two alternatives (in the case of using a credulous SEM) that
are causal and deductively consistent.

5 Discussion and Related Work

Interventions in causal models is active research topic in artificial intelligence
considering their potential to generate scenarios. In those manipulations, it is
expected a high level of uncertainty due the lack of complete information. In
general, the conditional probability of a counterfactual sentence “If it were A
then B”, given evidence e, can be computed in three steps [21]: 1) Abduction:
update P (u) by the evidence e, to obtain P (u|e). 2) Action: modify M by the
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action do(A), where A is the antecedent of the counterfactual, to obtain the
submodel MA. And 3) Deduction: use the updated probability P (u|e) in con-
junction with MA to compute the probability of the counterfactual consequence
B. In this paper, we confine our attention to the third step to build consistent
scenarios of counterfactuals. We propose a characterization of one particular
type of interventions, however other types of such manipulations are well-known
(see [20,24]), which are part of our future work. In the formal argumentation
theory, the generation of consistent scenarios from argument-based structures
is a “natural” procedure, and a number of theoretical and practical approaches
have been proposed (see [10] among many others). Probabilistic argument-based
approaches, i.e. the use of a probabilistic distribution linked to individual argu-
ments or other parts of an argumentation framework, has a well-known and solid
foundations (see for example [6,13]). Despite all these efforts, the investigation
of interventions in argumentation frameworks has been disregarded. Recently,
causal analysis based on directed graphs has been revisited in [17], however
changes in the probability distribution due to causal manipulations was not
considered. In fact, it seems that changes in the underlying probabilistic distri-
bution is not accounted in the argumentation literature. On the other hand, we
depart from acknowledging distribution changes, and how those modifications
impact in the argumentation framework (see Proposition 4 and Proposition 3).
A novel contribution of our proposal is the analysis of sequential interventions
(Proposition 5), which is captured by our framework. Interestingly, is that time
sequential interventions, i.e. time varying treatments scenarios (see [4]) can be
also described using our framework. We believe that this is key for real-world
applications, being part of our future work.

5.1 Causality and Probability in Argumentation Theory

When the underlying causal model fulfills a Markov condition in a pre-
intervention situation, the treatment of probabilities follows syntactically a con-
stellation approach [14], where P is used to generate a probability distribution
over full CAF graph. However, during an intervention as we saw such distri-
bution changes. In this paper, we proposed a characterization of one particular
type of interventions, however other types of such manipulations are well-known,
which are part of our future work.

In non-intervened models, the probability distribution in our framework has
a causal interpretation, meaning that in chypa = 〈S, σ, Pσ′ 〉 there are causal
evidence Pσ′ to support that S causes σ. In this setting, the probability in
every chyp is semantically different to the main stream analysis of probability
distribution in the argumentation theory literature (see [13] as an example).
However, syntactically we can use the state-of-the-art to obtain new proper-
ties. For example, if we consider that in a pre-intervention of a CAF for each
att(chypa, chypb) ∈→, and if P (chypa) > 0.5, then P (chypb) ≤ 0.5. There-
fore, we can propose what could be causally rational, extending constellation
approaches of probabilistic argumentation:
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Proposition 7 (Causal probability of CAF under intervention). Let
P (v1, . . . , x, . . . , vl) be a probability distribution from a Markovian model M ,
linked to causal argumentation framework CAF = (Ch,→,P). During an inter-
vention of a variable X, the probability distribution of CAFx is rational.

Proposition 7 says that if the probability distribution in a CAF is rational, i.e.
P = 1, then, in an intervention such as CAFx, then the rationality is preserved,
and every chyp will have a rational causal probabilistic level, for example:

– P (chypx) = 0 represents that S does not cause σ with certainty.
– P (chypx) < 0.5 represents that S does not cause σ to some degree.
– P (chypx) = 0.5 represents that S does not cause σ, neither S causes σ.
– P (chypx) > 0.5 represents that S causes σ to some degree.
– P (chypx) = 1 represents that S causes σ with certainty.

This treatment of causality can be used for defining a defeat relationship in
pre-intervention that is straightforward, and we refer to the reader to general
probabilistic approaches on argumentation theory (see for example [13]).

We can extend the same analysis of causal probability to sets of causal
hypotheses, for example considering G ⊆ Ch in a CAFx = (Ch,→,P), when
P (G) = 1 we say that doing x, a variable y ∈ G is certainly caused by such
intervention.

Proposition 8. In a pre-intervention CAF we have that
∑

G�CAFP (G) = 1.

Similarly, we can analyze the case of an intervention:

Proposition 9. During an intervention to a causal argumentation framework
CAFx, the total probability distribution is

∑

G′ �CAFxP (G′ ) ≤ 1.

6 Conclusion

Our framework takes as input : structural equations from a causal model, a set of
variables that it is known may conflict during an intervention (potential attacks),
and one or several specific variables to intervene. Then, our framework gener-
ates as output consistent and causal sets of argument-based structures that we
call chyps. We use sets of chyps to define consistent and causal scenarios. Our
contributions are aligned to the probabilistic formal argumentation literature,
specifically those approaches considering causal models as underlying representa-
tions. We propose novel mechanisms describing the nature of causal interventions
and their impact on argumentation frameworks. We believe that theoretical and
empirical work on interventions in the formal argumentation field is important
and under development. We report in this paper the ongoing work on the imple-
mentation of our theoretical framework, and we present an initial prototype
design that will be tested using a real-world scenario in the Northern Sweden.
We reported a system to implement our framework. The design of this tool con-
siders interventions as direct manipulations of variables from a user interface.
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Naturally, the user interface representation (the star in Fig. 3) is an oversimplifi-
cation of the underlying causal model. In [15], it is presented the methodology to
select representative variables that a user may consider relevant. For the imple-
mentation of STAR-C platform, we take advantage of the Tweety argumentation
library [23], and we used a causal reasoning library DoWhy [1] to obtain proba-
bility distributions. Our current work is the design of graphical representations
to provide intuitive reading to sets of chyps (see Fig. 3).

Fig. 3. Proposed user interface to capture interventions directly from users, where
a dragging movement of a value in a variable (peaks in the star) starts our causal-
argumentation framework process. Part of the STAR-C project in Sweden

Our future work will be focused on three aspects: 1) the fulfillment of abstract
axioms from deductive systems [2,9] and causal inference [7]; and 2) the explo-
ration of sequential and time-related interventions considering probabilistic argu-
mentation frameworks.
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Abstract. The aging of the worldwide population has led to a growing preva-
lence of vascular diseases, negatively impacting national healthcare systems and
patients. The application of information technologies in the health sector has the
potential to allow the remote monitoring of patients and the personalization of
healthcare. This work proposes the architecture for a remote monitoring plat-
form that supports the self-management of vascular diseases in the context of the
Inno4Health project, with the goal of stimulating the innovation in the continuous
monitoring of the patients’ health. The platform aims to support health profes-
sionals and patients with vascular diseases through the continuous monitoring of
their health condition and presentation of monitoring reports. Self-management
tools will be provided to patients through the presentation of personalized recom-
mendations adapted to their current health condition. By doing so, we believe it
will be possible to improve the patients’ self-management of their disease as well
as decrease the risk of disease-related complications.

Keywords: mHealth · Personalized healthcare · Vascular diseases · Remote
monitoring

1 Introduction

As the worldwide population ages at an unprecedented rate, there is a growing preva-
lence of vascular diseases [1, 2], such as Intermittent Claudication, Venous Ulcers and
Diabetic Foot Ulcers. Intermittent Claudication is a debilitating condition with higher
prevalence in patientswith ages above 60 years old [3]. VenousUlcers are the last stage of
Chronic Venous Disease and are often underdiagnosed [2], being more frequent among
women and affecting more than 23% of the adult population [4]. Diabetic Foot Ulcers
are themost frequent complications of diabetes, with around 25% of the diabetic patients
developing this condition with disease’s progression [5]. These diseases can negatively
impact the quality of life, and due to their severity, they involve frequent monitoring
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by the physicians and regular hospitalizations [6, 7], causing an impact not only on
the national healthcare systems but also for patients who may not be able to afford the
costs of the treatments. Several studies have shown that the continuous monitoring of
patients with these pathologies results in an improvement of their clinical condition [6,
8, 9], being imperative the development of intelligent solutions that allow the remote
monitoring of patients with vascular diseases.

Although the application of information technologies in the health sector has resulted
in innovative solutions for the remote monitoring and the personalization of healthcare,
these are still rarely applied towards the healthcare of patientswith vascular diseases [10].
Recent studies have sought the personalization of the patients with vascular diseases’
healthcare [11–13]. A smartphone application was developed by the authors in [11] to
remotely track the progression of the patient’s peripheral arterial disease as well as to
monitor the daily activity of the patient, such as physical therapyperformedormedication
taken. A smartwatch-based service for the monitoring of patients with peripheral arterial
disease, WalkCoach, was proposed in [12]. The service intends to assist patients in their
home exercise therapy and is composed by a smartwatch and a mobile application.
The smartwatch monitors the patient’s activity, such as the physical exercise performed
during the day, and the mobile application provides information about the patient’s
daily progress as well as the exercise program assigned. The mobile application also
allows the patient the control over parameters such as the start and end times of the
exercise including its duration. The authors in [13] proposed a smartphone application,
YORwalK, to promote the exercise in patients with peripheral arterial disease. The
application has as main features the presentation of the patient’s daily activity, such
as the number of steps walked, the six-minute walking test, an exercise that has the
duration of six minutes and helps the application to determine the pain free walking
distance, and the presentation of weekly and monthly reports regarding the patient’s
progress and current status. Overall, the proposed solutions focus mainly on monitoring
the patient’s daily activity and on the presentation of physical exercises to be performed,
lacking functionalities concerning the self-management of the disease. Additionally,
the solutions did not present interfaces aimed to support the physician in the clinical
decision-making.

Related works in the topic of remote monitoring through non-invasive sensors and
personalization of care have resulted in high quality solutions. The authors in [14] present
a solution to support the elderly community in their home environment through remote
monitoring. The solution, UserAccess, is an evolution of a previous platform named
iGenda, that provides intelligent event management and consists of a platform that
receives events from its users and schedules them according to information such as
their importance. The aim of the UserAccess is to deliver information concerning the
care receivers to caregivers. UserAccess collects data throughout the day using several
body and home sensors, as well as mobile devices, and provides it to the care receiver.
The information can be medical oriented, for formal caregivers, or notifications regard-
ing the receiver’s status and warnings from the home sensors, for informal caregivers.
UserAccess also uses the iGenda platform in order to schedule events, such as medical
appointments. In [15] it is presented a platform that uses a wearable sensor, an Emo-
tional Smart Wristband, to detect the current emotional status of the user. This solution
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is integrated in the iGenda platform, and is capable of scheduling events, such as tasks to
be performed, according to the user’s current emotional status. The article [16] presents
PHAROS, a system that promotes the active ageing of elderly people through the sug-
gestion and monitoring of physical activities to perform in their homes. The solution is
composed by a social robot that processes visual input in order to identify the exercise
being performed as well as the user’s performance, and a recommendation system that
analyses the collected data during the physical activity and suggests exercise programs
adequate to the user’s performance. The authors in [17] present a personal assistant,
ME3CA, that provides personalized exercise programs for elderly people at home. In
order to collect the data regarding the user, the proposed system has several wearable sen-
sors, that collect different physiological signals, as well as environmental sensors. The
system has a set of decision-making algorithms that are able to measure the emotional
state of the user and their performance during the activity to improve future recommen-
dations. From a general standpoint, the solutions presented in the literature have a high
level of quality and are able to support the users by remotely monitoring their home envi-
ronment. However, the majority are specifically designed for the care of elderly people
at home and are not able to assist and monitor them in exterior settings. Furthermore,
if the user has a medical condition, such as a vascular disease, the proposed solutions
do not provide specific support to it, such as tools for the disease’s self-management,
monitor of disease-related parameters, prediction of disease-related risk, among others.

The main goal of the Inno4Health1 project is to stimulate the innovation in the con-
tinuous monitoring of health and fitness conditions in healthcare and in sports settings.
In sports settings, the developed technology will be used to continuously assess the ath-
letes’ fitness and health in order to provide information to coaches and athletes and to
help them optimize their performance during competitions. In healthcare settings, the
continuous monitoring of the health of patients will provide information to both patients
and physicians regarding the ability to prevent, to prepare or to recover from invasive
medical interventions. In order to accomplish the proposed goal, the Inno4Health project
will create innovative wearable monitoring sensors, that will allow the continuous moni-
toring of patients and athletes, and artificial intelligence techniques will be used in order
to develop a set of algorithms for the assessment of the athletes’ and patients’ health
and fitness conditions. Mobile applications and dashboards will also be developed in
order to display the generated insights and other information to patients, physicians,
athletes, and coaches. The Inno4Health project is composed by a consortium of several
industrial leaders in health and sports domains, security, privacy, as well as academic,
clinical and sports partners from seven countries, including Portugal. The Portuguese
use case is focused on the healthcare, more specifically on the vascular diseases’ domain.
To accomplish this use case, the Portuguese consortium will develop a set of intelligent
services that enable the remote monitoring and smart coaching of patients with vascular
diseases. Innovative non-invasivewearable sensorswill be developed in order to continu-
ouslymonitor the patients’ health and several intelligent algorithmswill be implemented
with the aim of generating meaningful insights that will support both patients and health
professionals.

1 Web page of the project: https://inno4health.eu/.

https://inno4health.eu/


168 A. Vieira et al.

This paper proposes an architecture for a remote monitoring platform to support
the self-management of vascular diseases, such as Intermittent Claudication, Venous
Ulcers, and Diabetic Foot. The platform differs from related systems proposed in the
literature by providing personalized support to patients with vascular diseases and their
health professionals through the continuous monitoring at home as well as in external
environments. The platform will be developed in the context of the Portuguese use case
of the Inno4Health project and aims to remotely monitor the patient’s health condition
throughout their daily life using non-invasive wearable sensors. It is also intended to
provide patients self-management tools through the presentation of personalized rec-
ommendations about behaviors to adopt and tasks to perform, as well as provide their
treating physicians monitoring reports and assistance in the decision-making, through
the prediction of the risk of disease-related complications, among others.

The remainder of the paper is structured as follows. Section 2 presents the proposed
architecture for the remote monitoring platform, Sect. 3 explores possible perspectives
of artificial intelligence techniques to be implemented in the solution, and in the last
section, Sect. 4, conclusions are taken and future work to be performed is presented.

2 Proposed Architecture

The growing prevalence of vascular diseases is negatively impacting both patients and
healthcare providers. These diseases can lead to a mobility loss [18, 19] and, due to
their severity, require frequent follow-ups and regular hospitalizations. The extensive
monitoring of the patient’s health condition is typically only performed in healthcare
settings, being difficult to monitor the patient’s condition outside of them. The need of
constant monitoring of patients with vascular diseases has led to a growing burden not
only on the national healthcare systems but also on patients who may not be able to
afford the treatments.

In order to address the current challenges and burdens in the healthcare of patients
with vascular diseases we propose an architecture of a remote monitoring platform. The
continuous monitoring of the patient will be performed through innovative non-invasive
wearable sensors. This platform intends to generate meaningful insights regarding the
patient’s health condition, which in turn will be used to assist both patients and health
professionals. Patients will be supported in the self-management of their disease through
the presentation of personalized recommendations regarding their current health condi-
tion and behaviors to adopt in order to improve it. Health professionals will be presented
monitoring reports concerning the patient’s health condition and will be given assistance
in the clinical decision-making.
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Figure 1 presents the proposed architecture for the platform. The main users of the
platform will be the Patient, who will wear the monitoring sensors and will provide
clinical data through the interaction with the mobile application, and the Health Profes-
sional,whowill have access to the patient’s health condition and insights generated by the
platform and will be assisted in the clinical decision-making through a web application.

Fig. 1. Proposed architecture.

Monitoring Sensors will be used to monitor the patient’s health condition throughout
the day. Since the platform will comprise the monitoring of three types of vascular
diseases (intermittent claudication, venous ulcers, and diabetic foot ulcers), two types
of wearable monitoring sensors will be used in the platform. An insole sensor and a
patch will be used by patients in order to monitor variables such as the walking distance,
speed, heart rate, among others. The sensors will then connect to the patient’s mobile
application to transfer the collected data.
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The patient will interact with the platform through a mobile application. This appli-
cation will be used to obtain the clinical data collected through the monitoring sensors
and will present insights about the patient’s current health condition and personalized
recommendations about activities to perform and behaviors that the patient needs to
adopt to improve their health. Figure 2 presents an example of two interfaces of the
patient’s mobile application.

Fig. 2. Example of the mobile application’s interfaces

A Web Application will be provided to health professionals, in order to allow the
visualization of the patient’s health condition and to support the professional in the clin-
ical decision making. Examples of the support in the clinical decision-making are the
prediction of the patient’s readiness for surgery, possible reactions to medical interven-
tions, the recommendation of medication to prescribe to the patient, and the presentation
of the current condition of the patient. Figure 3 presents an example of an interface for
the presentation of the monitoring reports.
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Fig. 3. Example of an interface for visualization of patient-related data

The web application will also be used by the health professional to insert knowledge
regarding the rules that will be used to generate personalized recommendations that will
be presented to the patients, clinical guidelines used in the treatment of patients, as well
as data on the patient’s health condition progression. Figure 4 presents an example of
an interface for the definition of a new rule in the web application.

Fig. 4. Example of an interface of the Web Application

The Web API is the main component of the proposed architecture, being composed
by the Services and Security Layer, Coaching Framework, andUserMonitoring andData
Processing. The Services and Security Layer will serve as a gateway between the Web
API and external services, such as mobile and web applications. This layer will expose
a set of services to acquire the patient’s clinical data, information inserted by the health
professional and provide the generated insights regarding the patient’s health condition
and personalized recommendations. Since health-related data is sensitive data, this layer
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will also contain a security component that will ensure the integrity, security, and privacy
of all data. The Coaching Framework will provide a set of intelligent services for the
smart coaching of patients. Through the Services and Security Layer, the framework
receives data which will be used to generate personalized recommendations adequate to
the patient’s health condition. To do so, the framework will have a Rule-Based System.
The rules available in the framework will be based on clinical guidelines defined by the
health professionals and will specify the conditions associated to the clinical data that
will be used to identify possible recommendations to present to the user. The gener-
ated recommendations will be sent to the Services and Security Layer and will be then
presented to the patient through the mobile application. The User Monitoring and Data
Processing component will gather all patient-related data collected through the monitor-
ing sensors and will use a set of artificial intelligence techniques to process it in order
to generate meaningful insights regarding the patient’s health condition. The generated
insights will be used to assist the health professional in the clinical decision-making.

The Data Storage will contain the information concerning the patient, such as the
clinical data obtained through the monitoring sensors and interactions with the platform.
It will also contain all the knowledge used in the data processing, such as guidelines used
in the generation of personalized recommendations and knowledge inserted by health
professionals.

3 Possible Perspectives

As the Inno4Health project is at an early phase of execution, the proposed platform’s
components have not yet been developed. Therefore, in this section possible artificial
intelligence techniques to be employed in the data processing components of the archi-
tecture, such as the Coaching Framework and the User Monitoring and Data Processing,
proposed in the Fig. 1 will be explored.

For the Coaching Framework, as mentioned above, a Rule-Based System will be
implemented with the aim of generating personalized recommendations adequate to
the patient’s current health condition. The Rule-Based System will be developed using
JBoss Drools, an open-source rule engine framework. This framework presents many
advantages, such as intuitive language, that non-developers such as health professionals
can easily understand, easy integration with web services [20]. The framework is easily
scalable, in the sense that it is possible to add new rules without changing the rules
previously added. The rules used by the system will use as a base knowledge inserted
by the health professionals in the Web Application component of the platform as well
as previously defined clinical guidelines used in the treatment of patients with vascular
diseases. Figure 5 presents an example of a rule in the Drools format that will be used
in the generation of personalized recommendations.
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Fig. 5. Rule example

However, if the patient does not present sufficient data (in cases where the patient is
still new to the platform) the system will not be able to accurately generate recommen-
dations. In order to address this issue, it will be necessary to employ another technique in
the Coaching Framework. Case-Based Reasoning (CBR) can be used to address the issue
of missing data, since it can be used to identify possible recommendations to present to
the patient based on their similarity to other patients. Health professionals will validate
the recommendations generated by CBR in order to ensure the presentation of adequate
recommendations to the patient. Reinforcement Learning will also be implemented in
this component in order to improve the accuracy of the generated recommendations.
For that, the patient’s feedback regarding each of the presented recommendations will
be considered. This will allow the system to understand which recommendations the
patient thought that were useful and that helped to improve their motivation to adopt
healthy behaviors.

For the User Monitoring and Data Processing component of the remote monitoring
platform, artificial intelligence techniques will be implemented in order to generate
insights concerning the patient’s health condition. The implementation of classification
techniques, such as Decision Trees or Naïve Bayes, and clustering techniques, such
as K-Means, may provide important information about the diagnostic of the patient’s
current health condition and the prediction of the risk of disease-related complications
and possible reactions to medical interventions. With a comprehensive understanding
of the health condition and the prediction of risks associated to the disease it will be
possible to provide strong insights regarding the patient’s health condition to the health
professional.

For the representation of patient-related data used and knowledge generated by both
Coaching Framework andUserMonitoring andData Processing components, ontologies
will be used. This technique allows the creation of a knowledge base with facts about
the patient and as mentioned in [21], one of the main advantages of this technique is
that it allows the management of a substantial number of clinical guidelines. Therefore,
ontologieswill be implemented in the platformwith the aimof creating a knowledge base
that comprises patient-related data, knowledge used and generated in the data processing
components, as well as clinical guidelines that will be used to assess the patient’s health.
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4 Conclusions and Future Work

The growing prevalence of vascular diseases in the worldwide population and their
severity has led to an overload of the national healthcare systems, as well as an economic
burden of the patients. The development of innovative technological solutions for the
remote monitoring and self-management of the disease is essential to address the current
challenges in the healthcare of patients with vascular diseases.

In thiswork it is presented an architecture for a remotemonitoring platform to support
the self-management of vascular diseases to be developed in the context of the Portuguese
use case of the Inno4Health. The Portuguese use case aims to stimulate the innovation in
the continuous monitoring in health settings by developing a set of intelligent services
that enable the remote monitoring and smart coaching of patients with vascular diseases.
By using non-invasive monitoring sensors, the proposed platform will continuously
monitor the patient’s health condition throughout their daily life and will allow the
self-management of the disease through the presentation of information regarding their
diseases, among personalized recommendations concerning healthy lifestyle behaviors
to adopt and activities to perform. The platform will also support the health professional
in the clinical decision-making through the display of meaningful insights generated
during the processing of the patient-related data, such as the patient’s current condition,
prediction of possible reactions to medical interventions, among others.

As future work we intend to develop the Coaching Framework component of the
proposed platform. Specifically, we intend to implement the Rule-Based System in order
to generate personalized recommendations based on the patient’s health. In order to
improve the accuracy of the generated recommendations, Case-Based Reasoning and
Reinforcement Learning will also be implemented. The generated recommendations
will be posteriorly validated by the health professionals to ensure the adequacy of the
recommendations.
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Abstract. Forecasting is of an immense importance in energy markets, it aims
to build accurate forecasting models to inspect future scenarios. It can also be
used to monitor energy profiles to detect faults and other security concerns. Many
tools and services have been introduced to automate the forecasting process. How-
ever, the ‘ideal’ tool highly depends on how much it perfectly fulfills the desired
behavior in the targeted application. In this paper, we introduce a configurable
energy forecasting tool, which extends a set of machine learning models to pro-
vide dynamic energy forecasting services. The developed tool aims mainly to
predict energy generation/consumption, build forecasting models, compare pre-
dictions, and fine-tune prediction models. Then, we utilize this tool to conduct
two case studies. The first aims to compare the performance of different predic-
tion models in residential and office buildings, using multiple experiments with
variations of input fields. The second one investigates the role of the energy fore-
casting tool to raise awareness regarding security incidents in a shop floor. Results
from both case studies emphasized the prospective role of the developed tool in
energy forecasting and security awareness.

Keywords: Energy forecasting · Security awareness · Machine learning ·
Forecasting models · Energy forecasting tools

1 Introduction

Energy forecasting is crucial in the context of energymarkets. Inspecting energy patterns
leads to wiser decisions for better balance between consumption and generation values.
In this context, there is always a need to have reliablemodels to forecast energy demands.
Such models have immense implications in energy monitoring, planning, operation and
optimization of buildings and utilities. Normally, forecasting models are primarily used
for analyzing the energy consumption and providing future scenarios. However, they can
also be utilized to monitor building systems to detect faults over time, and to facilitate
the integration of clean energy sources. On the other hand, literature incorporates a wide
range of research and studies covering energy forecasting in various contexts. Most
of which seeks to compare various forecasting models in different application fields,
circumstances, and data sets, with the aim to reach the most accurate model for the
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given case. Likewise, energy-related forecasting tools and services have been developed
to automate the forecasting process, some of them are free and open-source, while the
majority is paid and used in private conditions. In this context, there is always a necessity
to perform energy forecasting services for multiple purposes.While there is no ideal tool
for energy forecasting, the case highly depends on how much the tool fulfills the desired
behavior in the targeted application.

In this paper, we introduce a customized tool to support dynamic energy forecasting
services. In the following Sect. 2 we present a state of the art of related research works. In
Sect. 3, we describe our developed tool and its specifications. To check the prospective
roles of the developed tool, we describe two undertaken case-studies in Sects. 4 and 5.
Then, we finalize with a conclusion in Sect. 6.

2 State of the Art

Energy forecasting can be categorized according to time horizons into short-term,
medium-term, and long-term predictions. It usually utilizes the most common input
fields of weather data, time contextual data, and preceding power values [1]. On the
other hand, artificial intelligence (AI) and machine learning (ML) techniques have been
adapted to forecast energy for over three decades [2], primarily supervised machine
learning and artificial neural networks (ANN) [3, 4].

Authors of Deb et al. [5] analyzed nine ML techniques for energy forecasting. They
observed that each technique possesses a set of advantages and disadvantages. Another
study by Ahmad et al. [6] proposed four supervised ML models for utilities and build-
ings energy forecasting. They considered short and long-term horizons and estimated
the forecasting accuracy. Furthermore, the application of ANNs for forecasting energy
use/demand has been analyzed [7]. Results indicated that most applications were applied
to commercial buildings using hourly data. A case study by Vinagre et al. [8] revealed
better accuracy of Support Vector Machines for energy consumption forecasting over
ANN. Regression tools were also evaluated in the context of urban area load forecasting
[9]. As a result, Random Forest provided better short-term predictions while k-Nearest
Neighbor was better for long-term predictions.

Furthermore, ensemble learning [10] is a common approach that combines indepen-
dent base “weak” models. Authors of Pirbazari et al. [11] propose an ensemble energy
prediction approach for household communities. The approach performs multi-hour
ahead load/generation forecasting using three input factors: time, meteorological, and
consumption records. Furthermore, authors in Pinto et al. [12] utilize three ensemble
methods (Gradient Boosted Regression, Random Forests and Adaboost) for an hour-
ahead forecast of the electricity consumption of an office building. They also compared
their results to fuzzy rule-based models and SVM [13]. The outputs exposed relatively
close results with superiority of the ensemble models.

Apart from forecasting models, energy monitoring has been used to increase secu-
rity. Silva et al. [14] discover the usage of power consumption and energy monitoring to
identify security risks for buildings. The authors propose a system that generate alarms
whenever abnormal energy consumption values are detected within a given context. On
the other hand, different tools for energy planning and forecasting have been introduced.
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According to a study of energy-related forecasting tools and services [15], most services
are private and not freely available. Another study reviewed 68 computer tools for renew-
able energy systems [16]. Authors found that the ‘ideal’ energy tool is dependent on the
targeted objectives. Further studies presented tools for energy prediction presenting key
attributes for each model [17, 18]. However, although most forecasting tools are not
freely accessible, widely used free solutions are also available. LEAP, the Low Emis-
sions Analysis Platform (originally, Long-range Energy Alternatives Planning) [19], is
an integrated software to track energy consumption developed at the Stockholm Envi-
ronment Institute [20]. It has been widely used for energy planning and forecasting
[21–23]. OSeMOSYS (Open Source Energy Modeling System) [24] and Temoa (Tools
for Energy Model Optimization and Analysis) [25] are also other free and open source
systems for energy planning and forecasting.

To conclude, it is explicit, to a large extent, that there is no optimal model or tool for
energy forecasting. The best tool largely depends on how much it perfectly fulfills the
desired behavior and fits the case of the targeted application.

3 Energy Forecasting Tool

3.1 Overview

We developed an energy forecasting tool that extends a set of ML models to provide
dynamic services. It aims mainly to predict energy generation/consumption, build fore-
casting models, compare predictions, and fine-tune prediction models. This tool deals
with hourly consumption, contextual data, such as day of week and season, and weather
data (see Table 1). It is worth mentioning that the contextual fields are not subject to
a specific timestamp. They are being handled as independent numbers indicating the
current time parts when the consumption/generation value is registered.

Table 1. Fields of historical input data sets for the energy forecasting tool.

Field Type Description

hour Contextual The hour of the day (values: 0–23)

day_w Contextual The day of the week (values: 1–7)

day_m Contextual The day of the month (values: 1–31)

month Contextual The month of the year (values: 1–12)

year Contextual The year

temp Weather The temperature value

prev_val_n Previous value The nth preceding registered value

consumption/generation Targeted attribute The actual registered value

Figure 1 presents a sample of a historical energy consumption data set. However, the
tool is totally configurable to let the user decide the types of fields to be considered.
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Fig. 1. A sample of a historical energy consumption dataset.

In general, the developed tool aims to forecast energy consumption or generation for
short andmedium-termhorizons.Nevertheless, future prediction is not the only objective
of this tool, further advanced tasks such as model training and tuning might introduce
additional outputs and give the user an additional flexibility in optimizingmodels results.

3.2 Specifications and Implementation

The tool uses the combinations of five forecasting models, two model validation
techniques, and a variety of provided services. Furthermore, the tool brings into use
sophisticated interfaces to control and adjust prediction configurations as needed.

Prediction Models. The energy forecasting tool utilizes five supervised machine learn-
ingmodels/estimators. Such estimators investigate the underlying link between the inde-
pendent fields (contextual, weather, and previous values), and the dependent target field
(consumption or generation). Used models include three ensemble learning methods:
Adaboost.R2 (Ada.) [26], Random Forest Regressor (RF) [27], and Gradient Boosting
Regressor (GBR) [28]. In addition to Support Vector Regression (SVR) [29] and Lin-
ear Regression (LR) [30]. However, the tool provides rich forms to adjust the multiple
parameters of each estimator. Figure 2 displays the control over configurations of 3
prediction models.

Fig. 2. An example of configurating 3 prediction models used in model training.

Model Validation. An essential part of the prediction mechanism, the tool maintains
validation mechanisms to (a) evaluate the estimator performance, (b) estimate the accu-
racy of the resulted predictions, and (c) compare predictions of different models and
input data sets. The main validation approach is to randomly split the input data set into
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two sub-sets, one used to train themodel, and the other one used to test the trainedmodel.
In this context, our tool comes with the two common validation mechanisms: Train Test
Split and Cross Validation. The former performs only one train-test cycle, while the
later executes multiple train-test cycles and averages the results. Yet, configurations of
both methods can be controlled as needed (see Fig. 3). Nevertheless, the tool measures
two accuracy metrics: R2 score (Coefficient of Determination) [31], and Mean Absolute
Error (MAE) [32].

Fig. 3. Specifying the model validation mechanisms.

Tool Features. Services provided by this tool include, but are not limited to:

• Training: aims to build downloadable forecasting models to be used later for
forecasting energy consumption/generation.

• Prediction: aims to use trained models to make predictions for the future.
• Tuning: aims to tune forecasting models using combinations of hyperparameters.

Implementation. Technically speaking, the energy forecasting tool is a standaloneweb-
based application, provides its services using interactive graphical user interfaces. It is
built in Python/Django web framework [33] and scikit-learn library [34]. Furthermore,
some features are also provided remotely using Restful API services.

4 Case Study #1: Tuning Energy Forecasting

In this case study, we aim to investigate the prospective role of the proposed tool in com-
paring the performance of different prediction models. Besides, we seek to understand
how the variations of input data sets or input fields might positively/negatively influence
the accuracy of predictions.

Material and Methods. In this case study, we consider two different data sets, the
first one is gathered from the real monitoring of an office building in the campus of
ISEP/GECAD. The building is occupied in daily basis by approximately 30 people
every working day. The data sources provide the energy consumption of the mentioned
campus from different devices, electrical sockets, lighting, and HVAC, as well as other
measurements such as the temperature, luminosity, and humidity. Samples of these data
sets are available online at [35]. However, a data sample of about 3 months has been
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internally collected; and converted from 10-s time interval to an hourly base energy
consumption log. On the other hand, the second data set is much bigger and covers
approximately 6 years of energy consumption in a residential building in Porto. The
building is occupied by one family and provides only energy consumption in a 15-min
time interval. Likewise, values have been averaged to an hourly base, and then, merged
with temperature data of the exact location of the building retrieved from a weather API
by [36]. However, the obvious difference in data size and sources is deliberate in terms
of assessing transparently the forecasting models, as well as evaluating the effect of data
diversity on predictions. Finally, once pre-processed, both data sets were re-formatted
into MS Excel documents as per the template mentioned in Table 1.

We used the tuning module of our tool to performmultiple predictions as the follow-
ing: for each data set, we conducted 17 experiments, each of which covers a different
combination of input fields (see Table 2). Furthermore, for each experiment, we tuned
the five prediction models using multiple combinations of hyperparameters. Finally, we
cross validated the accuracy of each tuning process and registered the best averaged
prediction accuracy. We ended up with 85 energy forecasting instances for each data set
with a total of 170 different experiments.

Table 2. Tuning experiments, including the input fields considered for each experiment.

Experiment Pre-values number Contextual data Weather data

Exp1 0 day_m, month, hour, year, day_w temp

Exp2 1 day_m, month, hour, year, day_w temp

Exp3 3 day_m, month, hour, year, day_w temp

Exp4 10 day_m, month, hour, year, day_w temp

Exp5 3 day_m, month, hour, year, day_w n/a

Exp6 3 n/a temp

Exp7 3 n/a n/a

Exp8 0 day_m, month, hour, year, day_w n/a

Exp9 0 n/a temp

Exp10 0 day_m n/a

Exp11 0 Month n/a

Exp12 0 Hour n/a

Exp13 0 Year n/a

Exp14 0 day_w n/a

Exp15 0 hour, day_w n/a

Exp16 0 day_m, hour, day_w n/a

Exp17 0 day_m, month, hour, day_w n/a
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Results and Discussion. We present in Figs. 4 and 5 the detailed accuracy results (R2

score) for predictions of the office and residential data sets, respectively.
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Fig. 4. Prediction accuracy (R2) for each experiment (Exp) for the office building dataset.
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Fig. 5. Prediction accuracy (R2) for each experiment (Exp) for the residential building dataset.

Comparing the outcomes of the tuning process, results clearly show that the accuracy
of the office building predictions was, in general, much better than the accuracy of the
residential building. This might be due to the slightly consistent usage of energy appli-
ances in a heavily occupied office environment. Especially when compared to a limited
members’ family-based environment, where the absence of a family member could sig-
nificantly affect the energy usage. It is also obvious that predictions of both data sets
are usually higher when including all contextual data fields and/or the preceding values
(Exp1–8). While there is no significant impact of only weather data on our predictions
(Exp9). We can also conclude that the “hour” field has the most tangible effect among
contextual fields (Exp12), and the accuracy increases when appending more contextual
attributes (Exp14–17). As for the prediction models, results show slightly close accuracy
in the first 8 experiments, with some deficiency of Linear Regression model. However,
both data sets indicate that Adaboost, Random Forest and Gradient Boosting Regression
were able to provide the best results in almost all experiments. Eventually, GBR was
able to provide the most accurate predictions of both the office building (R2 ≈ 0.95 for
Exp8 & Exp17) and residential building (R2 ≈ 0.66 for Exp4).
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5 Case Study #2: Security Awareness

This case study investigates the role of energy forecasting to raise awareness regarding
security incidents. Here, our tool might act as an early warning mechanism to monitor
and protect physical and informational assets.

Material and Methods. The data set used is a livestream of the actual energy con-
sumption of 10 sensors/analyzers, installed and operate in different sections of a textile
industry shop floor in Porto. Analyzers are: Compressor, Jacquard Loom, Drawing,
Printing, Ratiér Loom, Cutting Division, Dyeing, Warehouse, Weaving and Commer-
cial Area analyzers. To secure a real time monitoring, analyzers’ data was provided via
an internal secure API and fed to the tool in a 5-min time interval. For each analyzer,
consumption records, when requested by the tool, are being instantly processed and
averaged to an hourly base and fit into the default input structure (Table 1). In this case
study, we consider all contextual fields with no weather or preceding values.

As we have a continues data streaming, we specify the historical time window of the
consumption data to be collected. We also provide the future contextual data samples
for the next period to be used for consumption prediction. Using a predefined prediction
model, collected data is being used to train themodel and predict the future consumption.
Nevertheless, obtained results demonstrate (a) the analyzer’s daily consumption profile,
as well as (b) the consumption predictions for this analyzer for the future period. For
the sake of this case study, we investigated two analyzers, theDrawing analyzer, and the
Cutting Division analyzer. For each analyzer, as we are dealing with day-ahead forecast,
we obtained the consumption values of the previous 3 months to calculate the analyzer’s
consumption profile and predict its consumption for the next 24 h.

Results and Discussion. The following Figs. 6 and 7 present the results for theDrawing
andCutting Division analyzers, respectively. Left charts represent the average consump-
tion daily profile, while right charts represent the consumption prediction for the next
24 h. Aswe could notice in each figure, the predictions of the next 24 h for both analyzers
are close to the analyzers’ profiles, in spite of the difference in prediction performance.
We could also notice the variation in consumption values between Drawing analyzer’s
profile and prediction, which explains the relatively low prediction accuracy of this ana-
lyzer (R2 ≈ 0.67). Such diversity might refer to unstable energy consumption of this
analyzer in comparison to the other one with consistent consumption and prediction
accuracy of R2 ≈ 0.88.

On the other hand, another key benefit of such results is to monitor the behavior of
each analyzer. To make sure it is consistent and matches both the consumption profile
and the prediction. With that said, an abnormal actual consumption behavior that does
not match the prediction results/profile should give an alert. Which aims to check the
deficiency cause and effects in the area where the analyzer is installed. An abnormal
consumption in this scenario could be for example a high level of consumption in the
night period. As we can see in both studied sections, the consumption profile between
mid-night and 6 AM is very low. Thus, a spike in consumption in this period could be
a reason to trigger an alert. While, a sudden and unexpected drop of the consumption
during the daily hours could mean a problem in the looms or other machines of the shop-
floor. The detection of the abnormal behaviors is now under investigation as machine
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Fig. 6. Daily consumption profile (left chart) and next 24 h prediction results (right chart) for the
Drawing analyzer, prediction accuracy R2 ≈ 0.67.

Fig. 7. Daily consumption profile (left chart) and next 24 h prediction results (right chart) for the
Cutting Division analyzer, prediction accuracy R2 ≈ 0.88.

learning models will be included for that. However, despite the installation of our tool in
this shop floor environment is still being investigated, we were able to obtain promising
results. Especially while integrating the tool with monitoring and security systems to
produce automatic alerts.

6 Conclusion

In this paper, we introduced a configurable energy forecasting tool that extends com-
mon ML models to provide dynamic energy forecasting services. Features provided by
this tool varies from energy model training, tuning, and predictions, to other security
monitoring services such as energy profile predictions. Furthermore, we evaluated the
role of the developed tool in two distinct case studies, one aims to compare and find
accurate forecasting models, and another one acts as an early warning mechanism to
protect organization assets. The developed tool was able to serve our requirements in
different circumstances and can be reused and extended for other similar scenarios.

However, despite there is no ideal tool for energy forecasting, the development
should continue to automate the forecasting process. Since there is a definite set of
forecasting models with known input parameters and evaluation mechanisms, future
works might focus on providing tools that combine as many of the prediction models.
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Furthermore, the performance of such tools might be a challenging task, especially for
complex models and huge historical data sets. Consequently, further research could be
carried on investigating the implementation of big data and distributed environments
based tools for dynamic energy forecasting.
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Abstract. In future energy systems, decentralized control will require
delegation of liabilities to small energy resources. Distributed energy
scheduling constitutes a complex multi-level optimization task regard-
ing the underlying high-dimensional, multi-modal and nonlinear prob-
lem structure. The multi-level issue as well as the requirement for model
independent algorithm design are substantially supported by appropriate
machine learning flexibility models. Generating training sets by digital
twins works well for single energy units. Combining training sets from
individually modeled energy units, on the other hand, results in folded
distributions with unfavorable properties for training. Nevertheless, this
happens to be a quite frequent use case, e.g. when an ensemble of dis-
tributed energy resources wants to harness the joint flexibility for some
control task. A fully decentralized agent-based algorithm is proposed
that samples from distributed twins maximizing coverage of flexibility
and simultaneously minimizing the discrepancy of the sample by using
Ripley’s K measure. Applicability and effectiveness are demonstrated by
several simulations using established models for energy unit simulation.

Keywords: Phase space sampling · Discrepancy · MAS · Scheduling

1 Introduction

For climate protection reasons, electrical energy supply in many countries is
currently undergoing fundamental changes. Large, fossil generation is gradually
replaced by (DERs). DERs are often based on renewables like wind and solar
energy or characterized by efficient usage of resources, e.g. in the co-generation
case. The paradigm shift from few centralized plants to a numerous DERs is
challenging due to integration into existing electricity markets, because DERs
are usually owned and operated by independent stakeholders. The often rather
low flexibility potential of a single DER does not justify the transaction costs
c© Springer Nature Switzerland AG 2021
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for direct integration into energy markets. A well-known approach to tackle this
problem is the concept of (VPPs) [26]. The basic idea is to aggregate a multitude
of small DERs to a jointly controlled entity, which is large enough to partici-
pate in energy markets. Besides distributed electricity generation, e.g. (CHP),
photovoltaic or wind power, VPPs can include controllable consumption such
as shiftable loads, heat pumps or air conditioning. Tapping the demand side
flexibility potential can compensate for the poorer planning ability of generation
suffering from uncertainty. In case of additional flexibility demand, VPPs can
be complemented by battery storages. A common use case in VPP control is
scheduling the operation of participating DERs for a day-ahead planning hori-
zon. This task is a variant of the unit commitment problem [11]. The goal is to
select an active power schedule for each energy unit – from an individual search
space of feasible schedules – such that some global objectives are met.

Agent-based approaches have developed into a relevant branch of research for
VPP control and are widely discussed [23]. Usually, with agent-based approaches
a software agent has to decide on a schedule for its corresponding energy resource
at some point. In doing so, it must take into account the individual technical
operational constraints because only feasible schedules may be considered in the
optimization. The individual constraints are based on the capabilities of the
unit, operation conditions (weather etc.) and cost restrictions, among others. To
allow for unit independent algorithm design and generic software agents that are
able to represent different types of DERs, a flexibility model is required which
abstracts from DER specific constraints. Independently of the type of DER, the
operational flexibility can be characterized by a set of feasible schedules, whereby
feasible means operable by the energy unit without violating any operational
constraints. In [3] a support vector based model has been introduced that builds
upon such a representation of flexibility as a set of feasible schedules. From a
methodological perspective, the concept presented in [3] realizes the abstraction
from the technical system in several steps: First, in a simulation based sampling
process, a set of example schedules is generated by a digital twin. These sched-
ules are interpreted as vectors in an high dimensional space. This allows for a
geometric interpretation of the units phase space and opens up the possibility
to learn the surface boundary which separates valid from invalid schedules by
means of Support Vector Data Description (SVDD). In [8] the support vector
based approach was extended by a decoder which allows for a mapping of infea-
sible schedules to neighboring feasible schedules and thus systematic generation
of feasible instances of the unit’s phase space without domain knowledge on the
(possible situational) operations of the controlled DER. Doing so, the decoder
takes over the constraint handling which enables the use of standard optimiza-
tion heuristics in the succeeding load planning phase.

In decentralized self-organized algorithms, typically each agent is responsible
for one single resource and locally decides on the best schedule for the own unit.
Newer use cases additionally demand the representation an ensemble of DERs
e.g. when a hotel, a small business, a school or a neighborhood with an ensemble
of co-generation, heat pump, solar power and controllable consumers wants to
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jointly participate. The same applies when thinking beyond the use case consid-
ered in this paper. E.g., for the provision of ancillary services for higher network
levels, it would be conceivable to represent the flexibility of an entire low-voltage
network by a single grid agent, as the aggregated grid flexibility is mostly made
up from the individual flexibilities of the grid connectees [28,29]. All cases have
in common that individual flexibilities have to be aggregated. Thereby a prob-
lem arises. Generating a single decoder for handling all constraints and feasible
operations is challenging due to statistical problems when combining training
sets from individually sampled flexibility models. Due to the convoluted densi-
ties only a very small portion of the feasible region (the dense region) is captured
by the machine learning process [5]. But, a combined training set is needed if one
wants to train a single decoder for an ensemble. In [5] the problem is bypassed
by treating the ensembles as individual sub-VPPs. In contrast, [6] and [7] pro-
pose an approach that attacks the problem already during the sampling phase
by taking the sampling as optimization problem with the aim of minimizing
the convolution. The latter approaches differ in the optimization method used.
While [7] uses Simulated Annealing, in [6] (CMA-ES) is applied.

So far, all solutions propose a centralized approach. This contribution pro-
poses a distributed algorithm for seamless integration into the likewise dis-
tributed control algorithm. We formulate the sampling as a distributed opti-
mization problem and use Ripley’s K function [10] for evaluating the quality of
the distribution of the combined sample schedules.

2 Distributed Sampling of Ensemble Flexibility

2.1 Flexibility Modeling

Flexibility modeling is the task of

Fig. 1. Density of different folded distribu-
tions of operable CHP power levels.

modeling constraints for DERs. Flex-
ibility denotes the sub vector space
of schedules that a DER might oper-
ate without violating any (technical or
economic) constraint. A schedule of a
DER is a vector x = (x0, . . . , xd) ∈
F ⊂ R

d with each element xi denoting
mean power generated (or consumed)
during the ith time interval. Popular
methods treat constraints as separate
objectives or penalties, leading to a
transformation into an unconstrained many-objective problem [17,30]. For opti-
mization in smart grid scenarios, black-box models capable of abstracting from
the intrinsic model are more useful [7]. As the number of constraints quickly
grows for ensembles, penalty approaches often fail. Penalties towing into dif-
ferent directions mutually hamper each other in finding feasible solutions. A
powerful, yet flexible way of constraint-handling is the use of a decoder that
systematically constructs feasible solutions [9]. A decoder imposes a relationship
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between a decoder solution and a feasible solution and gives instructions on how
to construct a feasible solution [9]. Modern decoder approaches are based on
machine learning and capture the feasible region from exemplary schedules gen-
erated by digital twins [8]. For generating a training set of as input for machine
learning decoders, [4] developed a method that samples the phase space of a sin-
gle DERs. Sometimes, a decoder is needed to cover the aggregated flexibility of
an ensemble consisting of individually operated energy units. A digital twin that
covers the joint operation of an ensemble is usually not available for sampling.

Randomly combining training sets of individual DER by adding up instances
from each training set to gain a training set for the joint behavior is not tar-
geted. An aggregated training set exhibits a density (of operable power levels)
that results from folding of the source distributions. Figure 1 shows an exam-
ple from [2]. Uniformly distributed values for levels of power fold up in case of
ensembles. The situation gets worse with growing number of resources. The more
individual training sets (and thus energy units in the ensemble) are folded, the
more leptokurtic the pdf gets. This leads to an aggregated training set that is
dense in the middle and sparse at the outskirts. Thus, instances from the outer
parts are neglected as outliers when trying to learn a model. Large portions of
the flexibility are not incorporated. For this reason, we designed an agent-based
approach that circumvents this folding problem.

2.2 Sampling as Distributed Optimization Problem

The goal is to find a sample X ∈ R
n×R

d of n joint schedules. Each row in matrix
X denotes a joint schedule with dimension d. The distributed sampling problem
can be reduced to a series of independent simpler problems: the repeated search
for the next instance of a joint schedule. We assume that a sample of 0 < m < n
instances already exist to which we want to add a new instance. For the goodness
of fit of the new instance into the already existing sample, we need a measure
of the discrepancy of the sample. The discrepancy of a set X = {x1, . . . ,xn}
measures how equidistributed X is. A general definition is given by [20]:

Dn(X) = sup
B∈∏s

i=1]a1,bi]=x∈Rs|ai≤xi<bi

∣
∣
∣
∣

A(B;P )
n

− λs(B)
∣
∣
∣
∣
, 0 ≤ ai < Bi ≤ 1 (1)

with s-dimensional Lebesgue measure λs and A(B;P ) counting the number of
points in P that fall into B. There exist several extension (e.g. the easier to
calculate L2 discrepancies [19]) to this general concept. A good overview can be
found in [1].

We chose to use Ripley’s K as statistical measure [10,27]. In general, Ripley’s
K is defined as K(r) = λ−1E, with E denoting the number of events (occurrence
of other schedule) within distance r and λ denoting the density (count per unit
area). Regarding points in Euclidean space the following estimator is often used:

K̂(r) = λ−1
∑

i

∑

i�=j

I(δij < r)
n

(2)
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for n data samples, I(δij < r) counting the number of data point within a
distance less than r within a circle around data point i; λ measures the average
density in n/A for the total area A. In our case A = 1, because all schedules are
scaled to be within the unit hypercube.

Within a homogeneous set in the plane, points are distributed such that
approximately the same number of points occurs in any circular region of a
given area. If the set lacks homogeneity, it may be spatially clustered at a certain
scale. Thus, K̂(r) is compared with the expected number of points λπr2. If the
number of measured points is larger than the expected one, clusters are present,
because the mean number of closer points is higher than expected. We want
to minimize such mismatch and avoid clustering of samples and minimize the
difference between expected and measured count of schedules. The latter is our
degree of freedom, because we may move schedules within the feasible phase
space in order to optimize the sample. For full homogeneity the integral over all
possible r would have to be taken into account. We approximate this integral by

K̃ =
∑

r∈R

∣
∣
∣K̂(r) − nAS(r)

∣
∣
∣ . (3)

The set R defines different distances {r1, . . . , rk} with 0 < ri < 1. A distance
larger than 1 does not make any sense as all joint schedules are scaled to the unit
hypercube. AS(r) denotes the volume of the hypersphere with radius r to cope
with arbitrary dimensions [24]: AS(r) = πd/2

Γ (π/2+1)r
n with Γ (x) = (x − 1)! [21].

With K̃ we have the objective function for our sampling optimization problem
that is now solved in a distributed way using a multi agent system.

2.3 Solving with COHDA

Fig. 2. General concept of distributed ensemble sampling with COHDA.
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For distributed solving we used the Combinatorial Optimization Heuristic for
Distributed Agents (COHDA), which was introduced in [14] and has been suc-
cessfully applied to a variety of smart grid applications [13,22,23]. The general
idea behind COHDA is an asynchronous iterative approximate best-response
behavior [18], where each agent reacts to updated information from other agents
by adapting its own selection with respect to local and global objectives.

Originally, COHDA had been designed as a fully distributed solution to the
predictive scheduling problem in smart grid management. In this scenario, each
agent in the multi-agent system is in charge of controlling exactly one distributed
energy resource (generator or controllable consumer) with procuration for negoti-
ating the energy. For the original predictive scheduling problem, it was the goal
to find exactly one schedule for each energy unit such that (1) each assigned
schedule can be operated by the respective energy unit without violating any
hard technical constraint, and (2) the difference between the sum of all targets
and a desired given target schedule is minimized.

An agent in COHDA does not represent a complete solution as for instance
in population-based approaches [15,25]. Each agent represents a class within
a multiple choice knapsack problem. Each class is represented by a decoder as
model for the flexibility. Each agent chooses schedules as solution candidate only
from the set of feasible schedules given by the decoder. Each agent communicates
with a limited neighborhood. The neighborhood (communication network) is
defined by a small world graph [14]. Agent collect information from the direct
neighborhood, but each received message also contains (not necessarily up-to-
date) information from the transitive neighborhood. Each agent may accumulate
information about the choices of other agents and thus gains his own local belief
of the aggregated schedule that the other agents are going to operate. With this
belief each agent may choose a schedule for the own controlled energy unit in a
way that the coalition is put forward best.

All choices for schedules are rooted in incomplete knowledge and beliefs in
what other agents do; gathered from messages. The taken choice (together with
the decision-base) is communicated to all neighbors and thus spreads successively
throughout the coalition. This process is repeated. Because all information about
schedule choices is labeled with an age, each agent may decide easily whether the
own knowledge repository has to be updated. Any update results in recalculating
of the own best schedule contribution and spreading it to the direct neighbors.
By and by all agents accumulate complete information and as soon as no agent
is capable of offering a schedule that results in a better solution, the algorithm
converges and terminates. Convergence has been proved in [12].

This concept can be easily adapted to our sampling problem: we start the
above sketched agent negotiation procedure several times. Each time the agents
are given a list x = {x1, . . . ,xell} of � already existing (from previous nego-
tiations) aggregated schedules instead of a target schedule. The agents then
negotiate on a new schedule x =

∑

1≤i≤n si. Figure 2 shows the general concept
and pipeline. Using Eq. 3, the objective function for this negotiation is
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arg minsj∈Sj
K̃(

⎛

⎝sj +
∑

i�=j

si

⎞

⎠ ∪ X); (4)

i.e. agent aj may alter sj (as long as contained in the individual search space
Sj) to find the one that minimizes K̃. In order to ensure the feasibility of sj ,
we applied a support decoder as described in [8]. Such decoder is given as a
mapping function γ : Rd → R

d ⊆ S. Thus, after mapping a genotype solution
with γ to the feasible sub-region, the result is a schedule that is operable by the
energy device. Such support vector decoder can be trained with a set of feasible
schedules derived from a simulation model of the energy resource.

Each time an agent decides on a schedule for the own energy device, opti-
mization problem Eq. (4) has to be solved. This happens several times during
negotiation. Thus, the overall sampling problem is a bi-level problem. In general,
any optimization algorithm that integrates with a decode as constraint-handling
technique could be used to solve Eq. (4). So far, we tested and compared random
search as baseline, simulated annealing [16] as instance of evolution strategies,
and particle swarm [25] as example of swarm based algorithms.

3 Results

As energy resource model for our simulations, we used a modulating co-
generation plant and the simulated thermal demand of a detached house. The
used models have already served in several projects for evaluation [7,13,23].

Fig. 3. Comparison of optimized ((a) and (c)) and naive combined samples ((b) and
(d)) for 96 dimensions and 10 energy units (top) and 8 dimension and 100 energy units
(bottom).

Figure 3 gives two examples of the optimization improvement potential
by two examples. We optimized these examples with all three optimization
approaches. For parameterization we used recommendations from [25] for the
PSO and [16] for simulated annealing.
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An example for the resulting curve of K̂ for different radii r for all algorithms
is compared in Fig. 4. The right figure enlarges the low radius portion by a loga-
rithmic axis for better visibility. Low values of K mark a better result. For small
radii, even the naive sampling achieves a good result. This is immediately clear,
because even within the too small region that is covered by the naive sampling,
homogeneity is preserved. The main problem is the lack of coverage of the outer
flexibility. With growing radius, naive sampling quickly degrades to almost no
homogeneity within the whole feasible region. All schedules are completely clus-
tered within a single cluster. The best result is achieved by simulated annealing;
closely followed by random search; PSO was not that good. The good perfor-
mance of random search is a bit surprising but might be explained by the fact
that the purpose of the procedure is random sampling, which is closely related
to random search except for the number of tries. Nevertheless, for the remaining
experiments we went with simulated annealing.

Fig. 4. Example result of random search, simulated annealing, PSO and naive sampling
comparing Ripley’s K for different radii.

In order to demonstrate the achieved improvement over the naive combi-
nation of individual samples, we calculated the (point cloud) diameter of the
samples. Table 1 shows the mean results for different scenarios (with schedule
dimension d and number of agents n). For each scenario randomly initialized
simulation models for the co-generation plants have been instantiated to train
a support vector decoder for the agent negotiation. Naive sampled sets were
directly aggregated from these individual samples. The agents used simulated
annealing with a budget limitation of 1000 objective evaluations for each deci-
sion routine run per agent. This budget was introduced to keep negotiation fast
enough as simulated annealing is executed each time an agent tries to improve
the coalition’s result. Table 2 shows a significant improvement in all scenarios
regarding the size of the covered flexibility (in terms of sample diameter). Table 1
shows also the number of sent messages as indicator for the number of conducted
individual agent decisions; although this is not a complete 1:1 relation. Of course,
for the naive approach no messages are sent.
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Table 1. Mean improvement in covered flexibility (measured as sample diameter) for
different numbers of agents n and schedule dimension.

Scenario Diameter Messages

SA Naive SA

d = 8, n = 20 0.8433 ± 0.0118 0.1699 ± 0.0118 29856 ± 2391

d = 96, n = 10 0.9837 ± 0.2570 0.5900 ± 0.0355 15683 ± 6812

d = 8, n = 100 0.7737 ± 0.0543 0.1230 ± 0.0138 1075570 ± 212800

Fig. 5. Gain in occupied vector space through optimization with a 20 agent example
on the left and a 50 agent example on the right. (Color figure online)

As indicator for the homogeneity of the aggregated samples, we additionally
calculated the anchored L2-discrepancy after [19]. All samples are from the unit
hypercube. The unanchored version is reflection invariant and better copes with
instances at the boundary. Thus, this measure may evaluate the effectiveness of
the objective function on outer instances. Table 2 shows the mean results for the
same scenarios as Table 1. Again, smaller values are better. For all experiments 20
runs have been conducted generating aggregated samples of 20 instances each.
To get an impression of the gain in occupied sub-space for high-dimensional
examples, we used dimension reduction to lineup naive and optimized samples.
Figure 5 shows two examples based on principal component analysis. Figure 5a
shows a 96-dimensional example with 20 agents comparing the restricted flex-
ibility encoded by the original, naive sampled set (red) and the gain achieved
after optimization (blue). Figure 5b gives an example with 50 agents.

Table 2. Mean improvement in L2-discrepancy for different scenarios.

Scenario SA Naive

d = 8, n = 20 2.9823 × 10−3 ± 1.1852−5 9.2176−2 ± 7.0655 × 10−4

d = 96, n = 10 3.3077 × 10−32 ± 9.3493−34 7.4541−3 ± 9.2321 × 10−5

d = 8, n = 100 3.2052 × 10−3 ± 3.9740−5 9.5238−2 ± 5.8712 × 10−4
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Table 3. Comparison of achieved flexibility coverage measured by sample diameter.

Scenario Distributed SA Central SA Non-budgeted SA

s1 0.9919 ± 0.0237 0.7395 ± 0.0224 0.8488 ± 0.0172

s2 0.8468 ± 0.0043 0.9943 ± 0.0036 1.0693 ± 0.0683

s3 0.8072 ± 0.0309 0.7752 ± 0.0249 0.8156 ± 0.0355

Table 4. Comparison of achieved homogeneity measured by L2-discrepancy.

Scenario Distributed SA Central SA Non-budgeted SA

s1 8.244−4 ± 6.419−5 1.159× 10−3 ± 2.485×−5 7.097× 10−4 ± 1.011× 10−5

s2 1.361−16 ± 7.126−18 1.282× 10−16 ± 3.511×−18 1.148× 10−16 ± 3.134× 10−18

s3 1.002−3 ± 6.596−5 1.661× 10−3 ± 1.419×−4 1.002× 10−3 ± 9.773× 10−5

4 Comparison with Other Approaches

To the best of our knowledge, there is so far no approach that addresses
this specific problem in a distributed way. Thus, we compared our approach
with a centralized algorithm. Tables 3 and 4 show results for three scenar-
ios: s1 (d = 8, n = 10,m = 20), s2 (d = 48, n = 30,m = 20), and s3
(d = 8, n = 50,m = 10). Again, we compared achieved diameter to assess
the gain in encoded flexibility and the L2-discrepancy to assess homogeneity.
As centralized algorithm we use simulated annealing. For unfolding in [7] also
simulated annealing had been used as centralized approach. As can be seen from
the results, the distributed approach is competitive with the centralized app-
roach despite a lack of global information. For the centralized approach, we used
two versions: with and without budget. For performance reasons, the distributed
approach uses simulated annealing with a budget of 1000 evaluations per deci-
sion. In order to get full control over the overall budget, we introduced a second
condition restricting each agent to a maximum of 5 times trying to improve.
This restriction result in a overall budget of n · 1000 · 5 for n agents. The same
budget is set for the budgeted simulated annealing.

When looking at the achieved diameters, the distributed approach outper-
forms even the unbudgeted SA for low-dimensional problems. Regarding the
homogeneity of the sample, the SA without budget always succeeds because it
has the budget to go the extra mile for precision work in shuffling the sample
to the ideal place. The same effect could be achieved with the distributed app-
roach by increasing the budget there. But, this would at the same time result in
more (maybe tiny) improvements made by the agent. Each improvement made
by an agent results in triggering several other agents trying to improve these
new results even further. Thus, the whole process is disproportionately slowed
down. Here, further research has to be conducted to find the best trade-off.
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5 Conclusion

Machine learning for flexibility modeling enables efficient and domain knowl-
edge independent implementation of distributed optimization methods. So far,
these models were only applied to single energy units, because distributions of
power levels in the training sets of single units fold up when aggregating them
to ensemble training sets. Such training set renders useless for appropriately
learning a model for the joint flexibility of a group of energy units. Agent-based
solutions are widely seen as the most promising approach to cope with the grow-
ing problem instances in the future smart grid. We presented an agent-based
approach for ensemble sampling that is able to circumvent the folding problem
and demonstrated applicability and effectiveness. As an agent-based approach,
it can seamlessly be integrated into different decentralized coordination algo-
rithms. Scrutinizing these interplay issues and application of our approach for
aggregating the flexibility potential of entire network levels in the context of grid
control and ancillary service provision, will be the upcoming tasks of this work.

Acknowledgement. This work was funded by the Deutsche Forschungsgemeinschaft
(DFG, German Research Foundation) – 359921210.
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Abstract. Flexibility markets are novel markets that allow distributed energy
resources to remunerate changes in their baseline electricity consump-
tion/production profiles. Given the pioneer status of these markets, the number
of trades performed is still relatively small, not allowing for a detailed analysis
of the quantities traded and the price formation mechanisms. The use of agent-
based simulation tools is a promising approach to accurately model and analyze
the behavior of flexibility markets, allowing for a more detailed understanding of
the behavior of the agents and the transaction prices. In this paper, we carry out
a systematic survey of ongoing flexibility markets projects. We then proceed to
describe our ongoing work to develop a local flexibility market, by extending the
MATREM system. Finally, we describe a forthcoming study to be carried out with
the help of MATREM and involving scenarios related to the Iberian market.

Keywords: Energy markets · Local flexibility markets · Transmission and
distribution system operators · Distributed energy resources ·MATREM system

1 Introduction

Energy markets and power systems in general are going through a period of unprece-
dented changes (see, e.g., [1]). Over the past decade, we have witnessed a rapid deploy-
ment of renewable energy sources (RES) in electrical networks. More recently, we have
also seen the emergence of new distributed energy resources (DERs), such as battery
storage (BESS) and electric vehicles (EVs), aswell as changes in electricity consumption
patterns by end-users.

Market-based tools that allow DERs to trade their flexibility are a promising way
to adequately remunerate their flexibility services, thus creating new investment oppor-
tunities. The development of the so-called flexibility markets is taking the first steps
(see, e.g., [2]). Different market configurations are being studied at the pilot project
level, although some of them are already in a commercial exploration phase. However,
and given the pioneer status of these projects, the number of transactions carried out is
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still relatively small, not allowing for a detailed analysis of the behavior of the agents
involved, nor the prices considered. We therefore believe that there is an opportunity to
develop a simulation tool allowing for a more detailed analysis of the behavior of agents
and market prices.

In this paper, we perform a systematic survey of the ongoing flexibility market
projects and compare theirmain characteristics.We then proceed to describe our ongoing
efforts to develop a flexibility market to be integrated into the MATREM system [3,
4]. Finally, we propose a case study to be performed with the help of MATREM and
involving scenario related to the Iberian market.

2 Flexibility Markets

2.1 Overview

The increase in energy production from renewable energy sources, associated with the
general trend towards the electrification of economic activities, are creating an oppor-
tunity for consumers/producers (prosumers) to be paid for deciding what part of their
energy use is not critical or time dependent. If this flexibility is offered in the market, it
will contribute to a better balance between supply and demand, and also to solve a wide
range of problems experienced by system operators, notably preventing congestions and
avoiding or postponing network reinforcement investments.

Traditionally, flexibility was provided by large operators. Currently, the small traders
and prosumers are increasingly seeking to value their flexibility. This trend is strongly
supported by the European Union [5, 6]. Flexibility markets are thus being increasingly
recognized as an important tool for the management and optimization of electrical net-
works, and more generally for the overall reduction of system costs. We present next
some examples of real projects already underway or under study and compare their
main characteristics. For this purpose, we carried out a bibliographic review on the topic
[7–10] and a consultation of public available data on ongoing projects.

2.2 Examples of Flexibility Markets

PICLO FLEX. The UK based software company Piclo started operation in the energy
sector in 2013 [11]. The Piclo Flex market was developed with funding from the UK
Government’s Department of Business, Energy, and Industrial Strategy. In 2018, the
test of the platform encompassed the six distribution system operators (DSOs) in UK.
Subsequently, Piclo signed commercial contracts with those DSOs in order to support
their developing flexibility procurement activities. The first tenders were launched in
2019, to meet the flexibility needs for both the 2019–20 and 2020–21 periods.

NODES. TheNODESflexibilitymarket [12], established in early 2018, is a joint project
between the Norwegian DSO Agder Energi and the European energy exchange Nord
Pool (PX). Nord Pool runs the leading power market in Europe, offering both day-ahead
and intraday markets to customers. Agder Energi is one of the leading companies in the
Norwegian renewable energy sector and has been an active aggregator and supplier of
flexibility in several European countries.
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ENERA. The ENERA project [13] is the result of the German Federal Ministry of
Economic Affairs and Energy program Smart Energy Showcases – Digital Agenda for
the Energy Transition (SINTEG), and aims at developing and demonstrating scalable
standard solutions with a high share of renewable energies within selected regions in the
country.

GOPACS. (Grid Operator Platform for Congestion Solutions) is a new software plat-
form jointly developed by the Dutch TSO TenneT and the regional grid operators
(DSOs). Its main objective is to mitigate the capacity shortages in the electricity grid
(congestions), thus contributing to keep the Dutch grid reliable and affordable [14].

IREMEL. OMIE, the Spanish Iberian electricity spotMarket Operator, in collaboration
with IDAE, Institute for the Diversification and Energy Saving, launched the IREMEL
project, aiming at facilitating and promoting the implementation and efficient utilization
of distributed energy resources in distribution networks. To validate the capabilities and
advantages of the proposedmodel, IREMEL includes 5 pilots on local flexibilitymarkets
in different Spanish areas, with different participants and under different conditions [15].

ENEDIS is the main DSO of the French electricity market (more than 90% of market
share). Following the Nice Smart Valley pilot (INTERFLEX Project), the integration
of local flexibility was validated as a potential solution for solving congestion and/or
deferring network investments [16]. For this purpose, ENEDIS built a proprietary Web
platform (E-FLEX).

TEPCO V2G. Initiative carried out in Japan, involving TEPCO (TSO/DSO), Mit-
subishi Motors, Hitachi Systems and Shizuoca Gas [17]. It aims at demonstrating the
feasibility of aggregating electric vehicles in virtual power plants (VPPs) in order to
provide system balance services (replacement reserve) through vehicle-to-grid system.
These services will be traded in the balancing market.

POWER POTENTIAL. This project aims at creating a newmarket for reactive energy
for flexibility providers, in order to generate additional capacity in the network, and deal
with voltage/thermal constraints in the grid of the Southeast of England. The project is
led by NGESO (TSO), with the support of UKPN (DSO) [18].

CLEM. Cornwall Local Energy Market (CLEM) is a flexible service market project
targeting both the local DSO (WPD) and the TSO (NGESO), in order to minimize the
congestion problems resulting from the high production of energy from renewable energy
resources [19]. It is the result of an initiative by Centrica (an aggregator) in conjunction
with WPD and NGESO.

2.3 Comparison of Projects

Table 1 lists themain characteristics of the aforementioned projects. Despite the diversity
of solutions adopted, we found that most projects aim at providing flexibility solutions to
DSOs and/or TSOs for network congestion management. In this sense, they constitute
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local markets where the principal buyers are DSOs and TSOs, who for this purpose
define the constraint areas (where flexibility procurement will be made).

Potential suppliers are typically subject to a prior qualification process, in which the
validation of the technical characteristics of the assets to be used is considered. Also,
a reference baseline is established for flexibility offers (usually based on the historical
analysis of consumption/production). Based on it, there seems to be a multiplicity of
differentiating characteristics between projects, which we will subsequently detail.

Market Agents. On the supply side (sell offers), themarkets are open toDERs, whether
or not they behave as balance responsible parties (BRPs), individually or through aggre-
gation services. On the demand side (buy offers), the markets may be open to DSOs
(e.g., Piclo Flex, ENEDIS, IREMEL), DSOs and TSOs (e.g., ENERA, TEPCO V2G),
or DSOs, TSOs and BRPs (e.g., GOPACS, NODES).

Procurement Mechanism. There are two main types of procurement mechanisms:
periodic tender and ID continuousmatching. Procurement by tender has generally a rela-
tively long service deliveryhorizon (1year ormore) and ismainlyusedwhenTSOs/DSOs
are searching for solutions that allow investment deferral in network reinforcement. This
is the case, for example, of UKPN (DSO), which regularly launchesmulti-annual tenders
on the Piclo Flex platform [11].

Procurement by ID continuous matching has a more immediate delivery horizon (it
can go from a day to 15 min after clearing) and essentially aims at timely resolving net-
work congestion problems and minimizing the need to reduce production (curtailment).
This is particularly the case for the GOPACS and NODES markets.

Trading Period. It can range frommonths-ahead (for example, in Piclo Flex) to 15 min
before delivery (for example, in NODES, GOPACS and ENERA).

Remuneration. Includes usually a capacity term and a utilization term. In the case of
continuous ID markets, remuneration is mostly for utilization.

Price Rule. The general rule for most markets is pay-as-bid. Buyers use different eval-
uation formulas (for example, the comparable rate from UKPN) that combine these two
terms to rank the proposals to be selected.Note that in this case there is no price offer from
buyers. They may eventually indicate a maximum acceptable price range (for example,
Piclo Flex and ENEDIS).

In the case of continuous ID markets (for example, ENERA and NODES), the price-
setting mechanism results from the matching of buy and sell offers in accordance with
existing rules for the wholesale markets. In the case of GOPACS, both buyers and sellers
receive the offered price, the difference (spread) being supported by DSOs/TSOs [20].

Minimum Offer. There is a great variability in the minimum size of acceptable offers,
which range between 0.1MWand 1MW.Naturally, the greater the minimum acceptable
offer, the lower the overall liquidity of the market, and consequently the need for smaller
capacity DERs to resort to aggregators.
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Table 1. Comparison of pioneer projects

PROJECT
NAME

Project
partners

Use of
independent
platform

Problem to
be solved

Market
agents
(sellers)

Market
agents
(buyers)

Type of
procurement

PICLO
FLEX

Piclo + 6
DSO

Yes (Piclo
Flex)

Congestion;
investment
deferral

Flex.
providers,
aggregators

DSO Tender

POWER
POTENTIAL

NGESO
TSO),
UKPN
(DSO), U.
Cambridge;
U. Oxford

No
(proprietary
DERMS
interface run
by UKPN)

Voltage and
congestion
constraints

Flex.
providers,
aggregators

TSO Tender

CLEM Centrica
(aggregator)
NGESO
(TSO) WPD
(DSO)

Yes (N-SIDE) Congestion Flex.
providers
through
CENTRICA

phase 2:
DSO +
TSO

Phase 1:
tender phase
2: auction

NODES Nord Pool
(PX); Agder
Energi
(DSO)

Yes
(NODES)

Congestion;
balancing

Flex.
providers,
aggregators

DSO +
TSO +
BRP

ID
continuous
market

ENERA EPEX
SPOT (PX);
TenneT
(TSO); 2
DSO

Yes (ENERA
Flexmarkt)

Congestion Flex.
providers,
aggregators

DSO +
TSO

ID
continuous
market

GOPACS TenneT
(TSO) + 4
DSO

No (GOPACS
not a
Marketplace);

Congestion;
TSO/DSO
coordination

Flex.
providers,
aggregators

DSO +
TSO +
BRP

ID
continuous
market

ENEDIS ENEDIS
(DSO)

No (E-FLEX
proprietary
platform)

Congestion;
investment
deferral

Flex.
providers,
aggregators

DSO Tender

IREMEL OMIE (PX),
IDEA

Yes Congestion;
investment
deferral

Flex.
providers,
aggregators

TBD TBD

V2G TEPCO
(TSO/DSO);
Mitsubishi;
Hitachi

No Congestion;
balancing;
voltage
constraints

Aggregators DSO/TSO Auction

Flexibility Products. Table 2 presents themain characteristics of some of the flexibility
products available on the markets (e.g., Piclo Flex, NODES, ENERA and GOPACS). It
shows the similarity of product specifications, concretely with some products traded in
wholesale continuous markets (e.g., NODES, ENERA and GOPACS).

From what was discussed above, it can be concluded that flexibility markets are just
taking their first steps, with transaction volumes still insignificant, when compared to
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the volumes of wholesale markets. The main motivation for the development of these
markets is to provideDSOs/TSOswith additional tools, in the formof flexibility products
to deal with network constraints.

The commercialization of flexibility does not seem to require a particular market
design (with specific characteristics). In this sense, the existing designs of wholesale
electricity markets seem to be a good starting point for the design of flexibility markets.
In particular, the cases studied can roughly be divided into two groups: procurement by
periodic tender and procurement by ID continuous market.

There is still a great diversity in the specifications of the flexibility products. How-
ever, the products traded in continuous flexibility markets are roughly similar to the
products traded in wholesale continuous markets. Also, the issues related to DSO/TSO
and BRP/DER coordination are not yet completely addressed. The direct connection of
flexibilitymarkets with existingwholesale and balancingmarkets needs to be completely
operationalized.

3 Overview of the MATREM System

Intelligent agents and multi-agent systems (MAS) technologies represent an innovative
approach to design and implement complex systems. They have been used to solve
problems in a variety of commercial and industrial applications. These applications range
from personal software assistants to distributed systems, where agents are constituted
as processing elements in computational systems. Electricity markets (EMs) are open
systems that promote competition between suppliers and offer consumers a varied choice
of services. EMs are by nature distributed and complex and can encompass a wide range
of transaction techniques. Agent-based simulation (ABS) presents itself as a promising
approach to accurately model and analyze in detail the behavior of EMs over time [3,
4].

MATREM (for Multi-Agent Trading in Electricity Markets) allows the user to per-
form simulations of energy markets under a variety of conditions. In each simulation,
different agents are used to emulate the heterogeneity of the markets, namely producers,
traders, aggregators, small and large consumers, market operators and system operators.
Agents are developed using the JADE [21] and JADEX [22] platforms.

The Java Agent Development Framework (JADE) platform was developed using
the JAVA programming language. This platform has properties that facilitate the devel-
opment of computational agents, such as agent communication and mobility, making
possible to run systems on different machines and operating systems. The JADEX plat-
form consists of a reasoning engine that runs on JADE, allowing the development of
belief-desire-intention (BDI) agents.

MATREM supports a spot market and a derivatives market. The spot market com-
prises a day-ahead market and an intraday market (see, e.g. [23, 24]). The derivatives
market comprises a futures market. The tool also supports the negotiation of tailored (or
customized) bilateral contracts (see, e.g. [25–27]). In addition, MATREM supports six
different types ofmarket entities: generation companies, traders, aggregators, consumers,
market operators and system operators.
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4 New Local Flexibility Market

Amajor goal of this work is to extend the MATREM system with a new local flexibility
market. To this end, we intend to take into account a key aspect of the previous market
comparison, namely the fact that the commercialization of flexibility does not seem to
require a particular market design with specific characteristics. As such, the existing
design of wholesale electricity markets seems to be a good starting point. In particular,
our ongoing work considers a continuous market (similar to some intraday continuous
markets), with pay-as-bid as the pricing mechanism.

Literature review seems to support this choice. For example, in [28], the authors
suggest that continuous trading promotes price efficiency and better suits the trading
mechanism preferences of the investors. An in [7], the authors suggest that continuous
trading might be more suitable for markets with low liquidity.

The market design that we are envisioning is therefore a transmission/distribution-
level market that clears continuously, with a pay-as-bid pricing rule. Market agents
include TSOs/DSOs as buyers of flexibility products, and DERs and aggregators as
flexibility providers. The matching algorithm will be based on some of the Iberian
market rules [29].

Table 3. Flexibility assets

Flexibility provider Nominal flex. capacity (MW) Asset type

DER 1 => DER 4 0,05 vehicle_charging

DER 5 => DER 20 0,05 battery

DER 21 0,10 vehicle_charging

DER 22 0,28 vehicle_charging/battery

DER 23 0,49 vehicle_charging/battery

DER 24 => DER 37 0,50 mixed

DER 38 0,70 vehicle_charging/battery

DER 39 => DER 48 1,00 mixed

DER 49 1,05 vehicle_charging/battery

DER 50 1,40 vehicle_charging/battery

DER 51 1,75 vehicle_charging/battery

DER 52 2,10 mixed

DER 53 => DER 54 2,45 vehicle_charging/battery

DER 55 => DER 58 2,60 mixed

Total 41,17
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5 Case Study

In as much as the present reality of the Portuguese market is, local flexibility markets
are yet nonexistent, either at an operating or design level.

Accordingly, a forthcoming study will be based on the secondary and tertiary reserve
markets operated by the Portuguese TSO and inspired by the TEPCO V2G project
(discussed above). Our believe is that it would be compelling for the Portuguese TSO to
have access to additional balancing solutions in the form of flexibility products traded
in a local flexibility market (as is already the case of other European TSOs). This would
also have the additional benefit of opening the possibility for local DERs and aggregators
(presently without access to existing energymarkets) to create value from their untapped
flexibility potential.

Previous work by the Portuguese regulating authority ERSE on this matter has led
to the creation of a pilot project designed to allow DERs to participate in the National
balancing market, which ran until the end of 2020 [30]. However, strictly speaking, this
was not a local market, as DERs were allowed to participate at a nation-wide level.

On the supply side, we intend to consider a representative set of 58 local DER assets
(Table 3), including electric vehicles and batteries, as presented in Fig. 1. On the demand
side, the study will involve a single agent. For simplicity, a single flexibility product (Up
Regulation) will be considered.

Fig. 1. Schematic representation of local flexibility providers.

Some details about the procedure to be adopted in order to define the bids to submit
to the market are shown in Table 4. Basically, it will involve the following: for each
hourly period, each nth DER will bid a price corresponding to nth sub-interval of that
hourly price range. In Table 4, m represents the minimal hourly price,M the maximum
hourly price, Yn a randomized percentage, and Cn the flexibility capacity of DER n.
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Table 4. Bids/offers of DERs for a particular hour of the market horizon.

Agent Flex. quantity offered
(MWh)

Flex. price (e/MWh)

DER 1 Y1 · C1 p1 = m

DER 2 Y2 · C2 p2 = m + ((M − m)/N) · 2

… … …

DER n Yn · Cn pn = m + ((M − m)/N) · n

… … …

DER N XN · CN pN =M

6 Conclusions

Local Flexibility markets are just taking their first steps, with transaction volumes still
insignificant, when compared with the volumes of wholesale markets. Accordingly,
there seems to be a good opportunity to extend the MATREM system with a new
local flexibility market, allowing for a more detailed analysis of market behavior and
transactions.

Efforts to develop a new local flexibility market are being undertaken by the authors.
The market will be analyzed and tested by considering a study involving a number of
DERs and some flexibility buyers, and will take into account scenarios associated with
the Iberian market.

Acknowledgements. This work was developed and supported by FCT Fundação para a Ciên-
cia e a Tecnologia (CTS multiannual funding) under the framework of project (2020–2023)
UIDB/00066/2020.
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Abstract. Electricity markets are complex and dynamic environments with very
particular characteristics. Ambitious goals, including those set by the European
Union, foster the increased use of distributed generation, essentially based on
renewable energy sources. This requires major changes in electricity markets and
energy systems, namely through the adoption of the smart grid paradigm. The use
of simulation tools and the study of different market mechanisms and the relation-
ships between their stakeholders are essential. One of the main challenges in this
area is developing decision support tools to address the problem as a whole. This
work contributes to increasing interoperability between heterogeneous systems,
namely agent-based, directed to the study of electricity markets, the operation of
smart grid, and energy management. To this end, this work proposes the use of
ontologies to ease the interaction between entities of different natures and the use
of semanticweb technologies to developmore intelligent and flexible tools. Amul-
tiagent systems society, composed of several heterogeneous multiagent systems,
which interact using the proposed ontologies, is presented as a proof-of-concept.

Keywords: Electricity markets ·Multi-agent systems · Ontologies · Semantic
interoperability · Smart Grids

1 Introduction

The electricity sector, traditionally run by monopolies and powerful utilities, has under-
gone major changes in the last couple of decades [1, 2]. The goals of the European
Union (EU) have played a significant role in these changes with the “20-20-20” targets
[3] and, more recently, with the regulation (EU) 2019/943 on the internal electricity
market [4]. The most significant changes are the increase of renewable and distributed
generation penetration, which led to the adoption of the Smart Grids (SG) paradigm
[5]; the introduction of a competitive approach in the electricity wholesale market; and,
more recently, in some aspects of retail and local markets [4]. SG quickly evolved from a
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concept widely accepted by the involved parties to an industrial reality [6]. The restruc-
turing of wholesale electricity markets (EM) has been another major concern of the EU,
particularly with the formation of a Pan-European EM. An important step in this direc-
tion was taken in early 2015 when several European EM were coupled on a common
daily market platform [7].

In this context, the use of simulation tools to study the different market mechanisms
and relationships among their stakeholders becomes essential. Multi-agent simulators
are particularly well suited for analyzing complex interactions in dynamic systems such
as EM [8]. These must be able to cope with the rapid evolution of EM, translated into
newmodels and constraints, providing its participants with adequate tools to adapt them-
selves to the markets. Some of the key advantages of agent-based approaches are the
facilitated inclusion of new models, market mechanisms, types of participants, and dif-
ferent types of interactions [9]. Several modeling tools have emerged over the years,
such as the Agent-based Modeling of Electricity Systems (AMES) [10], the Electricity
Market Complex Adaptive System (EMCAS) [11], and the Multi-Agent Simulator of
Competitive Electricity Markets (MASCEM) [9]. One of the key challenges in this area
is developing decision support tools to address the problem as a whole. For this, it is
fundamental to provide interoperability between different systems to allow us to study
specific parts of the global problem [8]. Ontologies facilitate interoperability between
heterogeneous systems giving semantic meaning to information exchanged between the
various parties [12]. The advantage lies in the fact that all the members in a particular
domain know them, understand, and agree with the concepts defined therein. There are,
in the literature, several proposals for the use of ontologies within the SG framework
[12, 13]. All are based on the Common Information Model [14], which defines a com-
mon vocabulary describing the components used in the transport and distribution of
electricity. However, these ontologies are focused on the utilities’ needs, leaving aside
relevant information to the consumer. The development of ontologies to represent diverse
knowledge sources is essential, aiming to ease the interaction between entities of differ-
ent natures and interoperability between heterogeneous systems, namely agent-based,
aimed at the study of EM, SG operation, and consumer energy management.

This work proposes a semantically interoperable multi-agent systems (MAS) soci-
ety for the simulation and study of EM, SG, and consumer energy management, taking
advantage of existing simulation and decision support tools [9, 15, 16]. These tools are
complemented by newly developed ones, ensuring interoperability between them. It is
considered the use of real data for simulations as realistic as possible. Data are acquired
from databases or in real-time through the infrastructure already installed in the research
lab. Ontologies are primarily used for the knowledge representation in a common vocab-
ulary, facilitating interoperability between the various systems. Besides interoperability,
ontologies and semantic web technologies enable developing more intelligent and flex-
ible tools through the appliance of semantic reasoners and rules. The following section
(Sect. 2) overviews relevant work regarding existingMAS and ontologies directed to dif-
ferent power and energy systems (PES) areas. Section 3 presents the proposed approach
to address the identified issues. Section 4 presents a simulation scenario to demonstrate
the use of ontologies and semantic web technologies. Section 5 ends the document with
the conclusions and the next steps to take.
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2 Related Work

This section introduces relevant background on existing MAS and ontologies for PES
simulation. Subsect. 2.1 overviews the existing MAS developed at the authors’ research
group thatmotivated this work. In turn, Subsect. 2.2 presents existing ontologies publicly
available and developed for various PES domains.

2.1 Power Systems Agent-Based Simulation

The Multi-Agent Simulator of Competitive Electricity Markets (MASCEM) [9, 17] is
a simulation and modeling tool developed to study the operation of the restructured,
complex, and competitive EM. It provides a diversity of market models (e.g., auction-
based pools, bilateral contracting, and forward markets), including agents representing
the EM’smain stakeholders: market operator, system operator, and participating players.
MASCEM enables the simulation of three European EM: MIBEL, EPEX SPOT, and
Nord Pool. By selecting a combination of the available market models, hybrid markets’
simulation is also available. The Multi-Agent Smart Grid simulation Platform (MAS-
GriP) [16, 18] models and simulates the most relevant entities at the microgrid and SG
levels as software agents, including different types of operators, aggregators, and energy
resources, such as consumers (e.g., residential, commercial, industrial), producers (e.g.,
wind farms, solar plants, co-generation units), electric vehicles, among others. It consid-
ers both fully simulated agents and agents connected to physical infrastructures for the
automatic management and control of the respective resources, allowing to test complex
alternative approaches in realistic settings. TheAdaptiveDecision Support for Electricity
Markets Negotiations (AiD-EM) [15, 19, 20] is a decision-support tool for EM partici-
pating players. It is composed of multiple MAS supporting different negotiation types
(e.g., auction-based markets, bilateral negotiations). Each system uses artificial intelli-
gence (AI) methodologies to provide players with the best possible decision according
to the current context. AiD-EM also performs portfolio optimization for EM participa-
tion, context-awareness to adapt the players’ strategies to the appropriate context, and an
Efficiency/Effectiveness (2E) balance management mechanism to determine the balance
between the quality of results and the execution time of the simulation.

2.2 Ontologies for Multi-agent Interoperability Within Power Systems

The Foundation for Intelligent Physical Agents (FIPA) [21] “is an IEEE Computer
Society standards organization that promotes agent-based technology and the inter-
operability of its standards with other technologies”. Thus, the use of FIPA standards
promotes heterogeneous MAS interoperability. However, even if agents use the same
communication and content languages, they can’t effectively communicate unless they
share a common vocabulary. Ontologies ease heterogeneous systems’ interoperability
by providing a common shared vocabulary for the correct interpretations of the mes-
sages exchanged, enabling effective communication without misunderstandings. Thus,
this work gathers and extends existing ontologies for the EM and SG domains to develop
a shared semantic model for PES simulation.
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The Electricity Markets Ontology (EMO) [22] describes abstract concepts and
axioms from the EM domain to extend and reuse in developing market-specific ontolo-
gies. It is a modular ontology developed to provide semantic interoperability between
MASCEM and external agent-based systems. Additionally, the AiD-EM (ADM) ontol-
ogy module extends EMO for the interoperability between EM players and the AiD-
EM decision-support tool. The Smart Energy Aware Systems (SEAS) [23] ontology
describes the SEAS project1 knowledge model as the basis for the semantic interoper-
ability between the tools within the project’s ecosystem. It reuses and aligns existing
standards covering the project’s vocabulary while being extensible to other cases. The
SEAS knowledgemodel is composed of several modules for different domains, allowing
to expose, exchange, reason, and query knowledge in a semantically interoperable way.
Recently, the SEAS and the Smart Appliances REFerence ontologies were aligned [24].
The Smart Appliances REFerence (SAREF) [25] ontology aims to ease the matching of
existing assets in the smart appliances domain. It supplies building blocks that can be
separated or combined according to the users’ needs. SAREF gathers semantics from
buildings and household smart appliances. Additionally, it merges data from different
organizations while fitting into themachine-to-machine (M2M) architecture of the Euro-
pean Telecommunications Standard Institute (ETSI). Finally, SAREF has been extended
to meet industry standards [26].

3 Proposed Solution

There are several agent-based tools developed in the scope of various domains within
the PES. These tools by themselves are still limited as they are directed only to specific
areas of the PES, unable to surpass the lack of decision-support solutions able to simu-
late, test, study, and validate the PES as a whole. To this end, systems interoperability is
mandatory. This work proposes a solution to address the lack of interoperability between
PES agent-based tools, providing the means to achieve more complex and inclusive sim-
ulations, taking advantage of existing simulation and decision-support tools [9, 15, 16],
while complementing them with new ones. The solution produces a MAS society, com-
posed of multiple simulation and decision support tools, for PES simulation, test, study,
and validation. Interoperability is achieved using ontologies and semantic communica-
tions. Besides promoting semantic interoperability, ontologies also provide knowledge
representation in a common vocabulary. Additionally, using ontologies and semantic
web technologies provide the means for developing more intelligent and flexible sys-
tems. On the one hand, by keeping the systems agnostic to the (semantic) data models
used, and on the other, by using semantic reasoners and rules instead of coded business
rules. Finally, it uses real data to run simulation scenarios as realistically as possible.
The systems collect data from databases or devices through the infrastructure already
installed at the authors’ research lab. Figure 1 illustrates the proposed solution.

On the left side of Fig. 1 are represented, in grey, the existing MAS introduced in
Subsect. 2.1, namely: MASCEM, AiD-EM, andMASGriP, while in green are illustrated
the newly developed tools, i.e., the Semantic Services Catalog (SSC) [28, 29], the Intel-
ligent Decision Support Services (IDeS), the Data Access Service (DAS), the Device

1 https://itea3.org/project/seas.html.

https://itea3.org/project/seas.html
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Fig. 1. Society of MAS in the scope of PES [27]. (Color figure online)

Connector Service (Dev-C), and Tools Control Center (TOOCC) [30, 31]. External sys-
tems are also able to participate in the MAS society co-simulations using the proposed
ontologies. SSC [28, 29] is a flexible and configurable tool providing a common ground
for registering and searching both web and agent-based services. It overcomes the com-
plex and error-prone manual configurations of distributed MAS to communicate with
each other and web services. Typically, this configuration is made beforehand, some-
times hardcoded, others with configuration or properties files. However, this may lead
to errors when dealing with multiple distributed MAS and web services configurations,
besides the burden of reconfiguring each system for each simulation. SSC provides the
means for searching a specific service orMAS returning all the required data for an auto-
matic connection configuration, eliminating the burden and error-prone of configuring
the systems at each simulation.

IDeS is a configurable and distributed containerized platform providing intelligent
and decision-support algorithms (e.g., forecast, scheduling, optimization, etc.) to the
MAS society. Each container holds an algorithm, keeping them distributed across the
MAS community intranet. This option brings several benefits, from which we highlight
improved performance, stability, and automation. A new IDeS container is started and
configured for the first time to add an algorithm to the MAS society. Its configuration
includes the algorithm file(s) to publish, a human-readable description, the respective
documentation for the service’s webpage, a semantic description to register the service
on SSC, and, optionally, an input example for a test page. DAS is the service responsible
for providing historical and real-time data to the MAS society. It gathers several sources
to provide historical and near real-time data in a common vocabulary, independently
of the data source. Data sources are databases, real-time readings, stylesheets, text files
(e.g., CSV,XML, JSON), or web repositories. It is also possible to upload data files in the
most common formats, such as XML, JSON, CSV, and RDF2. Additionally, data must

2 https://www.w3.org/wiki/RdfSyntax.

https://www.w3.org/wiki/RdfSyntax
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be meaningful, i.e., make implicit semantics explicit, turning raw data into knowledge.
Thus, DAS provides data following the linked data best practices3 according to the
ontologies of the MAS society. Alternatively, it is also able to provide data in JSON
format for non-semantic tools. DAS facilitates historical and real-time data access to the
agent community through simple REST requests.

Dev-C provides agents with connection to physical devices enabling data read-
ings from real hardware (e.g., sockets, lights, sensors, air-conditioning, etc.) at a given
timestep and the control of devices when applicable. This way, it is possible to test
scenarios in real-world environments and apply results to devices, making them act
accordingly. Devices may be dummy, connected to a Programmable Logic Controller
(PLC), or smart appliances. To this end, Dev-C considers both Modbus4 and HTTP pro-
tocols. TOOCC [30, 31], in turn, provides users with a centralized interface to control
the simulations within the MAS society. It allows to: run the co-simulation of all or
some of the systems/algorithms, or the simulation of each independently; determine the
sequence of execution and mappings between the output of a tool to the following input;
and, if required, to automatically analyze and compare simulation results. TOOCC also
takes advantage of SSC to know, at each moment, what services and MAS are available
for simulation.

Ontologies and semantic communications provide interoperability between the var-
ious MAS. Being the ontologies publicly available enables external systems to partic-
ipate in the MAS society simulations. Following ontology development best practices,
the MAS society ontologies include EMO, SEAS, and SAREF for reuse and extension,
since these ontologies already gather relevant concepts. OWL-S5 is reused and extended
for the semantic description of services in SSC. In addition to semantic interoperability,
ontologies are also valuable to describe data models and business rules of agent’s roles.
Using ontologies and semantic web technologies enables to keep the systems agnostic
to the data models and business rules, as demonstrated in [32, 33]. The following section
presents a simple scenario, using the MAS society, showing how to take advantage of
the ontologies and semantic web technologies for multi-agent semantic interoperability.

4 Case Study

The present case study demonstrates how using ontologies and semantic web technolo-
gies benefit the development of flexible, configurable, and semantically interoperable
agent-based systems. It presents an energy balance (EB) with four agents: a Balance
Responsible Party (BRP), a Consumer, a Producer, and a Prosumer. The BRP agent is
responsible for keeping the grid’s EB, whereas the remaining agents provide their hourly
consumption (C) and generation (G) when requested. The BRP determines the amount
of energy needed from the Utility Grid, or to be sent, at each hour, given by Eq. (1).
Figure 2 illustrates this scenario.

EB = C − G + UG (1)

3 https://www.w3.org/TR/ld-bp/.
4 https://www.modbus.org/.
5 https://www.w3.org/Submission/OWL-S/.

https://www.w3.org/TR/ld-bp/
https://www.modbus.org/
https://www.w3.org/Submission/OWL-S/
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Fig. 2. Energy balance scenario.

The agents communicate using the publicly available ontologies Register BRP6

(RBRP) and Energy Balance7 (EBO). RBRP provides a vocabulary for registering in
the BRP for EB, while the EBO describes the necessary concept for the execution of
the EB. Each agent receives his knowledge base (KB) at the start-up, setting up his role
accordingly. The BRP waits for the players’ registration, which is the first step of the
remaining agents. To prepare the register requests, the players use a SPARQL template
file with tags to replace with the respective values from theKB, namely the agent’s name,
the service type, and the languages and ontologies he understands. Figure 3 shows the
Prosumers’ register request. After receiving a registration request, the BRP validates
it against a SPARQL query. If valid, he gets the player’s data to make the registrations
and responds with a registration acceptance message. Otherwise, the BRP responds with
a registration decline message. Figure 4 illustrates the registration acceptance sent by
BRP to the Prosumer agent. The registration acceptance informs the player about the
language and ontology to use in the EB communications.

The EB simulation starts at the user’s request. The BRP also uses SPARQL templates
to generate hourly consumption and generation requests for the next hour. Figure 5
displays the hourly consumption request sent to the Consumer and Prosumer agents for

Fig. 3. Prosumer’s register request

6 http://www.gecad.isep.ipp.pt/AAMAS2021-Tutorial-CPMAS/mascd/1.0/register-brp.ttl.
7 http://www.gecad.isep.ipp.pt/AAMAS2021-Tutorial-CPMAS/mascd/1.0/energy-balance.ttl.

http://www.gecad.isep.ipp.pt/AAMAS2021-Tutorial-CPMAS/mascd/1.0/register-brp.ttl
http://www.gecad.isep.ipp.pt/AAMAS2021-Tutorial-CPMAS/mascd/1.0/energy-balance.ttl
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the first hour. Upon receiving the hourly consumption or generation requests, players use
SPARQL queries to validate the type of request and for which hourly period. With this
data, players query their KB to generate the respective hourly consumption or generation
response. Figure 6 presents Prosumer’s hourly consumption response for the first hour.

Fig. 4. Prosumer’s registration acceptance.

Fig. 5. Hourly consumption request for the first hour.

After receiving all responses, the BRP agent runs the EB optimization for the next
hour to inform the Utility Grid accordingly. The process repeats for the rest of the day.
During the simulation, each agent displays one or more charts with the amount of energy
of each period. The BRP agent shows the daily consumption, daily generation, daily EB,
and the daily grid. Figure 7 illustrates the daily EB results from the BRP’s perspective.
From Fig. 7, one can see that from hour 11 to hour 16, the agent community supplies
energy to the grid. In the remaining periods, the grid is satisfying the agents’ needs.
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Fig. 6. Prosumer’s hourly consumption response for the first hour.

Fig. 7. Daily EB results.

5 Conclusions

A key challenge in PES is the lack of suitable decision-support tools to address problems
as a whole. Several tools emerged to assist different stakeholders in their planning and
operation. However, these tools only address specific problems and do not providemeans
to add interoperability with other systems.

This work proposes and presents an innovative and advanced approach to provide
interoperability between MAS in the scope of PES. To this end, it is considered the use
of ontologies and semantic web technologies. Ontologies ease semantic interoperability
by providing a common vocabulary agreed and shared between the agents’ community
formeaningful communications. External systems can also participate in the simulations
and be part of the agent-based community using the proposed ontologies. The use of
semantic web technologies also enables the development of tools agnostic to the ontolo-
gies and business rules. This approach makes the systems more flexible to updates since
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it reduces the need to re-code them, which is a relevant feature since ontologies and rules
must evolve accordingly with the PES domain. The integration of multiple MAS and
services complementing each other results in the so-calledMAS Society. The case study
demonstrates how the use of ontologies and semantic web technologies provides flexible
and interoperable MAS. It is a simple example to ease the reader’s understanding and
follow-up.

As futurework, there’s a newversionof the ontologies in development to bepublished
and publicly available soon. IDeS and Dev-C, which only respond in JSON format, will
soon be responding using the linked data principles. This way, agents from the MAS
society will use semantic data directly without translating it from JSON to RDF.
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Abstract. An optimal energy management strategy of micro-grid consisting of
solar energy sources and hydrogen system consisting of fuel cell and electrolyzer
is presented in this paper. The uncertainty aspects of solar energy source and load
is also considered in this work. Hydrogen and battery storage devices are used as
long term and short-term devices respectively. A 24-h power dispatch strategy is
proposed, considering both the minimization of operating costs and the environ-
ment costs due to carbon emission. Various operational constraints such as power
equality, maximum and minimum power of generating sources etc. are considered
in an operational strategy of the microgrid. An IEEE 13 bus system is considered
as the test micro-grid. Further, this paper introduces a forthcoming study to be
conducted by the authors to investigate the unique challenges of energy markets
with large-scale penetrations of renewables, focusing on flexibility markets, with
the main aim of placing the work on micro-grids described in the paper into a
broader context, related to energy markets and power systems generally.

Keywords: Micro-grids · Uncertain solar energy source · Hydrogen · Energy
management · Energy markets · Local flexibility markets · MATREM system

1 Introduction

In recent years, due to high climatic and environmental concerns, countries across the
globe are vastly shifting towards renewable and sustainable source to meet their increas-
ing energy demands. In this context, the concept of micro-grid is gaining a huge impor-
tance worldwide, which consists of distributed energy sources, storage devices and con-
trollable loads [1]. In the present conditions, solar energy source has emerged as an
appropriate choice for sustainable energy supply in micro-grids. The output of solar
energy source is highly uncertain in nature which varies with time, weather conditions,
solar irradiance and temperature of the place. This uncertainty or intermittent charac-
teristics of solar energy source creates challenges for system operators in balancing
generation with load demand and maintaining system constraints. Therefore, in order
to design a safe and reliable micro-grid it is essential to model the solar energy source
taking into account its randomness. Considering the intermittent characteristic of PV,
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the assimilation of storage devices in a micro-grid environment is essential for achieving
resilience and increasing the penetration level of renewables [2]. Hydrogen is a possible
solution for long term storage of energy which unlike battery storage has lower rate
of self-discharge. Green Hydrogen refers to generating hydrogen onsite utilizing the
surplus energy of renewable system enabling environmental sustainability. Moreover,
using hydrogen will also reduce the overdependence of the countries on minerals and
rare earth materials-based battery storage [3].

For effective, operation of this scheme it is essential to ensure a robust energy man-
agement strategy which can determine the amount of power generated by each resource
at a precise time with an aim to reduce the working cost, enhance the energy efficiency
and system reliability [4]. Now-a-days, many researchers are working in this area to
obtain maximum benefit from it. Some of them are highlighted here. In [5], researchers
studied the techno-economic feasibility of hydrogen-based energy storage in remote
areas. Researchers developed a model of self-sustaining integrated renewable electricity
network self and tested it in Jeju island of Republic of Korea [6]. In [7], authors found out
the optimal energy management scheme of PV wind hydrogen battery hybrid with the
aim of reducing operating costs and increase the life span of the device. In [2], authors
determined the optimal resource management strategy of PV fuel cell and battery with
load characterization.

However, in most of the previous work a rule-based strategy is used for energy
management,whichmaynot give the optimal result for operation. In someof the previous
work, uncertainty, or intermittent characteristic of solar is not considered. Moreover,
very few pieces of work have focused on both economic and environment benefits while
designing the schemes of energy management.

In this paper an optimized energy management strategy for operation of a solar
hydrogen based microgrid system is proposed, considering minimization of operating
costs and maximization of environment benefits. Various security constraints pertaining
to power equality, battery state of charge (SOC), and maximum and minimum power
of generating sources are considered. Extended nondominant sorted genetic algorithm
(E_NSGAII) [8] is utilized to resolve themulti-objective problem. Solar power is used as
primary source of energy. Considering the practical aspects, uncertainty of solar power
source and load is also considered in this work.

Fuel cells (FC) are used as the secondary power source. The excess energy of the solar
PV panels is used to provide electric energy to electrolyzer and to charge the batteries.
Hydrogen produced in the electrolyzer acts as a long-term storage device and batteries
will be used as short-term storage. In this microgrid, the provisions are made to connect
the microgrid with the main grid for enhancing the system reliability.

The last part of the paper introduces a forthcoming study to be conducted by the
authors to investigate the unique challenges of energy markets with large-scale penetra-
tions of renewables, focusing on flexibility markets, with the main aim of placing the
work onmicro-grids into a broader context, related to energymarkets and power systems
generally.
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2 Modeling of System Components

Designing of operating strategy of PV hydrogen -based system is a complicated task
as it needs development of accurate mathematical models intended for each system
components. In the following section mathematical modeling of system components are
given.

2.1 Uncertainty Model of Solar Irradiance

To express the random solar output beta probability density function f
(
st

)
[8] is used in

this paper.

f
(
st

) =
{

�(a+b)
�(a)�(b)

(
st

)a−1(1 − st
)b−1

if 0 ≤ st ≤ 1a, b > 0

0 otherwise
(1)

The shape parameters are represented as a and b and can be expressed in the following
equation

a = µ × b

1 − µ
b = (1 − μ) × ((μ(1 + μ))

/
σ 2 − 1) (2)

In Eq. 2., μ and σ represents mean and standard deviation which is calculated from
the historical data. The maximum power P(s) of a PV system is formulated as.

P(s) = N × FF × V × I (3)

N in Eq. (3) is the module number of PV panels. FF is the fill factor, V and I are the
voltage and current of solar array as given in Eq. (4) and (5).

V = VOc − KVoltage × TCell (4)

I = st[IS + KI × (TCell − 25)] (5)

I and VOc in Eq. (4) and (5) are the short circuit current and voltage on open circuit
respectively. TCell , KI and KVoltage are the cell temperature of solar panels, temperature
coefficient of current and voltage respectively. To enhance the accurateness of the out-
come every hour is subdivided into number of states (NS). The probability of every state
is evaluated as given Eq. (1). Expected hourly output of solar is calculated as follows:

P(s)hour =
∫ NS

i=1
f
(
st

) × Po
(
st

)
(6)
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2.2 Uncertainty Model of Load

Power demand in micro-grid exhibits distinctive uncertainty as it varies with time, sea-
son etc. To model the random nature of real and reactive load Probabilistic method of
Gaussian normal distribution (f (lt)) [8] can be used which is given as follows

f (lt) = 1

σ
√
2π

e
−(lt−μ)2

2σ2 (7)

σ and μ in (7) represents standard deviation and mean of historic load data.
P(t) and Q(t) are the expected real and reactive power at time t. Po(t) and Qo(t) are

the real and reactive power measured with smart meter at the time instant t.

2.3 Hydrogen System

The hydrogen system consists of Fuel cells, electrolyzer and metal hydride storage to
store hydrogen.

FC are pledging technology for generating electric power as it possess high efficiency
and low carbon emissions. Hydrogen generated in electrolyzer comes in the FC and a
chemical reaction occurs which generates electrons and protons. The power produced
by the FC is mathematically expressed as follows

PF = nfc ∗ Vfc If (8)

Vfc is the voltage of fuel cells. nfc is the number of fuel cell stack. If is the current
in the fuel cell. Electrolyzer consists of cells which are series connected and water
electrolysis method is adopted to generate hydrogen. Amount of hydrogen generated is
given by the following expression.

H2gen = ηf
Ncell iEI

zF
(9)

Where ηf and F stands for Faraday s efficiency and Faraday constant, respectively. iEl is
the current in the electrolyzer. A metal hydride storage tank is used in this paper because
it is safe and compact.

3 Modeling of Fitness Function

In the present work the energy management strategies are framed in a way such that
the operating costs and the emission costs will be minimum as given in Eq. (1) and
(2). The reference power settings of the energy sources at a particular time instant (t)
is selected accordingly. OCbattery, OCfuelcell and OCelectrolyzer is the operating cost per
KW of battery, fuel cell and electrolyzer respectively.

Operating cost (t) = OCbatteryPbattery(t) + OCfuel cellPfuel cell + OCgrid(t)grid(t)
(10)
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The cost due to carbon emission is given by the following equation

Emission cost(t) = CEbatteryPbattery(t) + CEfuel cellPfuel cell(t) + CEgrid Pgrid (11)

Abiding by the security constraints is themost important aspect for safe, secure oper-
ation of microgrid. Therefore, security constraints must be considered while designing
the microgrid.

Some of the security constraints that are considered are as follows

Pgrid ,t + Prenewable,t − Pload ,t = 0 (12)

SOCminimum ≤ SOCt ≤ SOCmaximum (13)

Pminimum
fuelcell ≤ Pt

fuelcell ≤ Pmaximum
fuelcell (14)

Pminimum
electrolyzer ≤ Pt

electrolyzer ≤ Pmaximum
electrolyzer (15)

4 Multi-objective Algorithm

Inmicrogrid designing theremay be two ormore than two objectives to be fulfilledwhich
may be contradictory in nature. Therefore, it becomes essential to utilize robust multi-
objective algorithm to solve it. Deb et al. developed Non-Dominant Sorting Genetic
Algorithm [9], which is one of the most popularly used procedures as it can handle effi-
cientlymany objectives and are applied successfully inmany power and energy problems
[10, 11]. However, evolution of NSGA II algorithm is also vital to overcome some lim-
itations such as early convergence, larger distance among the attained Pareto front and
global Pareto front along with absence of diversity amongst the attained Pareto optimal
solutions. Extended non-dominant sorted genetic algorithm (E_NSGAII) is utilized in
the current process to solve the proposed design problem. A concept of parental inher-
itance is introduced in the conventional NSGA II algorithm in which the preliminary
selection process of parent population a superior pool is created. This will generate finer
pool of child chromosome and hence assists in improving the speed of convergence to
the true optimal global Pareto front. The process of non-dominant sort, Parent inher-
itance, dynamic crowding distance, simulated binary crossover, tournament selection,
and polynomialmutation are used in E_NSGA II to obtain the Pareto front. Fuzzy logic is
applied to get the single compromised solution among all the obtained Pareto solutions.

5 Case Study

In the present problem an IEEE 13 bus test system [12] is considered as amicrogrid. This
systemconsists of two capacitors; one is connected at bus number 675 and at bus 611. The
one-line diagram of the test microgrid is shown in Fig. 1. Hourly values of solar and load
obtained by applying probability density functions is given in Fig. 2. The PV panels and
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the hydrogen systemalongwith battery storage is placed in bus number 675. 10PVpanels
are considered for this work. The input to the problem is the expected value of solar and
load calculated using probability density functions, operating costs, and the environment
parameters. The output is the 24 h optimum power dispatch to the load such that the
operating cost is minimized, and the environment benefit is maximized while satisfying
the operational constraints. At a certain time, t, each generating source that participates
on the bus is according to the decision provided by themulti-objective operating strategy.
The Extended nondominant sorting genetic algorithm (E_NSGA II) [8] is applied as the
multi-objective algorithm in this paper. In Table 1, the parameters used in solving the
problemusing E_NSGAII is given. Table 2 shows all the data pertaining to the generating
source. Battery SOC and level of hydrogen is the most important control parameter and
accordingly the switching decisions are taken in the proposed operating strategy. Battery
SOC is maintained between 40–90 and whenever the battery SOC reaches less than 40,
battery is charged. At the time when the PV output is more than load the extra power is
used to charge the battery and once battery SOC reached 80% the power is used to run
the electrolyzers. Moreover, the fuel cell is switched off when the level of hydrogen in
the tank is low. At every point of time safe and reliable power supply to the load will be
ensured.

Table 1. Parameters

Parameter Values

Number of iterations 450

Population size 100

Probability of crossover 0.9

Probability of mutation 0.3

Table 2. Renewable generation in microgrid system

Parameter Values

CECO2 10 $/ton CO2

PV panel

Rated power 10 KW

O&M cost 5 $/year

Fuel cells

O&M cost 0.01 $/hr/KW

Rated power 5 KW

Battery

O&M cost 1 $/year

Battery capacity 96000 Ah
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Figure 3 shows the power management strategy of each generating source at each
hour, considering minimization of operation cost and maximization of environment
benefit. As observed from the figure fuel cells work only during nighttime as secondary
power source. Battery SOC is maintained between 40% and 90%.

650

632 633 634645646

611 684 671 692 675

652 680

Fig. 1. Single line diagram of IEEE 13 bus system
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Fig. 2. Hourly variation of solar output and load.
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6 Micro-grids and Flexibility Markets: Forthcoming Study

Energy markets (EMs) are built on well-established rules of transparency and competi-
tion. The ‘common’ design framework includes both day-ahead and intra-day-markets,
operating together with forward markets, and complemented with balancing markets.
This framework was developed, however, when the majority of power plants were
fuel-based, meaning that their production could be controllable with limited economic
impact.

The clean energy transition creates unique challenges in the design and operation
of energy markets. Chief among these is the need to incentivize increasing levels of
flexibility in a cost-effective way to manage the rising variability and uncertainty of the
net load [13]. Also, the increasing deployment of decentralized resources able to offer
demand-side flexibility is starting to be thought provoking due to need to incorporate
them in a cost-effective manner. This is particularly true for microgrids and their key
components, typically offering excellent opportunities to provide flexibility to the grid
and the power system in general.

Flexibility markets are starting to be recognized as a promising tool to incentivize
decentralized resources to trade flexibility products [14]. These markets are essentially
markets to be used by system operators to redispatch their grids, allowing the par-
ticipation of micro-grids, balancing responsible parties (BRPs) and distributed energy
resources, either individually or through aggregation services.

A forthcoming study to be conducted by the authors will look at using an agent-based
tool, called MATREM (for Multi-Agent TRading in Electricity Markets), to investi-
gate emerging and new markets designs involving flexibility markets [15]. At present,
MATREM supports a day-ahead market, an intra-day market, and a balancing market
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(see, e.g., [16]). Also, the tool supports a futuresmarket for trading standardized bilateral
contracts and a marketplace for negotiating tailored (or customized) bilateral contracts
(see, e.g., [17]).

The major goal of the study is to help managing the flexibility challenges of EMs
with large-scale penetrations of renewables. This involves the extension of MATREM
with a new local flexibility market. The agents allowed to participate in this market are
either flexibility buyers or flexibility providers. The former include transmission sys-
tem operators, distribution systems operators and BRPs. The latter involve aggregators,
BRPs, and mainly micro-grids, particularly the micro-grid described in the paper.

7 Conclusion

An optimized energy management strategy of a solar hydrogen based microgrid is pro-
posed in this paper. PV energy sources are considered as primary and Fuel cells are
considered as the secondary power source of the microgrid. The uncertainty aspects of
solar and load are considered in the proposed work. To mitigate the uncertainty or inter-
mittent characteristics of solar energy source hydrogen is used as the long-term storage
and battery as the short-term storage. To enhance the reliability of the microgrid provi-
sions of grid connection is there in the system. An IEEE 13 bus system is considered
as the test microgrid. A multi-objective E_NSGAII procedure is applied to solve the
problem of optimum energy management. In this paper, a 24-h optimum power dispatch
to the load is obtained as the result considering the minimization of the operating costs
and the costs due to environmental emissions. Operating constraints pertaining to power
equality, battery SOC, maximum and minimum power of generating sources is consid-
ered in the proposed work. At, a certain time, t, each generating source that participates
on the bus is according to the decision provided by themulti-objective operating strategy.

At the last the paper introduces a forthcoming study to be conducted by the authors
to investigate the unique challenges of energy markets with large-scale penetrations
of renewables. The study will look at using an agent-based tool, called MATREM to
investigate emerging and new markets designs involving flexibility markets. In this way,
the work presented in this paper constitutes part of a larger project plan and represents
an important step towards a major goal, related to renewable generation, energy trading
and distributed energy resources, including microgrids.
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Abstract. The great development of the internet and all its associated
systems has led to the growth of multiple and diverse capabilities in the
field of software development. One such development was the emergence
of code repositories that allow developers to share their projects, as well
as allowing other developers to contribute to the growth and improve-
ment of those projects. However, there has been such a growth in the
use of these systems that there are multiple works with very similar
names and themes that it is not easy to find a repository that com-
pletely adapts to the developer’s needs quickly. This process of searching
and researching for repositories that fit the initial needs has become a
complex task. Due to the complexity of this process, developers need
tools that allow them to process a large amount of information that can
be downloaded and analysed programmatically. This complexity can be
solved by approaches such as big data and scraping. This paper presents
the design of a data ingestion system for libraries, components and repos-
itories in a multi-agent programming environment.

Keywords: Data ingest · Service intake · Multi-agent · Big data

1 Introduction

Software development has greatly benefited from the order, classification and
availability of code provided by software repositories. Repositories provide a
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meeting point for developers to evolve the work they host. The use of repositories
quickly became widely adopted by companies in the development environment,
so that development is stored and a record is kept of when changes have been
made. These logs provide information on which developers contribute the most
or go back to previous versions to identify and fix problems that have arisen in
new versions.

The vast majority of software development companies use private reposito-
ries that do not make their development code available to other developers, but
many developers upload their projects to public repositories such as Github,
Gitlab, Bitbucket and others. The use of public repositories encourages collabo-
rative work that integrates developers who are interested in the project. In this
way, public repository projects improve and evolve (improving their functional-
ity, security, quality, etc.) by detecting and solving problems that the original
developer has not detected. Repositories are a tool to be taken into account in
any software development.

Repositories have contributed greatly to software development, creating a
breakthrough in the free software development community. However, there are
currently a large number of projects with similar names, technologies, themes
and almost identical objectives, which complicates the task of searching for a
project or service that meets the needs of the developer who is searching. In
addition, the existence of multiple repositories means that some projects are
often replicated in them, being different versions due to the contributions of
users in different ways in one or the other.

However, the vast majority of repositories include data and metadata that
can be used by tools to try to carry out a search process automatically. In this
way, this tedious task can be performed in a much simpler way in its elaboration,
more accurate in its search and much faster in its development. To this end, tools
or systems must be developed that, given a token or a series of tokens, are capable
of performing a search for the services that implement this functionality, using
the data and metadata presented by each of the repositories. For this reason, this
work has created a tool for searching and extracting repositories that correspond
to a specific token or set of tokens, and subsequently, this tool carries out a
selection process of those services that best adapt to the user’s needs so that
this service or set of services can be included in the software project in which
the user wishes to integrate the service sought.

The rest of the paper is structured as follows. Section 2 reviews state-of-
the-art proposals in the service extraction from repositories. Section 3 presents
the Service extraction approach in multi-agent paradigm. Section 4 describes
the evaluation of proposed extraction methodology and the key results. Finally,
Sect. 5 draws some conclusions and future work.

2 Related Works

Web-based public repositories have a standard structure in their API responses
(e.g., JSON, XML). These structured responses provide automatic crawling using
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web-based repositories, which due to collect an extensive dataset collection. There-
fore, over the past decades, most research in collecting data has emphasized web
crawling [1]. However, this form of collection creates noisy data. To this end, Much
of the current literature on collecting data pays particular attention to the use of
Natural Language Processing (NLP) and feature extraction techniques [2–4].

Collected data from web feed AI algorithms in several research areas. The
objective of this study is to provide data collection for intelligent software or
service selection. In general, modern software development includes 1) Identify-
ing system requirements, 2) Finding and collecting available services or libraries
from open source repositories, 3) Classifying the discovered services or libraries
with the same functionality, 4) Ranking selected services or libraries with the
same functionality.

This study aims to provide data for the second step, which investigates avail-
able software collection from web pages, code repositories, and public web service
registries.

According literature gathering data can fall into two categories: 1) Gather-
ing software data which include source code and metadata [5–8] 2) Gathering
service data which usually include service meta data [9,10]. The service can be
considered as resemble software that performs a single or a few limited tasks.
The significant difference between software and service data is that the source
code of service data can not be available.

In general, databases that include source codes have been utilized for smart
software development tools, such as code completion [11,12], code search [13],
etc.

More recent attention [5,6] has focused on the Github APIs [14], which can help
to define software features. The following features can be extracted from GitHub
APIs: 1) User rate 2) ReadMe file 3) Software License 4) vulnerability alerts 5) Last
commit date 6) Requirement of software 7) Number of issues 8) Data or parameter
Media type 9) Number of pull request comments. Prana et al. [15] have provided
a manual annotation of 4,226 README file sections from 393 randomly sampled
GitHub repositories. They have used extracted data for multi-label classification.
However, In real-world problem manual annotating can cost more and suffer from
humanmistakes, aswell. Themajority of source code collections apply codemining
approaches [16,17] which assume code as structured text.

Collecting approaches that only collect service or software meta-data infor-
mation can be used for automatic service discovery and service composition.
Nabli et al. [18] have discussed the Cloud-based services and their discovery chal-
lenges. They have proposed a model called CSOnt which allowing the crawler to
automatically collect and categorize Cloud services using Latent Dirichlet Allo-
cation (LDA). However, their services include well-annotated cloud services such
as amazon services [19] or Azure [20], which provide certain services. They have
not provided details on the services witch have can provide several functionality
with less documentation.

According to the literature, most proposed datasets either include software
data (source code and metadata) or are performed for a service discovery
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process that only includes service metadata. This study proposes an app-
roach that provides a large labeled dataset that include software and service
information.

3 Service Extraction, Integration and Negotiation
Techniques in Multi-agent Paradigm

This part of the article will be taken up with discussing and investigating services
data collection from web pages, code repositories, and classic registries.

The creation of the data frames will be detailed below based on the informa-
tion that can be obtained from each method. The main workflow is detailed in
Fig. 1.

Repository searchCreation of
DataFrames

DataFrame per
keyword

CSV 1

CSV 2

CSV n
USER

CSV

Token

File of
Tokens

Fig. 1. Pipeline of the service extraction process

3.1 Gathering Services from Websites

In general, a website offering services includes names, descriptions and service
links. The service binding contains the WSDL of the service or a list of service
methods, input, output.

The main source used to gather information has been programableweb, which
has a long list of application programming interfaces (API) services, software
development kits (SDKs), source code, mashups and API-libraries which they
keep up to date and classified, it also includes a glossary and a classification of
services by key words.

Using crawling techniques has scoured the web and it has been able to create
a series of scripts that obtain the data provided by the website to finally create
a series of data sets which will be detailed as follows, however, only well-known
services have full annotations.

Based on what the web page provides, the final entries sought to build the
data set have been:

– In terms of obtaining APIs:

• Name
• Description
• Categories

• Number of followers
• Endpoint
• Portal URL
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• Provider
• Type of authentication
• Version
• Version status
• Type

• Architecture
• Requests formats
• Response formats
• Is official?

– Concerning the software development kit data:

• Name
• Description
• Category
• Related APIs
• Date submitted

• Provider URL
• Asset URL
• Repository URL
• Languages

– Concerning the source code data:

• Name
• Description
• Category

• Source Code URL
• Repository URL
• Languages

– Concerning the mashups data:

• Name
• Description
• Category
• Date submitted
• Related APIs

• Categories
• URL
• Company
• App Type

– Concerning the API library data:

• Related APIs
• Category
• Date Published
• Languages
• Related Frameworks
• Architectural Style
• Provider

• Asset URL
• Repository URL
• Terms Of Service URL
• Type
• Docs Home URL
• Request Formats
• Response Formats

– Concerning the framework data:

• Name
• Description
• Date published
• Languages

• Provider
• Asset URL
• Repository URL
• Terms Of Service URL
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3.2 Gathering Services from Service Code Repositories

In the following section is presented the workflow followed to obtain a series
of data sets through the most popular code repositories, as well as to obtain
metadata for each of them through key words searches using crawling techniques.

In order to search for services, a list of 505 keywords related to API services
was obtained from the previous website. To focus the search on service repos-
itories, 30 additional service-specific keywords were subsequently added to the
website, such as WSDL, SOAP, PASS, IASS, microservice etc.

It has been decided to use the three most popular code repositories - GitHub,
GitLab and Bitbucket - to perform this type of search, witch are known for
hosting a large number of publicly licensed code repositories. Using its API,
both file and keyword searches can be performed.

For all cases the following a script has been built that using the set of key
words mentioned above fetches a number of code repositories related to the key,
additionally the script accesses each repository found and downloads extra useful
data.

The scripts have been prepared to support both bulk and targeted keyword
searches, in both cases it uses threading to increase its efficiency, but due to API
limitations, fetching the data can be delayed to hours or even days.

After the raw data collection, a filtering of noisy data was carried out, reduc-
ing the final number of valid repositories considerably.

The data collected from each service code repositories have been:

– Data set from GitHub:

• Repository URL (the user name
and repository are implied)

• Description

• Topics
• Number of Stars
• Number of Forks

– Data set from GitLab:

• Name
• Description
• Repository URL
• Date Created

• Tags

• Number of stars

• Number of forks

– Data set from Bitbucket API:

• Name
• Description
• Repository URL
• Related Website URL

• Date created
• Updated on
• Owner name
• Owner organization

Web crawling techniques have been also used to collect information from the
repositories, has been used Bitcuket’s public search engine with authentication.



Services Extraction by Means of an Agent-Based Negotiation System 247

However this technique is limited in terms of the amount of information that
can be collected from the results compared to using the API:

– Data set from Bitbucket Web:

• Name
• Description
• Repository URL

• Date updated
• Number of watchers
• Related key word

3.3 Gathering Services from Service Registries

As a service registry it has been decided to collect data from Docker Hub con-
tainers. For the search it has been agreed to use the docker binary filtering by
number of stars, a small parameterised script has been built that makes calls
to the docker binary file and collects the response to be formatted and stored,
resulting in a data set with the following entries:

– Data set from Docker Hub:

• Name
• Description
• Number of stars

• Is official?
• GitHub Repository URL
• Related key word

4 Evaluation of Proposed Extraction Methodology

The results obtained from the previous approach as well as the difficulties and
possible improvements will be presented and discussed in the following sections.

4.1 Data Sets Obtained from Websites

Six data sets have been obtained from this web resource with the following
entries:

Programableweb

Resource Valid entries

API 22.295

SDK 19.394

Source code 15.389

Mashups 6.448

API-library 1.670

Framework 555

Total 65.749
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4.2 Data Sets Obtained Service Code Repositories

Overall 535 key words have been used to construct the data sets.

Data Set from GitHub using two API access tokens, took 50 h at a rate of
about 10 key words per hour.

In total, 838.588 entries of keyword-related code repositories have been
fetched.

Data Set from GitLab using one API access token, took 8 h at a rate of about
67 key words per hour.

In total, 874.623 entries of keyword-related code repositories have been
fetched.

Data Set from BitBucket because of API limitations, 1.000 per hour, the
repository retrieval process was delayed for 6 days, using 10 API tokens.

In total the script was able to retrieve 141.840 entries of keyword-related
code repositories before the data collection process was turned off by timeout.

To increase the number of web requests from 60 to 60,000 per hour, as men-
tioned previously, web screening techniques were used. This new implementation
took 38 h, at a rate of about 14 key words per hour.

In total, 961.908 entries of keyword-related code repositories have been
fetched.

Service code repositories

Service C.R Valid entries

BitBucket Web 961.908

GitLab 874.623

GitHub 812.024

BitBucket API 141.840

Total 2.790.395

4.3 Data Sets Obtained from Service Registries

Similar to service code repositories, the list of 535 key words mentioned in the
previous paragraphs has been used.

The direct use of the docker binary is limited to 100 elements per keyword,
but is able to filter based on popularity.

Data Set from Docker Hub took 2 h at a rate of about 260 key words per
hour.

In total, 357.917 entries of keyword-related code repositories have been
fetched.
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Service registries

Registry Valid entries

Docker Hub 357.917

4.4 Missing Values

In order to get an overview of the collected entries and the amount of information
from the fields described in the previous section, the distribution of missing
values for each resource will be shown below (Fig. 2).

As mentioned previously, only the most popular entries have complete data
available, but almost all of them have a description field which can be a starting
point for using machine learning methods to classify the entries, in expectation
of API-library which do not contain a description field (Figs. 3 and 4).

(a) API (b) SDK

(c) Source code (d) Mashups

(e) API-Library (f) Framework

Fig. 2. Missing values for the data set: programmableweb
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(a) BitBucket Web (b) GitLab

(c) GitHub

Fig. 3. Missing values for the data set: service code repositories

Fig. 4. Missing values for the data set: DockerHub

5 Conclusions and Future Work

The process of finding and researching repositories that fit the initial needs
has become a complex task. This paper has presented the design of a system
for ingesting data from libraries, components and repositories in a multi-agent
programming environment [21]. The workflow followed for obtaining a series of
data sets through the most popular code repositories was presented, as well
as for obtaining the metadata of each of them through keyword searches using
crawling techniques. For all cases, a series of scripts has been built that, using a
set of keywords, retrieves useful data, but due to API limitations, fetching the
data can take up to hours or even days. For this reason the main source used to
gather information was programmableWeb which has a long list of application
programming interface (API) services, software development kits (SDKs), source
code, mashups and API libraries that are kept up to date and classified thanks
to its great community.

Combining both approaches a total of 3.214.061 code service entries have
been retrieved using a total of 535 keywords, forming a data set with extra
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descriptions and annotations that will allow future research work on keyword-
driven service recommendation using fields such as description or desired inputs
or outputs from a series of petitions to an API. For the future work in terms
of data gathering, it has been agreed to expand these data sets to include more
keywords and gather more web resources for the creation of new ones.

Acknowledgments. This research has been supported by the European Union’s Hori-
zon 2020 research and innovation programme under grant agreement No 871177.
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Abstract. Outdoors’s activities and sporadic nature getaways are becomingmore
and more common in recent years. Warm and humid climates without extreme
temperatures favor insects or small organisms to live (and proliferate), which can
cause potentially serious health problems if we do not have aminimum knowledge
of what to do if we are bitten or stung. One of such concerning animals are the
arthropodous. The objective of this work is to provide doctors and patients a
machine learning-based tool to obtain a fast initial diagnostic based on a picture of
the specimen which bit them. The developed model achieved over a 93% accuracy
score based on a dataset of 493 color images. Three species have been categorized
and analyzed, and the possible diseases theymay transmit identified. The proposed
system is effective and useful for a future real-life integration into a platform.

Keywords: Computer vision · Arthropodous · Fast diagnostic

1 Introduction

Tick-borne infections have been well known for more than 100 years. They occur with
varying incidence in relation to time and geographical location, depending on different
circumstances, such as animal reservoirs, climate, ecological conditions and lifestyles.
Preventive measures, such as the use of repellents and clothing covering most parts of
the body, offer only limited protection. Vaccine prevention is only available for some
tick-borne infections and even then, it is not always sufficiently used [2].

One of the most common tick-borne diseases is the Lyme disease. It was first
described in the mid-1970s. The name of the disease comes from the geographical
location of the original outbreak in the vicinity of Old Lyme, Connecticut, USA. The
causative agent is transmitted through the bite of vectors of the Ixodes kind. The inci-
dence of canine Lyme disease is seasonal and corresponds to the feeding periods of
Ixodes vectors. Since it was first diagnosed in Old Lyme, the disease has been detected
in several countries (mainly in the east and south-west of the USA, Austria and Slovenia)
[3]. Approximately 365,000 cases are detected per year.

The best practise to prevent the spread of tick-related diseases is to avoid the initial
bite by expanding prevention measurements such as protective clothing, repellents, etc.
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Nevertheless, when the patient is already infected, an early and accurate diagnostic may
significantly reduce the morbidity and the mortality rate [4].

In order to achieve successful results, it is mandatory to involve all parties: govern-
ments, international and private organizations, the agrochemical industry, rural profes-
sionals, etc. Once the policy makers are convinced of the importance of adopting new
innovative strategies and solutions, then the veterinarians and farmers will be responsible
of their implementation [5].

One of the most promising new technologies in the state-of-the art is deep learning,
and transfer learning in particular. Machine learning and data mining techniques have
achieved successful results in numerus real-world applications recently [6]. Moreover,
its ability to learn on its own solely based on new data makes it more flexible and less
labor demanding, promoting higher productivity record in its adoption institutions.

The state of the art for anthropod identification focuses on training CNNs from
scratch using custom datasets [8], after a powerful image preparation. Convolutional
Neural Networks are a common tool in computer vision which provides good results,
although it requires extensive training and large datasets. A proposed solution in this
regard was to create a unit through which the insects must pass at some point. The unit
is then equipped with a camera and the video flow can be used as the main dataset [9].
The species of each specimen is assessed with the computer vision algorithm, and then
it is straight forward to list the possible diseases it could have transmitted.

When there is a need to create powerful machine learning models with limited
computer power and a medium-sized dataset, transfer learning is the best alternative. It
has been developed due to the difficulties and cost of obtaining additional data in some
cases, and to the common proverb in computer science: theres no need to reinvent the
wheel. The transfer learning methodology consists on most of the structure and weights
of a successful neural network, and re-training only its very last layers so that it adapts
to the considered problem [7].

Healthcare provides could take advantage of such a state-of-the-art method for
democratising diagnosis and improving healthcare coverage, as well as improve
customer satisfaction and the platform’s value.

This article covers such a question and it is structured as follows: Sect. 2 describes
the used data and the method developed to take the images with the correct format, as
well as examples of the input data. In Sect. 3, the developed model is described in detail,
the data preparation shown graphically and the obtained results presented. Lastly, Sect. 4
draws some conclusions of the current study and proposes future research lines.

2 Data and Method

This research is focused on a particular subset of arthropodous: the ticks of Castile and
León region, in Spain. They are ubiquitous in the countryside. People living in rural
areas, working in slaughterhouses and dog owners are very familiar with them.

A database containing images all the ticks analyzed by the hospital of Salamanca
(Spain) has been used to perform the experiments. The database has color images of ticks
extracted from patients and manually examined by an expert to resolve which species it
belongs to. Two images are generally taken of each specimen, and the labels correspond
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with the previous species assessment. The number of images is limited as it only includes
specimens retrieved in 2021, because the method for taking the images was developed in
2021 as well. Nevertheless, the dataset is constantly expanding with new received ticks.

There are five species of ticks which can be found in Castile and León region every
year:

– Ixodes. It is characterized by its dorsal shield without grooves, without eyes and
elongated face.
The diseases it can transmit are: Lyme disease, anaplasmosis and the central European
encephalitis.

– Hyalomma. It is characterized by its elongated face, eyes, dotted back, ringed legs or
marbled and long legs.
The only disease it can transmit is the Crimean–Congo hemorrhagic fever.

– Rhipicephalus. It is characterized by its hexagonal base of capitulum, with eyes, with
scallops, with triangular palps.
The only disease it can transmit is the Boutonneuse fever, also called Mediterranean
spotted fever.

– Dermacentor. It is characterized by its ornamented shield.
The diseases it can transmit are: rickettsiosis, tick-borne lymphadenopathy
(TIBOLA) – also called Dermacentor-Borne Necrosis Erythema Lymphadenopathy
(DEBONEL).

– Haemaphysalis. It is characterized by its scalloped, no eyes, rectangular capitulum
base, no grooves.
The only disease it can transmit is the rickettsiosis.

In thisworkwe do not use the gathered data ofHaemaphysalis ticks as their number is
not statistically significant. Only around five specimens are analyzed every year because
they bit a person, and the current database only contains two images of this category
(belonging to the same specimen).Moreover, the Rhipicephalus dataset was problematic
and it is not considered either. It will be included in future research.

The dataset contains images taken with a HD camera and with a smartphone (similar
to the devices which rural doctors currently have). Figure 1 shows examples of the
four main categories considered for developing the model which clearly show the most
characteristic features of each species. However, the final model only takes three of them
into consideration as previously mentioned.
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Fig. 1. Ticks found in Castile and León every year. Ixodes (top left), Rhipicephalus (top right),
Hyalomma (bottom left) and Dermacentor (bottom right).

A method has been developed so that any individual can take a useful picture and
perform the analysis:

1. The tick is extracted from the patient’s skin.
2. The tick specimen is placed on top of a flat surface, on a piece of paper. Most ticks

are dead when extracted from the skin, so is very unlikely that it will run away.
3. The phone is positioned 20 cm above the chosen surface, and the picture taken with

the back camera (which often has a higher resolution).
4. The photo is opened by an app or webpage whichmake use of the developedmethod.

3 Machine Learning Approach

Recent advantages in computer vision allow us to automate complex tasks which have
always been carried out by specialized professionals. Face recognition is a well-known
example, but state-of-the-art neural networks allow researchers to bring the benefits
of deep learning to particular problems of their field. Moreover, transfer learning con-
tributed to a democratization of deep learning, allowing researcherwithout vast computer
resources to make use of pre-trained deep convolutional neural networks.

This researchworksmakes extensive usage of transfer learning by combining the pre-
trained ResNet50 network with a SVM. The original images are prepared for obtaining
a better suitability to the networks, and it resulted in a high performance. This process
is described in the current section.
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3.1 Data Preparation

The original dataset contains around 2200 images, of which 460 are labeled and show
no apparent flaw. Only the images taken using a HD camera were used for these tests,
as the images taken with a normal smartphone presented several problems due to the
lower quality. The final subset includes 141 training images and 33 validation images.
The train-test split was approximately 80%–20% respectively, and carried out manually
so that different images of the same tick always belong to the same subset.

For each image, a preparation process is carried out. It works as follows:

1. The image is converted to grayscale.
2. A low-pass filter is applied to remove the image noise. In this case, a Gaussian filter

was selected.
3. A threshold is defined to transform the image into black andwhite.As the background

of the picture is a piece of paper, the black is expected to correspond with the mite.
4. A bounding rectangle which includes all the black segments is then defined. Using

its coordinates, the corresponding area of the original image is selected.
5. The cropped image is returned. The resulting image is expected to contain a well-

centered arachnid and no extra pixels around it.

This process is similar to the most common state-of-the-art preprocessing methods for
face recognition [1]. A real example of the result of this data preparation in the used
dataset can be found in Fig. 2.

Fig. 2. Tick image preprocessing. The area of the image containing the animal is selected and a
new image obtained with only the centered arachnid.

One problem found with the proposed preparation method is that some images
contain mites with broken legs, resulting in an abnormally large bounding rectangle.

3.2 Transfer Learning – The Network

Transfer leaning is a method for obtaining knowledge from a network trained for an
initial purpose, and the adapting it for solving a new problem. It is a great leap forward
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in computer vision projects, as it allows to use powerful networkswhichwould otherwise
require a supercomputer for training.

In this case, the ResNet50 network was select as it was the best-performing option.
Xception, Mobile NASNet and Inception v3 networks were also tested but their perfor-
mance was between a 21 and 26.3% lower. Resnet50 is based on the ResNet network
which won the ImageNet challenge on 2015. It became a milestone as it was the first
time an algorithm obtained a better classification error than humans.

ResNet50 is used in combination with a Support Vector Machine (SVM) which is
trained the gathered mite images, preprocessed by the network. The SVM fits into the
network as a new last layer, therefore taking advantage of all the pre-trained weights and
adapting itself to the new problem.

3.3 Results

The developed model has been tested with images never seen by the network. A random
train-test split was initially considered and dismiss, as two pictures of same mite are
often found. In the case of dead specimen, both pictures are almost identical so good
results could be obtained if the model learnt the images by heart (instead of learning
to recognize the kind of mite shown). Therefore, the train-test split was carried out
manually.

The validation dataset consisted of 33 images of 3 different categories, belonging to
the mite species “Dermacentor”, “Hyalomma” and “Ixodes”. The accuracy score was
0.93939394 and the mean squared error was 0.06060606. The confusion matrix of the
model can be found in Fig. 3.

Fig. 3. Confusion matrix without normalization (left) and normalized confusion matrix (right) of
the best developed model.

As it can be seen, the model had a great performance and provided strong results
within the limited dataset. A real-world deployment of the model could even be consid-
ered as the benefits of using this algorithm clearly overcome the risks. Many lives could
be saved by speeding up diagnosis in developed territories, and by easing the access to
health analysis in underdeveloped areas.
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Nevertheless, the limitations of this initial study must be taken into account when
analyzing the previous numbers: the datasets used were relatively small for a computer
vision problem. Although this obstacle was partially avoided by using transfer learning,
the authors are cautious andwill perform additional analyseswhenmore data is available.

4 Conclusion

A novel method for tick identification has been successfully developed and, after future
tests and verifications, it has the potential to speed up the diagnostic of thousands of
patients and to bring advanced deep learning techniques to rural areas.

The performance of the initial tests based on high quality images were successful
(94% accuracy), so the following step in this research line is to fine-tune the current
model so that it can be used with smartphone-quality images. Camera focus and pixel
quality are the main challenges, but based on the obtained results it is expected that they
will be overcome.

Moreover, the usage of transfer learning allows institutions with a low budget to
re-train the model using a normal computer (as opposed to a powerful server’s cluster)
and to execute the trained network on devices with limited processing power (such as
smartphones or even IoT devices).

In conclusion, the proposed model is currently capable of assisting experts in their
laboratories to speed up the tick identification and subsequent disease diagnosis. It pro-
vided strong results so a real-world application is also possible to democratizes this
analysis tool and allow any smartphone user to have access to a fast, accurate diag-
nosis; therefore improving their life quality. Technology at the service of the citizens,
human-centered advantages.
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Abstract. In recent years, numerous approaches have attempted to
develop traffic control strategies at intersections. The complexity of a
dynamic environment with different vehicles crossing in different direc-
tions and in some cases, with multiple conflict points, is a major challenge
for the traffic optimisation, especially in urban areas. Work has focused
on developing systems that range from intelligent traffic lights to com-
plex centralised protocols that evaluate the policies to be met by vehicles
at the intersections. In general, a traffic control system at intersections
gives the green light to one lane, while keeping all other lanes on red
light. But, what happens when there are several levels of vehicle pri-
ority or when there are emergency vehicles in the lanes? This feature
needs a special protocol because of the high risk of collisions with other
vehicles and the possible improvement in waiting times for emergency
vehicles. Therefore, this paper proposes an emergency vehicle attention
protocol with an algorithm that implements rules based on the proto-
col called Distributed Intersection Management (DIM) that is used by
autonomous vehicles while negotiating their cross through the intersec-
tion. This proposal also seeks to avoid affecting the traffic flow of normal
vehicles while the algorithm gives priority to emergency vehicles.

Keywords: Autonomous distributed intersection management ·
Emergency vehicle · Vehicle coordination

1 Introduction

Nowadays, the challenges of research in transportation systems have been com-
plemented with the use of technologies capable of assuming the complexity asso-
ciated with the possibility of communication and interaction between vehicles
and with the infrastructure. These technologies must take into account that vehi-
cles always meet the conditions necessary to maintain safety on the road. When
c© Springer Nature Switzerland AG 2021
F. De La Prieta et al. (Eds.): PAAMS Workshops 2021, CCIS 1472, pp. 261–269, 2021.
https://doi.org/10.1007/978-3-030-85710-3_22
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a vehicle does not meet these safety conditions, the control of the implemented
technology has to intervene to avoid a possible collision of the vehicle, especially,
at an intersection. Although there are still numerous problems to be solved in
this type of system, the use of intelligent algorithms explores new and better
ways to solve these problems.

Apart from safety, other important objectives of transportation systems
research are the optimisation of flow, reduction of pollution or travel time used
by vehicles in their movements. All this must be taken into account in order
to validate in which type of road infrastructures it is necessary to make greater
contributions.

Communication between vehicles facilitates their coordination in order to
achieve the aforementioned objectives. In recent years, many studies have focused
on providing a certain degree of coordination between autonomous vehicles,
mainly at the moment of crossing, since this is one of the most critical situ-
ations that require the collaboration of vehicles circulating on different roads.
Some examples can be found at [1–6].

Most of the proposals focus on offering centralised solutions by means of
some type of infrastructure, although there are also decentralised solutions where
vehicles arriving at an intersection form a network that collaboratively decide
on the actions to be taken to speed up the flow through the intersection. An
example of this type of proposal is presented in [7], where a series of crossing
rules are proposed for the coordination management of autonomous vehicles.
Thus, a collaborative behaviour emerges if the vehicles follow the rules.

A key element in this type of conflict situations at vehicle intersections is the
management of vehicles with possible priorities such as emergency vehicles. In
this particular case, we can also find previous works that try to speed up the
flow of emergency vehicles in intersections versus non-priority vehicles.

In [8], the authors showed how it is possible to integrate the specific features
of attention of emergency vehicles in a vehicular flow simulator. Moreover, in
[9] authors implement a strategy about attention emergency vehicles where the
policy gives more priority at the lanes where there is emergency vehicles, con-
sequently, the delays on emergency vehicles will be less than normal vehicles.
The approach that can be found in [10] tries to avoid delays in the emergency
vehicles giving the priority of crossing in the lane where there is emergency
vehicle without affecting with long delays other lanes with other vehicles. In a
similar way, in [11] they present a centralised proposal taking into account the
distance of the emergency vehicle to the intersection and the arrival probability
to the intersection. The centralised control changes the traffic lights, including
the traffic light for pedestrians.

In a different way, semi-centralised approaches can be found, for instance,
the work in [12] includes some low cost infrastructure in the lanes improving the
traffic light system. There exists communication between the different control
systems of the proposed infrastructure adjusting the traffic light when there are
emergency vehicles. Self-organised approaches are also proposed, for instance,
in [13] authors use a protocol called VTL-PIC, where they change the normal
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traffic lights in the intersections into a virtual traffic light. The protocol estab-
lishes that when several vehicles arrive at the intersection and if they detect
a possible conflict, then a leader is elected who will manage the traffic in the
intersection. Finally, [14] presents an IoT-based approach for emergency vehi-
cle priority and self-organised traffic control at intersections. An intersection
controller gets emergency vehicle positions (through GPS devices installed in
the emergency vehicles) and vehicle density data at each lane approaching an
intersection. The controller can adjust the traffic lights according to detected
traffic.

As can be seen, numerous works have been carried out to optimise the flow
of emergency vehicles at intersections. Most of these works focus on proposing
centralised solutions. In an alternative way, this paper presents an extension of
the work presented in [7] where a distributed coordination management system
for intersections of autonomous vehicles was proposed. This extension focuses
on prioritising the crossing of emergency vehicles, while minimising the impact
on the flow of normal vehicles. Some experimentation was carried out on the
SUMO1 simulator to demonstrate the feasibility of the proposal.

The rest of this paper is structured as follows. In Sect. 2, we describe the
Distributed Intersection Management model for Emergency vehicles. In Sect. 3,
we show several experiments in order to validate the proposal. Finally, in Sect. 4,
we draw some concluding remarks and suggest some future research lines.

2 Emergency Vehicles Model

In this section, we present the coordination model for emergency vehicles. This
model is based on the Distributed Intersection Management (DIM) model [15],
which provides autonomous vehicles with the capacity to negotiate and manage
crossings at intersections. The DIM model is composed by three parts: the traffic
flow model, the autonomous vehicle model, and behavioral roles. The traffic
flow model is based on the LAI [16] model for large traffic networks simulation.
Basically, this model represents the mechanism to maintain safe distances among
the vehicles, guaranteeing safe driving, by defining the following rules:

– A vehicle ai can accelerate as long as exists a distance Dacc between this
vehicle and the vehicle that comes before ai+1.

– A vehicle ai keeps its velocity as long as exists a distance Dkeep < Dacc

between this vehicle and the vehicle that comes before ai+1.
– A vehicle ai has to decrease its velocity if exists a distance Dbrake < Dkeep

between this vehicle and the vehicle that comes before ai+1.

Autonomous vehicles can be represented as a group of agents A = a0, ..., an.
Each vehicle ai includes sensors to detect other vehicles that are inside an area.
Each vehicle is also provided with a wireless communication system to send
messages and request information to other vehicles. Taking into account this

1 https://www.eclipse.org/sumo/.

https://www.eclipse.org/sumo/
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model, autonomous vehicles are be able to negotiate their own crossing without
help of devices like traffic lights, sensors or traffic infrastructure.

Finally, an autonomous vehicle can play two different roles: follower (F )
and negotiator (N). These roles depend on the information and the specific
actions that a vehicle can carry out. The follower role is played by autonomous
vehicles that are moving just behind another vehicle. In contrast, the negotiator
role is played by autonomous vehicles that do not detect other vehicles inside
their communication areas and before the next intersection. In Algorithm 1 we
can observe the coordination algorithm for intersection crossing. This algorithm
determines which autonomous vehicle should cross an intersection when a conflict
with other vehicles occurs.

Algorithm 1. Coordination intersection crossing
Require: An autonomous vehicle ai with role N .
Ensure: Cross the intersection; otherwise stop.
1: while ai arrives at intersection k do
2: Broadcast its distance and velocity over k
3: if There is not a response by any vehicle then
4: ai can cross with priority the intersection k
5: else
6: ai should evaluate crossing for avoiding collisions and block the intersection k
7: if There is a fleet of autonomous vehicles crossing the intersection k in a

conflicting way then
8: ai must remain stopped until the intersection k becomes clear
9: else if There is a vehicle aj that answers the broadcast message with 0 velocity

and e position regarding the intersection k then
10: ai must remain stopped until the position e becomes clear to avoid blocking

the intersection
11: else if There is a vehicle aj that answers the broadcast message with exactly

the same conditions as ai regarding the intersection k then
12: ai and aj apply a negotiation protocol to decide which one gets the priority

to cross the intersection.
13: end if
14: end if
15: end while

2.1 Emergency Vehicles

An emergency vehicle ae is a vehicle that plays an emergency role (E). This
vehicle has the priority of intersection crossing over the rest of vehicles. We
should note that we assume only two lines in conflict way at each intersection.

In order to define the behavior of emergency vehicles is required to introduce
the two radius that determine the behavior of autonomos vehicles in the DIM
model: the perception radius and the communication radius. The perception
radius Pi of a vehicle ai defines a detection area inside which, other autonomous



Autonomous Distributed Intersection Management 265

vehicles are detected by the sensors of ai. The communication radius Ci defines
a communication area inside which, other autonomous vehicles receive messages
sent by ai. Messages can be delivered to specific receivers or can be broadcasted
to any receiver inside this area.

When an emergency vehicle ae arrives at an intersection k, this vehicle has
the priority for crossing the intersection unless other vehicles are already crossing
the intersection in a conflict way. To represent this behavior, ae sends a broadcast
message to those vehicles that are situated inside its communication radius Ce.
In this message, ae is identified as an emergency vehicle. According to this, the
following situations may occur:

– If ae does not receive any response to its broadcast message, then crosses the
intersection with priority.

– If other vehicles are already crossing the intersection in a conflict way, the
vehicle ai that is playing the negotiator role (N) in this crossing, determines
whether it can stop before arriving at the intersection. Thus, ai reduces the
velocity until stopping at the intersection, remaining stopped until ae finishes
the intersection crossing.

– If other vehicles are already waiting to cross the intersection, the vehicle ai
that is playing the negotiator role (N) broadcasts a message in order to stop
the traffic in the conflict way.

– If two emergency vehicles arrive at the same time at the intersection k, each
one in a different conflict way, therefore:
1. If there are not any other vehicle already waiting at the intersection, then,

both emergency vehicles take the same behavior of a negotiator role (i.e.
they apply a negotiation protocol in order to take the decision about who
has the crossing priority).

2. If there are other vehicles waiting in the intersection, they follow the
default behavior of a negotiator role until one of the emergency vehicles
crosses the intersection.

It must be noted that emergency vehicles are only considered when they are
inside the specific radius. Therefore, the flow of the global traffic system is not
influenced by emergency vehicles.

3 Results

In this section we show several experiments focused on testing the performance of
the emergency vehicles model. We used the SUMO simulator for urban mobility.
SUMO provides functionalities to simulate traffic in cities composed by streets
and intersections (Fig. 1). For the purpose of these experiments, we considered
four intersections for different traffic densities, ranging from 0 to 1. Emergency
vehicles may appear with a prior probability of 1 vehicle per each 3600 vehicles.

In order to test the performance of the model proposed, we compare our DIM
model for emergency vehicles with a Green Wave model, which is the traditional
approach that provides a traffic intersection management based on traffic lights.
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Fig. 1. SUMO simulator showing an intersection with regular vehicles (yellow) and
emergency vehicles (red). (Color figure online)

(a) Traffic flow (b) Velocity

(c) Waiting time

Fig. 2. Models comparison without emergency vehicles



Autonomous Distributed Intersection Management 267

In Fig. 2, we show the performance of both models in cities without emergency
vehicles. Figure 2(a) represents the traffic flow depending on the density of the
city. As it can be observed, the flow increases in both models until a density of
0.3. From this density on, the traffic flow stabilizes. This can be explained since
the intersections may be blocked for large values of traffic flow.

As it can be appreciated, the performance of the Green Wave model is slightly
worse than DIM. This behavior is repeated in Fig. 2(b), which shows the average
velocity of vehicles and in Fig. 2(c), which shows the average waiting time. Both
variables, velocity and waiting time are slightly worse for the Green Wave model.
This can be explained since the DIM model provides a coordination mechanism
based on the traffic, which is adapted depending on the traffic scenario. In con-
trast, the Green Wave considers a fixed amount of time to give crossing priorities.
This strategy may penalize blocked lines.

(a) Traffic flow (b) Velocity

(c) Waiting time

Fig. 3. Models comparison with emergency vehicles

In Fig. 3, it can be observed the performance of both models when emergency
vehicles are introduced. Similar to the previous experiment, both the traffic
flow and the velocity are quite stable from densities values higher than 0.2. In
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Fig. 3(c) we can observe the average waiting time of emergency vehicles and
the average waiting time of regular vehicles (i.e. non-emergency vehicles). As
it can be observed, the Green Wave model does not give significant priority
to emergency vehicles. In contrast, the DIM model provides a mechanism that
allows the emergency vehicles to considerably reduce the average waiting time
compared with the rest of vehicles. Moreover, these differences become significant
when the traffic density is higher than 0.2.

4 Conclusions

Intersections represent point of conflict since autonomous vehicles from different
lines need to cross. Centralised solutions provide coordination mechanisms in
order to determine priorities for crossing. In addition, emergency vehicles are
required to get the highest priority as possible when crossing the intersection.
Therefore, distributed solutions that can adapt to changes in the environment
(such as, traffic densities) are required.

In this paper, we propose a distributed coordination management system
that considers emergency vehicles. This system provides crossing mechanisms at
intersections in a distributed fashion. According to the experiments, this model
provides a better performance than other centralised approaches managed by
traffic lights regarding variables such as traffic flow, velocity and waiting time.
What is more, this performance is eventually better for emergency vehicles that
require highest priorities than the rest of vehicles.

One assumption of our work is the consideration of one-way lines. In future
works, we plan to extend this approach in order to consider several lines for
each direction. This would be specially interesting when emergency vehicles are
considered.

Acknowledgements. This work was partially supported by MINECO/FEDER
RTI2018-095390-B-C31 project of the Spanish government.
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Universitat Politècnica de València, Camino de Vera s/n, 46022 Valencia, Spain

pasmargi@vrain.upv.es, {jjordan,vinglada}@dsic.upv.es
http://vrain.upv.es/

Abstract. The awareness of pollution in urban areas is currently rising.
Among the various possible solutions, the reduction of carbon dioxide
emissions from the use of fossil-fuel-powered vehicles stands out. To this
end, private vehicles and other services such as taxis could be replaced
by more sustainable alternatives, including carsharing fleets. This type
of vehicle, generally electric, is being introduced in more and more cities,
offering a green mobility alternative. In this paper, we analyse the effi-
ciency of the current taxi fleet in Valencia through multi-agent simula-
tions. We then assess possible carsharing fleets with different configura-
tions. Our results show the potential that a combination of the two types
of fleets would have to meet the current demand and, at the same time,
improve the sustainability of the city.

Keywords: Urban mobility · Sustainability · Carsharing ·
Simulation · Intelligent agents

1 Introduction

In the last few years, both city managers and the general public have become
aware of the importance of pollution in urban areas. Thus, there are more and
more initiatives to enhance sustainability and reduce the carbon footprint of
cities. The European Union’s 2030 climate and energy framework has as the key
target to reduce at least 40% the greenhouse gas emissions (for 1990 levels)1.
In this context, laws are being promoted by various city councils that apply
significant restrictions on polluting vehicles, especially in city centres. This is
intended to improve the air quality of cities, thereby improving sustainability
and quality of life for citizens. There are cities where there is a total ban on all
private combustion vehicles, both petrol and diesel, while other cities are less
restrictive and only the most polluting vehicles are banned (usually defined by
their age or emissions according to their technical datasheet).

1 2030 climate & energy framework: https://ec.europa.eu/clima/policies/strategies/
2030 en.
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In parallel to all this, new models of mobility services have appeared that
are better adapted to the demands of users. The most well-known among them
is the “ridesourcing” service, which allows its users to book a ride on-demand,
usually through a multi-platform app. Interested in how this new services impact
urban transit, authors in [8] compared many of them (like Uber or Lyft) to taxi
services in the city of San Francisco, in the United States. Their findings indicate
that despite the similar aspects of taxi and ridesourcing fleets, they differed in
waiting time and number of served trips. Also, at least half of the ridesourcing
trips were a substitute for public transport and private vehicle rides, and not
only taxi services, as one might have thought.

The introduction of new modes of transportation does not simply substitute
the previously existent but creates new transportation trends among their users.
Because of that, one measure that could alleviate both excess pollution and the
amount of traffic in cities would be the inclusion of electric carsharing fleets [3].
This type of service consists of users who need to travel to specific places without
using the available public transport lines (metro, bus, etc.) being able to reserve a
carsharing vehicle within their reach, walk to the vehicle and make their journey
in that vehicle. At the end of the journey, the vehicle can be used by another
user. This implies a reduction in the number of private vehicles circulating in
the city, as users could have their needs covered with the carsharing service and
public transport. The work in [6] shows a reduction in the average household
vehicle ownership in Vancouver, Canada, after two different carsharing systems
were introduced. In addition, in the future, it may mean that many users will not
need to own a vehicle, which has a significant impact on sustainability at various
levels, both for the vehicles present in cities and for polluting manufacturing
processes, among others. On the other hand, many taxi users would be willing
to use carsharing services as it may suit them from an economic point of view
if such a service is competitively priced. However, not all taxi demand can be
covered by carsharing vehicles, e.g. people who are unable to drive vehicles, or
with other types of needs that mean that taxis cannot be substituted.

Carsharing fleets have the potential to be a low-carbon and sustainable alter-
native to traditional urban fleets, such as taxi or dial-a-ride services. Carsharing
fleets emit less carbon dioxide as empty trips (trips without passenger) are nonex-
istent [2]. In addition, this type of fleet can be easily implemented using hybrid
or fully electric vehicles, as they perform great in urban areas. Because of this,
even if the carsharing is only serving a percentage of the city’s taxi demand, it
would be achieving a less polluted area. In this line, authors analyse in [1] when
does a carsharing service, located in the city of Beijing, outperforms in terms of
travel-cost a taxi service. Other Beijing-centred works, as [9], explore carsharing
fleet configurations to study their performance through simulation.

As it is shown above, most of the works that analyse the performance of
vehicle fleets refer to a concrete city or urban area. This makes sense as one of
the crucial factors for a good urban fleet performance is how well it adapts to
the citizen’s movement trends and travelling preferences. Our work follows this
trend by localising our analysis on the city of Valencia, Spain. The authorities of
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Valencia have been very interested in developing the United Nation’s Sustainable
Development Goals (SDG) during the past few years. The most relevant to
our work would be SDG 11: Sustainable Cities and Communities, which the
city council is implementing by banning the use of private vehicles in certain
central areas of the city, pedestrianising squares, creating new green areas, and
promoting the use of electric vehicles. Valencia did not have any carsharing
services before and only recently a small enterprise called Cargreen2 just started
offering this service through a fleet of 100 electric cars on 9 May 2021. Because
of that, we do not have access to carsharing GPS data. Nevertheless, we have
information about population, traffic, as well as social media activity that we
use to reproduce the movement trends of Valencia’s citizens.

Many of the aforementioned studies base their findings on surveys and the
analysis of fleet data. Instead, in our work, we apply the multi-agent modelling
paradigm to reproduce the users of the different transportation services and their
behaviours. In addition, we make use of SimFleet, a multi-agent-based simula-
tor, to execute our simulations and collect the relevant data for its subsequent
analysis. Our main objective is to examine the performance of Valencia’s public
taxi fleet in terms of user satisfaction and carbon dioxide emissions and research
the features a free-floating carsharing fleet should have to offer a competitive,
more sustainable alternative to a part of the mobility demand.

The rest of the paper is structured as follows. Section 2 introduces the soft-
ware used for the simulations and the system modelling of this work. Then,
Sect. 3 details how our experiments were carried out and the metrics that evalu-
ate different fleet configurations. Section 4 shows the obtained results and their
analysis. Finally, in Sect. 5 we present our conclusions and future work.

2 Simulation Environment

In this section, we describe the software we used to create and execute our
simulations as well as how the system is modelled.

2.1 SimFleet

The simulations are carried out by a modified version of SimFleet [7]. SimFleet
is a multi-agent-based urban fleet simulator, which is focused on the implemen-
tation and comparison of agent strategies.

For the setup of our taxi fleet simulations, we use SimFleet’s FleetManager
Agent as a centralized entity that chooses to which taxi each customer request
is forwarded. The strategy followed for this is to send the request to the closest
available taxi. Taxis are modelled by Transport Agents, who are in charge of
picking up customers at their origin and dropping them off at their destination.
Finally, customers of the taxi fleet are represented by Customer Agents. These
agents create a travel request (from their origin to their destination) and pass

2 http://cargreen.es/.

http://cargreen.es/
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it to the FleetManager. Then, once they get confirmation that their request has
been assigned to a taxi, they simply wait for the pick-up.

In contrast, to simulate carsharing fleets, we make use of a modified version
of SimFleet, presented in [4]. This version includes new behaviours for the three
aforementioned agents so that they act as a free-floating carsharing fleet. The
FleetManager has the role to inform the customers of any available (non-booked)
vehicle together with its location. Transport agents have a more passive role, they
simply remain parked at their origin positions and wait for a booking request. As
for the Customer Agents, they now can choose which vehicle they are booking
according to their own needs. In addition, they have to walk to their booked
vehicle to make use of it. The distance they can walk is limited by user-defined
parameter. Once they are inside their vehicle, they drive to their destination
and leave the vehicle parked and available to any other customer. For a more
detailed description of the agent’s strategy, please refer to [4]. Bear in mind that
all simulations have the same goal, which is for every customer to reach their
destination.

2.2 Generators

A simulation is only as good as the data it uses to build the scenario. Because of
that, we aimed to base our simulations on real data of the city of Valencia, Spain;
which we chose to set our experiments in. Thanks to open data portals, provided
by the regional3 and national governments4, we have access to geolocated data
indicating the amount of population per area, average traffic intensity on each
city road, and the location of every taxi stop.

The aforementioned data are used by our Load Generators, presented in
[5]. Their purpose is to create realistic simulation scenarios by distributing the
elements of the simulation (agents, resources, etc.) according to real city data.

The generators work by first dividing the area where the simulation takes
place in many subareas. The amount of subareas is defined by the granularity
of the generator. Then, it creates a probability distribution over the whole area,
assigning to each subarea a selection probability. Such a probability is computed
following the amounts of population, traffic, and social activity that occur within
the subarea. The different factors are joined by Eq. 1, where Oi indicates a
subarea, pi, ti, and ai the amounts of population, traffic, and social activity
within Oi, respectively; and wp, wt and wa are weights that control the influence
of each type of data over the probability. The amount of data in a subarea is
divided by the amount of the same type of data occurring in the whole area.

prob(Oi) = wp· pi
∑N

j=1 pj
+wt· ti

∑N
j=1 tj

+wa· ai
∑N

j=1 aj
; with wp+wt+wa = 1 (1)

Agents are assigned origin and destination subareas semi-randomly, accord-
ing to the probabilities. Varying the values of the weights (wp, wt, wa), we can
3 Govern Obert. www.valencia.es/val/ajuntament/govern-obert.
4 Instituto Nacional de Estad́ıstica (INE). www.ine.es/index.htm.

www.valencia.es/val/ajuntament/govern-obert
www.ine.es/index.htm
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increase the importance of the different factors depending on the type of agent
we are creating. For instance, for customers, more weight is given to popula-
tion and social activity with respect to traffic. With this, our simulations can
reproduce the movement trends of real city users.

2.3 System Modelling

The simulations are set over the city of Valencia, Spain, as we have data regarding
its population, traffic per road, and geolocalized Twitter activity. The data is
used by the Load Generators (Sect. 2.2) to populate the scenario with customer
and transport agents, and assign realistic movement to them.

The scenario is loaded by SimFleet (Sect. 2.1) and the simulation is exe-
cuted. During the development of the simulation, the system keeps track of
many parameters corresponding to elapsed times and travelled distances. At the
end of the simulation, these metrics are collected and grouped in an output file.

For taxi fleet simulations, the taxis spawn available in different points of
the city. Customers spawn and send a travel request to the fleet manager who,
in turn, forwards it to the available taxi which is closer to the customer. If
there were no available taxis in the area, the customer would wait and ask the
fleet manager again. Once a taxi is assigned a travel request, it will drive to
the customer’s location, pick her up and drop her off at her destination. Then,
the customer agent will finish its execution and the taxi agent will inform the
fleet manager that it is available again. Customer agents have a parameter that
indicates the time they are willing to wait to book a vehicle (maximum waiting
time). If a customer is not picked up by a taxi after its maximum waiting time
elapsed, it will be marked as “unsatisfied” and stop its execution.

Regarding carsharing fleet simulations, the vehicles (electric cars or e-cars)
also spawn available in various points of the city. Customers spawn and send
an information request to the fleet manager, which replies with the location of
every available vehicle. In addition to their maximum waiting time, carsharing
system customers have a specific parameter that determines the distance they
are willing to walk to a vehicle (maximum walking distance). A customer usually
books the closest vehicle among the available vehicles within reach (according
to its maximum walking distance). Once the vehicle is booked, the customer
walks to it, drives to its destination and finishes its execution upon arrival. The
vehicle is left available for new bookings on the previous customer’s destination.
If a customer can not book any vehicle after its maximum waiting time elapsed,
it will be marked as “unsatisfied” and finish its execution.

Both taxi and carsharing fleet simulations finish once every customer is either
at their destination or unsatisfied.

3 Experimental Setup

Following, we introduce our system’s metrics and the configurations used to anal-
yse Valencia’s taxi fleet. Experimentation is performed over 6-hour simulations
of the city’s transit with a fixed demand generation and different types of fleets.
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3.1 Metrics

The performance of a fleet is measured by analysing many metrics regarding
customer’s time and fleet vehicle distances. Most of the metrics are general,
although some of them are only meant for carsharing or taxi fleet’s transports
and customers. All metrics are presented in Table 1.

Table 1. Metrics for the evaluation of fleet performance. Customer and Transport
metrics apply to individual agents, whereas Simulation metrics show global indicators
of customers’ satisfaction and vehicle fleets’ performance.

Customer metrics

Walked distance Distance walked by the customer to its booked transport’s location

Waiting time for a booking Time elapsed from customer’s spawn until receiving confirmation of a booking

Waiting time for a pick up Time elapsed from customer’s spawn until being picked up by a taxi

Satisfaction Boolean that indicates whether a customer has reached its destination

Transport metrics

Assignments Number of customers that the vehicle served

Empty distance Distance travelled by a taxi without a customer

Customer distance Distance travelled by a vehicle with a customer inside

Simulation metrics

Avg. customer booking time Average of every satisfied customer’s waiting for booking time

Avg. customer waiting time Average of every satisfied customer’s waiting for pick up time

Avg. customer walked dist. Average of every satisfied customer’s walked distance

Satisfaction % Percentage of satisfied customers

Total assignments Sum of every transport’s assignments

Avg. assignments Average number of assignments per transport

Avg. empty distance Average of every transport’s empty distance

Avg. distance Average distance travelled by fleet transports

Unused vehicles Number of transports never used by a customer

With these metrics, we can evaluate the performance of a fleet from two
different perspectives. Firstly, from the point of view of a customer, lower times
and shorter walked distances indicate higher satisfaction. Secondly, regarding the
economic and environmental sustainability of the fleet, shorter empty distances
and a higher number of assignments and occupied distances are preferable. The
global simulation metrics are useful to see the effects of a different number of
vehicles and/or customers in different scenarios.

3.2 Configurations

Valencia has a total of 2,841 registered taxis. However, not all of them are in
service at the same time. The maximum number of taxis in service is 1,044, but
this highly varies depending on the weekday and time of the day, going down
to 200 or fewer taxis in periods of low demand. Unfortunately, as there is no
recorded data about the number of active taxis per hour, we chose to represent
it as a percentage of the total number of taxis. We created a baseline simulation
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Fig. 1. Mobility demand in terms of the number of customers per simulation hour.
The X-axis indicates simulation hours in increments of 30 min (0.5 h). Y-axis indicates
the number of customers that spawn simultaneously at the indicated time.

scenario with 840 taxis, which is 80% of the maximum number of active taxis.
With this, we aim to compensate for periods with higher and lower taxi amounts.

As for the demand, we modelled customers as individual persons with a
spawning time, a location and a destination that was at least 2 km away from
their origin. Our simulations reproduce 6 h of city activity. The real amount of
demand per hour is also changing, reaching a maximum of up to 1000 requests
per hour and minimums of around 50. Aiming to reproduce this, we divided a
total of 3850 customers into 30-min intervals as shown in Fig. 1. As it can be
seen, we have a minimum of 250 customers per hour at the beginning of the
simulation and a maximum of 1000 customers during the third hour.

The simulation of the taxi fleet served as a baseline to compare its perfor-
mance with different carsharing fleet configurations. For this purpose, five other
simulation scenarios were defined. Each of them preserved the demand, but cus-
tomers were served by a carsharing fleet. The different scenarios varied in number
of vehicles of the fleet: Cs-1000, Cs-840, Cs-560, Cs-280, and Cs-140, which had
1000, 840, 560, 280 and 140 vehicles, respectively. Measuring the percentage of
satisfied customers allows us to approximate how much of the mobility demand
can be covered by the different carsharing fleet configurations. In addition, we
can also compare each fleet’s carbon dioxide emissions as a function of their
number of vehicles and the total distance travelled by the whole fleet.

The simulations were executed fixing a speed of 40 km/h for the vehicles
and 4 km/h for pedestrians (carsharing customers). This was done to use an
average speed among the maximum of 50 km/h in urban roads and 30 km/h in
residential areas, as well as waiting time at traffic lights. As for pedestrians, we
reduced the average walking speed of 5 km/h by 1 to take into account the time
spent waiting at traffic lights. Every customer had a maximum waiting time of
12 min (720 s) and carsharing users had their maximum walking distance set to
1000 m. Therefore, 12 min after their spawning time, if a customer has not had
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the chance to book a vehicle or has not been picked up by a taxi, it will be
marked as unsatisfied and finish its execution.

4 Results and Discussion

This section presents three different experiments. First, the differences among
carsharing simulation outputs are examined to define the parameters of a com-
petitive carsharing fleet that can deal with part of the mobility demand. Then,
a reduction in the number of vehicles of Valencia’s current taxi fleet is assessed.
Finally, we present a hybrid configuration that presents a joint mobility model
where the demand is served by two different fleets.

4.1 Carsharing Fleets Performance

The first experiment shows a comparison of the different carsharing fleets perfor-
mance against the baseline configuration (Taxi-840) presented in Table 2. Time
values must be understood as an optimistic reference and not exact time, as phe-
nomena like traffic congestion or traffic lights are not considered. For the baseline
simulations, the customer booking time (Table 2, first row) indicates the time
taken to call the taxi company and ask for a cab. Consequently, the customer
waiting time shows how much the taxi took to pick up the client, on average.
This is different for carsharing fleets, where booking time reflects the time the
user has been checking the app waiting for an available vehicle to book, whereas
waiting time displays the time spent walking towards the booked vehicles. The
rest of the metrics describe the same factors for both types of fleets (see Table 1
for a detailed explanation of each metric).

Table 2. Comparison of global simulation metrics of the different carsharing fleets
(labelled as “Cs-” followed by the number of vehicles they contain) against the baseline
taxi fleet of 840 vehicles.

Taxi-840 Cs-1000 Cs-840 Cs-560 Cs-280 Cs-140

Avg. cust. booking time (min) 1 1 1 1 1.1 1.8

Avg. cust. waiting time (min) 1.5 4.4 5.5 6.1 7.4 9.1

Avg. cust. walked dist (m) 0 487 497 529 572 610

Satisfaction % 100 97 93.4 86.4 60 37.1

Total assignments 3850 3738 3597 3325 2310 1429

Avg. assignments 5.12 3.85 4.76 6.11 8.31 10.28

Avg. dist. per assignment (Km) 5.8 5.4 5.4 5.4 5.4 5.4

Unused vehicles 87 30 85 16 2 1

Total empty distance (Km) 1727 0 0 0 0 0

Total distance (Km) 22230 19890 19121 17671 12308 7624
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We have plotted in the graph of Fig. 2 the evolution of demand (in terms
of customers waiting to be served) and the number of unsatisfied customers
throughout the simulations. The number of waiting customers is indicated by
the left vertical axis and represented with areas of a different colour. It can
be seen how the demand peaks at the times where batches of customers are
introduced in the simulation. Then, it can be observed how the demand decays
faster as the number of vehicles in a fleet increases. For fleets with a greater
number of vehicles (Cs-1000, Cs-840 ) most of the waiting customers are served.
However, in the rest of the fleets, a sharp drop is observed, coinciding with the
end of the maximum waiting time for customers. The right vertical axis indicates
the number of unsatisfied customers, represented by lines with different patterns.
These lines grow by steps each time a batch of waiting customers reach their
maximum waiting time and, therefore, become unsatisfied. As it can be seen,
the lower the number of vehicles in a fleet, the faster the lines increase.

Fig. 2. Visualisation of the evolution of the amounts of waiting clients (left vertical
axis) and unsatisfied clients (right vertical axis) in the different carsharing simula-
tions according to the simulation time (in hours). Simulations are labelled with “Cs-”
followed by the number of vehicles in their fleet.

Analysing the results from the customer satisfaction perspective, the baseline
taxi service consistently offers lower waiting times and higher satisfaction ratios.
The different carsharing fleets can not serve every customer with the restrictions
we have introduced for their vehicle use. We are aware, however, that a direct
comparison of taxi and carsharing fleets is not fair, as they are very different. Taxi
services are generally used for short, one-off journeys. Some carsharing vehicles
are used for the same purpose, although some users use them as a substitute for
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private vehicles. On the other hand, carsharing users must be willing to drive
a vehicle themselves and park to it. Nevertheless, the results show that part of
the taxi customers could be served by a carsharing fleet (up to 37.1% with a
carsharing fleet of only 140 vehicles, 60% with a fleet of 280 vehicles, or even
86.4% with 560 vehicles), thus reducing emissions due to the smaller number of
vehicles and the fact that they are not driven empty at any time.

From the point of view of fleet sustainability, it is interesting to see how the
average number of assignments per vehicle increases as the number of unused
vehicles is reduced. Fewer vehicles mean less impact on the environment, both
in terms of vehicle manufacture and its subsequent maintenance. In addition, it
implies less risk of traffic congestion, which also reduces pollution and generally
improves the quality of life for all users of the urban transport system.

The usage of carsharing vehicles has an obvious yet forceful advantage: the
avoidance of empty vehicle movement. Our results show that around 1727 km
could be saved each 6 h by avoiding empty journeys. Assuming an average city
consumption of 5 L/100 km5, this represents a saving of 0.20 tonnes of CO2. If
the carsharing fleet was implemented by fully electric vehicles, the savings would
be much higher. For instance, the fleet in Cs-140 amounts to 7624 km every 6 h.
Such an amount of distance, being travelled with cars with the above-average
consumption, would have an impact of 0.83 tonnes of CO2. If every vehicle was
electric all of the emissions could be avoided.

4.2 Taxi Fleet Reduction

With the previous results in mind, we run new taxi fleet simulations reduc-
ing the number of vehicles, aiming to find out how much of a reduction could
be applied without worsening customer satisfaction ratios. The results can be
seen in Table 3. Simulations Taxi-560 and Taxi-280 are able to comply with
the generated demand, meanwhile for Taxi-140 the system gets overloaded and
only a 56.7% of customers can be served. As the number of vehicles is reduced,
higher empty and total distances appear. Nevertheless, that is to be expected,
as vehicles will generally be further away from their customers. In addition, as
we commented above, the economic and environmental benefits of lower vehicle
manufacturing and maintenance must be considered.

4.3 Hybrid Configuration

Lastly, we developed a hybrid simulation that contained a fleet of 280 carsharing
vehicles and another one with 140 taxis. With the results of this experiment
(Table 4) we show how a reduced taxi fleet could aid the carsharing service in
serving the customers that otherwise would remain unsatisfied. In addition, even
though carsharing may be a more sustainable approach, a taxi service will always
be necessary for certain types of users (people who are unable to drive vehicles,
or with other types of needs).

5 Value obtained as an average of the gas consumption of vehicle models generally
used for taxis in Valencia.
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Table 3. Comparison of global simulation metrics of the different taxi fleets (labelled
as “Taxi-” followed by the number of vehicles they contain) against the baseline taxi
fleet of 840 vehicles.

Taxi-840 Taxi-560 Taxi-280 Taxi-140

Avg. cust. booking time (min) 1 1 1 4.7

Avg. cust. waiting time (min) 1.5 1.5 2.2 9.1

Avg. cust. walked dist (m) 0 0 0 0

Satisfaction % 100 100 99.9 56.7

Total assignments 3850 3850 3850 3850

Avg. assignments 5.12 7.06 13.75 27.5

Avg. dist. per assignment (Km) 5.8 6.0 6.4 8.2

Unused vehicles 87 15 0 0

Total empty distance (Km) 1727 2418 4163 11049

Total distance (Km) 22230 22921 24666 31552

The combination of the two fleets with a total of 420 vehicles can cover all
customer demand. This is a very positive result as customers are well served with
both alternatives, and the total number of potentially polluting vehicles (taxis)
needed is lower than in previous experiments. Additionally, this last approach
is closer to how real cities work. Having many options, authorities would ideally
promote those with a lower carbon footprint. This could be achieved by making
them more attractive from an economic perspective. Any measure that starts
to change how society perceives transportation is useful to work towards the
sustainability of future cities.

Table 4. Global simulation metrics for a carsharing (Cs-280 ) and a taxi (Taxi-140 )
fleet executed in the same configuration.

Hybrid configuration

Cs-280 Taxi-140

Avg. cust. booking time (min) 1.1 1

Avg. cust. waiting time (min) 7.4 4

Avg. cust. walked dist (m) 572 0

Satisfaction % 100 100

Total assignments 2310 1540

Avg. assignments 8.3 11

Avg. dist. per assignment (Km) 5.4 7.5

Unused vehicles 2 0

Total empty distance (Km) 0 3183

Total distance (Km) 12308 11429
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5 Conclusions

In this paper we have studied the introduction of a carsharing system in the
city of Valencia, Spain, aiming to provide a more sustainable alternative to its
current taxi fleet. We have developed simulations grounding agent movement
and distribution on real city data. Our results indicate that meanwhile, some
type of taxi service will always be necessary, carsharing has a high potential to
reduce carbon dioxide emissions in the city and reduce traffic congestion, at the
expense, of course, of some of the customers’ satisfaction.

In addition, a hybrid approach, in which the use of taxi fleets is combined with
green carsharing services, shows potential to cover all the customers’ demand
while also lowers the carbon footprint. This would be ideal for a transition
towards fully electric urban mobility, thus achieving a more sustainable city.

The current work opens several research paths for the future. On the one
hand, we would like to explore more realistic demand generation approaches.
For this, we would need a reliable source of data and a subsequent selection
of the appropriate features. On the other hand, we want to introduce another
means of transportation to our simulations, aiming to analyse more thoroughly
the amounts of the total mobility demand that each system covers. Vehicles of
the public transportation system of Valencia, like busses, bikes or metro lines
would make a great addition for better simulations of the city transportation.
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Abstract. Real time allocation of vehicles to incidents in emergency
fleets is a challenging optimization problem due to time and location
uncertainty in incident appearance. In addition, to ensure high respon-
siveness and efficiency of emergency vehicle crews, their work shifts need
to be well balanced with enough break times. These two aspects are
simultaneously taken into consideration in Break Assignment Problem
Considering Area Coverage (BAPCAC) proposed by Lujak et al. in [1].
Because of its multiple dimensionality and complex mixed linear inte-
ger programming structure, this problem is computationally expensive.
In this paper, we test in simulations the performance of the BAPCAC
problem and propose a simplification of the model so that it can be
solved in close-to real time.

Keywords: Break assignment problem · Emergency fleet
coordination · Area coverage

1 Introduction

Efficiency of an emergency service fleet can be greatly impacted by fatigue,
decreasing the responsiveness of emergency vehicle crews if they do not get
sufficient rest. The crews must deal with stressful situations during the whole
work shift and be ready to assist urgent accidents at any time. It is, therefore,
crucial to ensure crews’ high alertness by assigning enough breaks in terms of
length and frequency.

Incidents are often urgent and require assistance within certain target time,
e.g. for an ambulance assistance of an out-of-hospital emergency patient, it is
20 min from the call. Chances of saving lives are higher if response is faster. A
minimum number of emergency vehicles that dynamically evolves through time
should always be available for incident assistance to minimize both morbidity
and mortality. The work load of emergency vehicles cannot be predicted with
certainty due to the stochastic appearance of incidents both in terms of location
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and time. Neither is the minimum number of vehicles needed to assist the inci-
dents known with certainty and it can only be predicted by applying forecasting
methods on historical data.

This problem is mathematically formulated as Break Assignment Problem
Considering Area Coverage (BAPCAC) [2,3], which combines two previously
investigated problems: break scheduling and maximization of area coverage.
BAPCAC aims to minimize both the area uncovered by vehicles and the fatigue
of vehicle crews. The aim of the model is to position crews’ vehicles so that they
are able to assist given incidents but also to ensure enough rest time so that
their fatigue is controlled.

BAPCAC is a mixed-integer linear programming (MILP) problem combining
the computationally expensive break scheduling problem (BSP) and the max-
imal coverage location problem (MCLP) and, as such, highly computationally
complex as described in Sect. 2. Since it is a multidimensional spatio-temporal
problem that finds for each vehicle work breaks and best locations throughout
a work shift, we explore in simulated experiments in Sect. 3 its complexity in 3
dimensions: time, space, and the fleet’s size. The dimension that contributes the
most to the computational cost is revised and simplified in Sect. 4. The paper
concludes in Sect. 5.

2 Preliminaries and Related Work

The BSP problem aims to find the optimal break schedule for a work shift, which
can be of great importance for, e.g., police patrols and out-of-hospital emergency
medical assistance, working long stressful hours and requiring enough rest time.
In the BSP problem, shifts and various types of breaks are planned by satisfying
different constraints, legal and other, while avoiding or minimizing fatigue (e.g.,
[4–10]). Conversely, the MCLP problem focuses on minimizing the area that is
not covered by available units. The goal is to distribute these units according
to the spatial distribution of demand with a temporal dimension. Developed
solution approaches should be able to dynamically distribute the units, while
closing the gap between demand and supply, i.e., relocate the units in real time,
depending on how the demand distribution changes (e.g., [11–17]).

However, when solving these two problems separately and sequentially, parts
of the issue crucial for optimal functioning of the fleet are omitted. This is
why it is important to solve them simultaneously in a mathematical program
that unites them both. Lujak et al. [1–3] proposed the break assignment problem
considering area coverage (BAPCAC) as a combination of BSP and MCLP, both
NP hard. BAPCAC takes in consideration both spatial and temporal dimension
of the dynamically evolving demand as the main input while assigning breaks and
relocating fleet’s vehicles over the region of interest according to this demand.
For the self-sufficiency of this work, we present next the BAPCAC mathematical
program. More details can be found in [1].

(BAPCAC):

min w ·
∑

i∈I,τ∈T

(
(1 − γ)δiτ + γdeviτ

)
+ (1 − w) ·

∑

a∈A,τ∈T

(
1 − yaτ

)
, (1)
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such that:
deviτ ≥ δ̄ − δiτ , ∀i ∈ I, τ ∈ T (2)

deviτ ≥ δiτ − δ̄, ∀i ∈ I, τ ∈ T (3)

∑

a∈A

(
zaτi + z̄aτi

)
= Diτ − δiτ , ∀i ∈ I, τ ∈ T (4)

zaτi ≤
∑

j∈J |Nij=1

Diτxaτj , ∀a ∈ A, τ ∈ T , i ∈ I (5)

z̄aτi ≤
∑

j∈J |N̄ij=1

Diτxaτj , ∀a ∈ A, τ ∈ T , i ∈ I (6)

zaτi ≤ Diτ (1 − ya,τ ), ∀a ∈ A, τ ∈ T , i ∈ I (7)

z̄aτi ≤ Diτya,τ , ∀a ∈ A, τ ∈ T , i ∈ I (8)

∑

i∈I
zaτi ≤ 1, ∀τ ∈ T , a ∈ A (9)

∑

i∈I
z̄aτi ≤ 1, ∀τ ∈ T , a ∈ A (10)

∑

j∈J
xaτj = 1, ∀τ ∈ T , a ∈ A (11)

xaτj + xa(τ+1)j′ ≤ 1 + IMjj′ , ∀a ∈ A, τ ∈ [1, |T | − 1], j, j′ ∈ J (12)

yaτ ≥
∑

b∈B

ΔMIN
b −1∑

k=0

αab(τ−k), ∀a ∈ A, τ ∈ [max
b∈B

(ΔMIN
b ), |T |] (13)

yaτ ≤
∑

b∈B

ΔMAX
b −1∑

k=0

αab(τ−k), ∀a ∈ A, τ ∈ [max
b∈B

(ΔMAX
b ), |T |] (14)

∑

b∈B

ΔMAX
b −1∑

k=0

αab(τ−k) ≤ 1, ∀a ∈ A, τ ∈ [max
b∈B

(ΔMAX
b ), |T |] (15)

τ+MAXw
b −1∑

τ ′=τ

αabτ ′ ≥ 1, ∀a ∈ A, b ∈ B, τ ∈ [1, |T | − MAXw
b + 1] (16)

∑

b∈B

αabτ ≤ yατ , ∀a ∈ A, b ∈ B, τ ∈ [1, |T |] (17)

zaτi, z̄aτi, δiτ ≥ 0, xaτj , yaτ , αabτ ∈ {0, 1}, ∀i ∈ I, j ∈ J , τ ∈ T , a ∈ A (18)

BAPCAC contains three dimensions: time, space, and fleet size. Objective
function (1) consists of two parts: minimizing uncovered area and maximizing
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the number of breaks assigned to the vehicle agents. These two functions are
opposed to each other, and therefore, weight w, where 0 ≤ w ≤ 1, is introduced.

Constraints (2) and (3) introduce deviation parameter deviτ since (1) consid-
ers only the summation of the values over time periods and geographical areas
(cells) in a region of interest, but it does not consider their temporal and spatial
distribution. Constraints (4) link the covered area part with idle and on-break
vehicles. The sum of all density parts assigned to the idle and on-break vehicles
in each area and time slot should amount to a maximum of the density of covered
area. The coverage variable z̄aτi in the constraint assumes that the breaks are
preemptive and can be ended if an incident needs to be assisted by the on-break
vehicle. (5) and (6) limit the coverage of each idle (vehicle) agent and an agent
on-break to at most incident density Diτ of unit area i ∈ I at time slot τ ∈ T if
it is positioned within the travel time defined by adjacency matrix Nij and N̄ij ,
respectively. These constraints ensure that part zaτi of the coverage of the area
i by an idle agent and an agent on-break, respectively, is at most the sum of the
densities of the areas j ∈ J within its reach at time τ ∈ T . Furthermore, (7)
and (8) limit idle coverage and the coverage on-break vehicle agents only to idle
ones and those at break, respectively. Moreover, (9) guarantee that the incident
density covered by each idle agent sums up to at most 1 at time τ ∈ T due to
the unitary vehicle capacity, i.e. each agent can assist only one incident at once.
Similarly, (10) limits the capacity for the coverage of each agent on-break.

(11) assigns to each agent a at each time slot τ a unique location j ∈ J , by
means of location variable xaτj , while (12) constraints agents’ positions xaτj in
two consecutive time slots t, t + 1 to be within the maximum allowed distance
travelled established by parameter IMjj′ with binary values.

Minimal and maximal break durations are imposed by (13) and (14). (15)
prohibit the assignment of more than one break type during a maximal duration
of each break. For a time window starting at each time slot with the dura-
tion of a maximum uninterrupted work time MAXw

b , each break type should
start at least once according to (16). Moreover, (17) prohibits the start of more
than one break type at a time, while (18) represents non-negativity and range
constraints on decision variables. The solution of the BAPCAC problem is sup-
posed to be found in the rolling time horizon, thus for the next |T | periods. Since
this is a strongly NP-hard problem, to be able to perform the optimization fast
enough, mathematical complexity of the model is experimentally analyzed, crit-
ical dimension found, and its size reduced.

3 Simulation Experiments

The simulations are performed in IBM ILOG CPLEX Optimization Studio 12.10,
a decision optimization software using mathematical programming. The simu-
lation experiments are created in random scenarios and are run on Dell laptop
with Intel Core i7-7560U CPU running at 2.40 Ghz and with 16 Gb of RAM.
Simulation time limit is 1 h. Moreover, two break types are defined, long and
short breaks. Parameters for each type are as follows. For short breaks, both
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the minimum ΔMIN
b and maximum length of break ΔMAX

b equal 20 min, while
maximum allowed work time before assigning a short break MAXw

b equals 1 h
40 min. For long breaks, ΔMIN

b = 40 min, ΔMAX
b = 1 h 20 min and MAXw

b = 3 h
20 min. The simulations are performed in a square environment, where the used
parameters are randomized following the continuous uniform distribution.

Because of the high-complexity of the BAPCAC problem, two simplifications
are considered. First, deviation parameter deviτ from (1) is removed, which
implies elimination of constraints (2) and (3), which create exponential increase
in number of parameters by linearizing an initially non-linear variable deviτ . By
removing deviation from the model, |I| × |T | number of constraints would be
eliminated twice, one time for each constraint removed. Second simplification will
consider elimination of the variable z̄aτi, concerning assignment of incidents to
on-break vehicles. Thus, constraint (6), (10) will be excluded, while constraint (4)
will be simplified when only considering assigning incidents to the idle vehicles,
i.e. only variable zaτi. Without (6) and (10), |I|×|T |×|A| and |T |×|A| number
of constraints will be removed respectively. These two simplifications will be
implemented for all simulation experiments and analysis of the BAPCAC model.

For each simulation instance there are three dimensions that can be changed:
number of vehicles, number of time periods and area size. Weight w will vary
from 0 to 1, with a change of 0.1.

Figure 1 represents graphically the change in uncoverage and fatigue with the
change in w. Even though the trend is as expected, smoother transition would
be desirable. Ideally, uncoverage values would be gradually decreasing together
with weight w, while fatigue would monotonically increase. At lower values of
w model assigns all the importance to fatigue. When w < 0.5, model assigns
breaks to all the idle vehicles for all the 12 time periods. Obtained results are
different if additional constraints on the upper bound on time spent on break
are added.

Fig. 1. Uncoverage & fatigue vs.
weight w

Fig. 2. Average computational time

Next, we vary the number of available vehicles and consider the densities nor-
malised according to the number of vehicles and a constant density normalised
for the same number of vehicles. Figure 2 shows the average computational time
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between normalised incident density and constant incident density for |A| = 4.
Computational time increases in each case proportionally with the increasing
number of vehicles. However, in the experiments, this time is higher for the
constant than for the normalised incident density. In the case of constant inci-
dent density, it is assumed that supply is higher than the demand, which directly
leads to greater number of coverage possibilities. Experiments show that CPLEX
consumes more computational time when the possibilities are diversified.

System Balance. We next investigate how the model performance indicators
change with respect to the incident density.

In continuation, we use the term of “saturation point”, which represents
the case when supply and demand are balanced, meaning there are enough
available vehicles to cover all the estimated demand at the given time, Diτ =∑

a∈A zaτi∀i ∈ I, τ ∈ T . A “saturated system” will have uncoverage value
δiτ = 0.

First, incident densities set for 6, 8 and 10 agents have been compared. For
this comparison, weight w is held constant with its value being 1. Therefore, only
area coverage problem needs to be taken into account. Figure 3 represents the
change in uncoverage per agent versus the number of vehicles. With increase in
vehicle number, uncoverage per vehicle drops as expected. Also, when different
incident densities are applied, this variable increases in value and reaches the
saturation later. Uncoverage for all densities decreases when more vehicles are
added to the system, and finally converges to 0 with similar trends. Gradient
of all three curves is steeper with lower numbers of vehicles and is decreasing
simultaneously with the uncoverage value.

Fig. 3. Uncoverage per agent vs. inci-
dent density

Fig. 4. Computational time vs. inci-
dent density

BAPCAC complexity is represented by the computational time needed for the
solver to find the optimal solution in Fig. 4. There is a clear peak for all instances,
and that is when number of agents starts to outgrow the given demand. In Fig. 3,
the most complex instances are the ones with the minimum value of uncoverage,
but when uncoverage is still not 0, meaning not yet saturated. Figure 4 shows
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Fig. 5. Changes in computational time for different weight values

tendency that the most complex instances are near saturation point, while their
complexity drops drastically after the saturation point is passed. The graph
shows direct relation between the coverage area part of the problem and its
complexity.

System Balance for Different Values of Weight w. Complexity of the model is
analyzed through computational time. Figure 5 represents the change in compu-
tational time needed for CPLEX to solve an optimization problem with different
instances as shown above. When value of weight w is less than 1, that means
that model is considering both the problem of uncoverage and fatigue, Fig. 5
shows rather exponential growth in complexity as the number of vehicles grows.
As the fatigue part of the objective function is in fact a sum over all the agents,
it is expected that the computational time will grow with increasing number of
agents. This graph shows the exponential trends, which are stronger at higher
values of w, meaning that the break scheduling part of the problem is consum-
ing less computational time, thus it is less complex to be solved. When applying
weight w = 1, or when the only focus is on minimizing uncoverage, there is a
clear peak on Fig. 5 when the number of agents employed is 7. Knowing a priori
predicted demand, if fleet’s size is slightly greater than given demand, computa-
tional time can be greatly reduced and the model can run in close to real time.
However, this approach implies that saturation point is known.

3.1 Critical Dimension

Scalability of the BAPCAC model is manifested through either the computa-
tional time or optimality gap. Scalability analysis is conducted for weight w = 0.7
because it represents good balance between uncoverage and fatigue part of the
model. Figures 6, 7 and 8 show linear change in number of variables when one
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of the dimensions (area size, number of time periods |T |, number of vehicles) is
increasing while other dimensions remain constant.

Figure 6 shows increase in number of variables for three different values of
|T |, where each point represents the difference in variable number for area 6 ×
6 compared to 4 × 4. For example, the lowest point, when |T | = 12 and |A| = 4
shows that there are 3120 variables more when area is 6 × 6, compared to the
smaller area 4 × 4 if all the other dimensions are kept constant. If we consider the
highest linear change in this Figure, when |T | = 20 and |A| = 10, this difference
is 12400 between same instance with 4 × 4 and 6 × 6.

Fig. 6. Number of variables vs. area
size

Fig. 7. Number of variables vs. |T |

Figure 7 represents linear change in number of variables with the increase
of |T | by 4, from |T | = 12 to |T | = 16 and the same values for increase from
|T | = 16 to |T | = 20. Each line represents an instance for the constant num-
ber of available vehicles. This figure shows that increase in number of variables
for increasing number of time periods |T | ranges from 880 to 4584, which is
significantly lower than the increase in dimension area.

Contribution of the third dimension, number of vehicles available for assis-
tance, to the model complexity is shown in Fig. 8, where each of the two green
lines represent instances when area size is 4 × 4 and 6 × 6. Each point on the
graph represents change in number of variables if number of available vehicles
increases by 1. The figure shows that this linear change between different number
of vehicles can range from 612 for least complex instances to 2220 added variables
when the instance is at the highest complexity level (area 6 × 6 and |T | = 20).
It is clear that dimension with number of vehicles, i.e. agents, contributes to the
model complexity less than two other dimensions.

Critical dimension analysis was carried out on a relative basis, comparing
experiment instances that have been simulated. Least complex instance was
compared to the most complex instance to understand how each of the dimen-
sions contribute to the BAPCAC model complexity as a result of the increase
in number of variables.

Regarding scalability, dimensions |T | and |A| are proven to contribute less
to the computational complexity than the area size dimension. Therefore, small
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Fig. 8. Number of variables vs. fleet size

increase of these two dimensions would not make the model overly complexed
for CPLEX, whereas with a minimum increase in area size CPLEX would not
be able to find optimal solution within 1 h.

It is important to emphasize that increase in area size from 4 × 4 (16 area
units) to 6 × 6 (36 area units) results in adding an extra 20 area units because
of its quadratic form. This consequently leads to a larger increase in number of
variables. However, this should be resolved with a simplification idea.

4 Simplification of the BAPCAC Model

To ensure BAPCAC model scalability it is needed to simplify it in terms of
the most complex dimension. As analyzed earlier, dimension that contributes
the most to computational complexity is area size, precisely instances with area
6 × 6. Therefore, a simplification that will allow CPLEX to solve instances
with bigger areas within reasonable computational time will be proposed. As
an example, this simplification will be implemented to instance with region of
interest with 36 cells (area 6 × 6).

In order to simplify BAPCAC model for area dimension, it is necessary to
decrease number of variables concerning each area. This can be done by simpli-
fying some of the constraints that include area dimension. Thus, the number of
area units needs to be sized down.

Two-step simplification is suggested as a solution for instance when region
of interest has 36 cells (area 6 × 6). As earlier described, uncoverage part of
the objective function 1 is more computationally complex than fatigue part,
especially when area dimension is bigger. This is why proposed solution would
solve the problem in two steps. First step will focus only on area coverage in
simplified area, while second step will simultaneously solve both area coverage
and break assignment problems.

As the first step, 36 cells (area 6 × 6) will be divided into 4 parts, each part
consisting of 9 (area 3 × 3) cells, and will form new area 2 × 2 with 4 cells.
Within this first step, only area coverage part of the problem will be considered
and therefore, available agents would be distributed in 4 area units considering
only associated demand. When distributed once, agents will not be able to move
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across area units but will stay in assigned unit for duration of all time periods
and will be able to assist only the incidents in area units assigned to them.
Regarding constraints, (5) and (12) need to be adjusted accordingly.

The second step includes solving BAPCAC problem for each of the 4 area
parts. Each area part includes 9 area units within a 3 × 3 area. Having smaller
area size consequently means lower model complexity and thus, less computa-
tional time needed. After distributing available agents throughout 4 area parts
in the first step, only the smaller number of agents will be considered for each
area part in the second step. As second step instances are greatly simplified,
BAPCAC model will assign incident to both idle and on-break vehicles, mean-
ing parameter z̄aτi will be included together with zaτi. This will contribute to
minimization of area uncoverage by utilizing small number of agents, possibly
employing them even when they are on break.

To test performance of the simplified model, its simulation results will be
compared to the initial model results with the focus on model complexity as
well as model output, meaning decision variables of uncoverage and fatigue.

Instance with 5 agents available, 16 time period and region of interest with 36
cells (area 6 × 6) is considered. When more importance is given to the uncoverage
part of the problem, CPLEX does not find an optimal solution within limited
time of 1 h. Focus is therefore put on resolving this particular problem.

As the second step involves 4 separate simulations of area 3 × 3 needed,
sum of their solutions will be taken into account while analyzing the effective-
ness of proposed model simplification. Comparison of decision variable results is
provided in Figs. 9 and 10. Uncoverage is lower for all weights but for w = 0.7,
which has negligibly higher uncoverage for simplified model. Regarding fatigue,
it is considerably lower for higher values of weight w if simplification is imple-
mented. This is a result of assigning incidents to on-break vehicles as well, i.e.
including parameter z̄aτi.

Fig. 9. Uncoverage vs. simplification Fig. 10. Fatigue vs. model simplifica-
tion

Figures 11 and 12 compare optimality gap and computational time respec-
tively. The gap is significantly higher at w = 1 and w = 0.7 for model without
simplification. Even though the gap values are lower for w = 0.5 and w = 0.2
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Fig. 11. Gap vs. simplification Fig. 12. Comp. time vs. simplification

for initial model, simplified model results are given as summation of acceptably
low gap values. With simplification, the computational time does not exceed 2 s,
while still maintaining good quality of solution, which was the main goal of this
work.

5 Conclusion

The presented work is a summary of a Master’s thesis that investigated computa-
tional limits of the BAPCAC problem considering area coverage, which addresses
both the BSP and the MCLP problem.

BAPCAC is intended for emergency vehicle fleets with a receding horizon
urgent dynamic and stochastic demand. This imposes requirement for finding the
solution in close to real time. To ensure the balance between the solution quality
and computational time, BAPCAC was tested in simulated scenarios using IBM
ILOG CPLEX Optimization Studio. Three dimensions were evaluated: area size,
fleet size and time horizon size. Among these, it is found that area size contributes
the most to the computational time.

Two-step BAPCAC model simplification, focused on reducing computational
time by reducing of the number of areas in the region of interest was proposed
and evaluated. This simplification resulted in a significant reduction of the com-
putational time, offering the possibility of solving the problem in close to real
time and showing satisfactory values for area uncoverage and agents fatigue.

Future analysis of the BAPCAC model should consider various system set-
tings. This can involve different spatial arrangements of the area, improved break
parameters considering minimal engagement of each agent, etc. We expect that
by approximations, depending on particular needs of the operational setting that
is being modeled, BAPCAC model will be sufficiently flexible and able to respond
to all the additionally imposed requirements, while not contributing significantly
to the computational cost.
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Abstract. Today, the paradigm of multi-agent systems has earned a
place in the field of software engineering thanks to its versatility to
adapt to various domains. However, the construction of these systems
is complex, which leads to additional costs in the implementation pro-
cess. In recent years, however, several frameworks have emerged to sim-
plify this task by providing functionalities that these systems need as
a basis, or even tools to generate code related to this paradigm. These
tools are based on a single framework, protocol and language, which sets
many limits to the code generation capacity of these tools. Therefore,
this paper proposes a tool for code generation of complete multi-agent
systems, focused on the elimination of the restrictions of programming
language, framework, communication protocol, etc. through the use of
model-driven and template-driven development.

Keywords: Multi-agent · Model driven development · Software
engineering · Code generation · Template code generation

1 Introduction

In order to improve productivity and software quality, a series of software devel-
opment paradigms emerged to avoid programmer errors. One of the most popu-
lar paradigms was Model Driven Development (MDD) which, through a process
guided by models, and in collaboration with other tools, allows the generation
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of code from these models. MDD reached maturity at the end of the 20th cen-
tury using UML as one of its most advanced standards, although there are other
modelling languages that can be used to the same level of satisfaction. Although
the development and advancement that this software development paradigm
has experienced, the software development industry still cannot respond with
the necessary speed to organisations that need to include these methodologies
to rapidly change their business models.

Model-driven development is also known as Model Driven Engineering
(MDE), from which different proposals are derived. The Model Driven Architec-
ture (MDA) proposed by the Object Management Group (OMG) is possibly the
best known. However, there are other proposals such as Adaptive Object Mod-
els and Metamodels, which attempt to facilitate the construction of dynamic
and adaptable systems. The latter strategy is highly related to business rules
research, specifically when means are needed to describe business rules and auto-
matically generate implementations.

The MDD paradigm covers a wide spectrum of research areas that should
be taken into account such as modelling languages for model description, the
definition of transformation languages between models, the construction of tools
to support the tasks involved in modelling, the application of the concepts in
development methods and in specific domains, among others. While the MDD
proposes the use of a set of standards such as MOF, UML and QVT, which are
very well documented and applied with great success, others have a long way to
go in terms of definition and design.

Due to the needs in the software industry to enable the integration of various
software technologies in a fast and transparent way, as well as to adapt quickly to
the changing needs of the business logic, the Model Driven Development (MDD)
model has been adopted. In this development paradigm, a semi-automatic gen-
eration of software from models is carried out. Under this approach, a business
expert can express his or her knowledge in a formal modelling language and the
IT team defines how it will be implemented. And if desired, the same model can
be implemented towards different platforms (Java, .Net, CORBA). This allows
to generate several platform-dependent artefacts with less development effort,
through the same platform-independent model, which represents the business
knowledge [1].

Although this paradigm presents numerous benefits, it also presents certain
aspects that must be taken into account in order to allow its integration into
the internal systems of any architecture that contemplates a long-term vision. In
this work, a review of code generation under the MDD paradigm is carried out
to produce complete multi-agent systems from code templates. For this purpose,
a five-phase code generation model has been proposed, which uses a BPMN
notation file for the specification of agents.

The rest of the paper is structured as follows. Section 2 reviews state-of-the-
art proposals in this area. Section 3 presents the Template based code generation
approach, with special emphasis on aspects of inclusion different phases that make
up the process. Section 4 describes the evaluation process of the generated systems
and the key results. Finally, Section 5 draws some conclusions and future work.
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2 Code Generation Background

Monolithic applications have been used in traditional software architecture for
decades. The problem is that managing reliability and scalability is difficult
when they become larger. To this end, Some software architecture like services-
oriented architecture has emerged. Regarding modern SOA complexity, several
approaches based on model-driven, automatic code generation, and agent-based
models have been introduced.

Model-driven approaches rely on high-level abstraction which is more under-
standable for humans. One of the promising Model-driven techniques is template-
based code generation which uses model-to-text transformations. According to
the literature, template-based code generation can fall into two categories:1)Full-
automatic software generation [2,3] 2) Semi-automatic code generation [4,5].

In the first category, code generation does not solve the particular problem.
The emphasis on this automation is generation all software files and codes using
pre-defined templates. These techniques have been used in web applications. In
most web application frameworks, code generator automatically generate the
skeleton of the website and code some common portal site features. Although,
web framework had most advantage of template base code generation, template
code generation can find in most area which needs automatic code generation.
As instance, Benato et al. have suggested template-based code generation in self-
adaptive software that can autonomously react to modifications in its execution
setting [3].

Their generator module of source code, has 3 major levels: 1) metamodel
2) template Engine 3) source Code. The template engines work as the heart of
their it which contains all logic of generator module of source code and uses new
metamodel as its input.

In the second category, users need to defines what they expect from the
program. BPMN editors are well-known visual programming tools. Moreover,
low-code and no-code development can use template-based code generation uti-
lizing visual modeling software. [6]. The idea behind these techniques is that
complex code can demonstrate as graphical blocks. These blocks can include
UML diagrams [7], modules, services [8], etc. This black box items can represent
the system behavior in a simple and transparent manner.

Moreover, Distributed application has different modules on several resources;
therefore, automatic code generation can bring Complexity reduction, Error
reduction, and Consistency enhancement. Regarding these features, service com-
position research has utilized them in order to automatic code generation. [9]
has explored the MDA transformation technique to model the whole service for
providing adaptive service composition. MDA transformation entails transform-
ing models from one level to another in the same system. The transformation
between these levels are automatic, which are divided into two main categories:
1) Model to Model 2) Model to Text. Automatic code generators are a type of
model-to-text transformations. Regarding these ability.

Modern software development platforms are smart environments with more
interactive behavior. To this end, multi-agent has mixed with MDA.
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A significant study by Ferber et al. combined multi Agent with MDA tech-
niques. They introduced a model called AALAADIN which has The proposed
model enables humans to meta-modeling concepts of groups, agents, and roles
[10].

With emerging Agent-Oriented Software Engineering, several studies have
investigated such as Challenges, and trends [11], Evaluation of agent-oriented
methodologies [12], increasing integration by power-type-based language [13],
etc. However, there is no agreement on which standard has to be used in this
area of research. However, most of the works [10,14], have related to UML and
its extensions.

By using multi-agent concept, researchers have been able to provide more effi-
cient solution in distributed systems. Ivanova et al. have introduced a solution
based on MDA and composition models for Advanced Metering Infrastructure
(AMI). AMI are complex systems that can provide communication between the
control center and distributed agents. Therefore, techniques such as high abstrac-
tion modeling, reusability, adaptability are essential. To this end, their proposed
model considers all of AMI system requirements such as self-describing, rich
knowledge representation, service discovery [15].

Keogh et al. have proposed MAS Organisations considering runtime execu-
tion. The proposed model tries to provide acceptable flexibility by recognizing
behavioural characteristics [16].

Ferber et al. have applied agent-based models in MDA in order to accelerate
software development in multi-agent systems [10]. Also, Gomez-Sanz et al. have
introduced a related tools for the INGENIAS [17]. The introduced tool provides
a graphical editor which presents abstraction levels of items. However, it provides
code editors which allow users to customize their codes, as well. Moreover, It
provides some recommendations during implementation for guiding users.

According to the literature, most proposed frameworks or tools for multi
agent systems are either very general or presented for a specific purpose. This
study proposes a tool for code generation of complete multi-agent systems. Using
SOA architecture brings multi-purpose ability and helps to support a wide range
of third-party technologies and programming languages.

3 Template Based Code Generation Approach

In order to produce complete multi-agent systems from code templates, a five-
phase code generation model is proposed, which starts from an agent specifi-
cation file. This file will contain a definition of agents, and is structured in an
agent definition language such as BPMN; However, any structured text format
(such as XML or JSON) that allows to define the agents individually and their
connections, is appropriate for this purpose. The essence of this language is to
structure the elements used in this notation in a canvas using graphic tools.
These elements can be divided into the following groups:

– Flow objects are the main elements, in them we have events, activities and
gateways.
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– Events describe events and are represented by circles. Depending on the type
the outer circle can be simple (start), double (intermediate) or thick (end).

– Activities are the aggregation of tasks required for a program fraction that is
subsequently added to the main program. They are represented by rectangles
with rounded corners. If they are specific, they are indicated by an icon in
the upper left corner.

– Gateways are control structures represented by diamonds.
– Connection objects relate each of the flow objects and can be sequences,

messages or associations.

A1 A2 A3

Agent specification

Fig. 1. Agent specification in file

The agent specification file, is parsed in order to extract the structure with
the information of the different events, objects and connections, to later generate
a structured system from them. Therefore, to generate the multi-agent system’s
code, it is necesary to have a repository of metamodels, which will consist of
code templates, whose parameters are provided in the agent specification file.

The starting point for code generation is the agent specification file, and an
example of the graphical representation of the content of this file can be found
in the Fig. 1. For the generation of this code, several phases have been defined
and are described as follows:

– Phase I: The file is processed to obtain the list of objects modeled in it,
such as agents, events, etc., as well as the information associated with them,
such as parameter mappings between components, type of service, associated
template and other metadata of each component and event. This results in
an object representation within a software application, formed by a flow of
information between the agent specification, as shown in Fig. 2.

– Phase II: For each agent to be generated, the templates associated to each
one are retrieved, then, the individual code of each one is generated. This
results in an information flow as shown in Fig. 3, in which the functionality
of each agent is already generated, but they are not communicated.
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A1 A2 A3

Code generation (I)

Fig. 2. Phase I of code generation process

A1 A2 A3

Code generation (II)

T1 T2 T3

Fig. 3. Phase II of code generation process

– Phase III: Each component is taken and also by means of templates, a protocol
communication adapter is generated as interface within the internal behavior
of the agent and the rest of the organization. It is worth to highlight, that in
this case, due to the fact that the database of metamodels used for the tags is
mostly made up of REST services whose functionality is to be incorporated
into a multi-agent organization, HTTPS middleware has been used as protocol
adapter. For the generation of this protocol adaptor, a template is also used,
after which the parameter mapping is generated, resulting in a structure
similar to the one shown in Fig. 4.
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A1 A2 A3

Code generation (III)

T1 T2 T3

Protocol Adapter Protocol Adapter Protocol Adapter

Fig. 4. Phase III of code generation process

– Phase IV: The communication schema defined in the agent specification file
is used to generate the HTTP requests to each template from the interface
offered by API rest generated in the previous step. Parameter mapping is
also performed between each agent so that the output of one can be matched
to the input of the next, resulting in a set of communicating agent as shown
in Fig. 5. It should be noted that the programming language in which each
template is written may vary, due to the protocol adapter.

Code generation (IV)

T1 T2 T3

Protocol Adapter Protocol Adapter Protocol Adapter

Agent 
communication

layer

Agent
communication

layer

Agent
communication

layer

Fig. 5. Phase IV of code generation process

The advantages of this code generation model is that it allows the integration
of components from different programming languages into a multi-agent system,
in order to communicate with a standard and efficient protocol, as long as the
parameter mapping between each of the components (defined in templates) is
specified.
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4 Evaluation of Generated Systems

This section describes a code generation use case with the proposed system,
focusing especially on the part of code generation and integration in the multi-
agent organization.

For this purpose, a use case is proposed in which it is desired to create a
multi-agent organization, composed of three agents. Each of them will perform
a sentiment analysis of the same text with different technics. Subsequently, by
means of negotiation techniques, the result of the three agents will be composed
in order to select the most appropriate one for the organization.

For this purpose, three templates implementing sentiment analysis have been
used, one for each agent, which have been described in Listing 1.1. The reference
to the template and how to perform the mapping of input and output parameters
has been established.

In this file, other aspects have also been defined, such as the selected negotia-
tion for the agents, which consists of agreement technologies [18]. However, other
simpler ones have been implemented in the system, such as the composition by
mean or median.

Listing 1.1: Agent organization specification file

<?xml version="1.0" encoding="UTF-8" ?>

<organization>

<meta>

<name>O1</name>

</meta>

<negotiator>argumentation-based-negotiator</negotiator>

<agents>

<name>A1</name>

<template>a6dfed16-761d-47f0-adbe-6652508ad6d0-sentiment-analysis-1</template>

<meta-template>

<input-params>

<name>text</name>

<type>string</type>

<requited>true</requited>

</input-params>

<output-params>

<name>sentiment-compound</name>

<type>dict</type>

</output-params>

</meta-template>

</agents>

<agents>

<name>A2</name>

<template>a6dfed16-761d-47f0-adbe-6652508ad6d0-sentiment-analysis-2</template>

<meta-template>

<input-params>

<name>input_text</name>

<type>string</type>

<requited>true</requited>

</input-params>

<output-params>
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<name>sentiment-result</name>

<type>array</type>

</output-params>

</meta-template>

</agents>

<agents>

<name>A3</name>

<template>a6dfed16-761d-47f0-adbe-6652508ad6d0-sentiment-analysis-3</template>

<meta-template>

<input-params>

<name>t</name>

<type>string</type>

<requited>true</requited>

</input-params>

<output-params>

<name>sentiment</name>

<type>float</type>

</output-params>

</meta-template>

</agents>

</organization>

After applying the code generation with this input file, the code files corre-
sponding to the three agents have been generated. In this article in the snipets
Code Listing 1.2 and Code Listing 1.3 are attached respectively an example of
the result of the integration using the python API that wraps the sentiment
analysis component of agent 1 and the java class that implements the integra-
tion with the analysis functionality of agent 1, since the agents are developed in
JADE and communicate through ACL.

No examples of the code generated for the negotiation are attached, since it
consists of another template derived from [19], which implements the selected
negotiation.

Listing 1.2: Generated HTTP rest adapter

import flask

from flask import request, jsonify

from a6dfed16_761d_47f0_adbe_6652508ad6d0_sentiment_analysis_1 import analyze

app = flask.Flask(__name__)

@app.route('/', methods=['POST'])

def behaviour():

result = {}

result['sentiment-compound'] = analyze(request.json.text)

return jsonify(result)

app.run()
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Listing 1.3: Java generated code from agent side

public class AgentAdapter{

public void adapt(String url, Map<String,String>params){

OkHttpClient client = new OkHttpClient().newBuilder().build();

MediaType mediaType = MediaType.parse("application/json");

RequestBody body = RequestBody.create(mediaType, Utils.serialize(params));

Request request = new Request.Builder().url(url).method("POST", body)

.addHeader("Content-Type", "application/json").build();

Response response = client.newCall(request).execute();

JSONObject json = new JSONObject(response.body().string());

String result = json.getString("sentiment-compound");

return result;

}

}

As a result of the deployment, a multi-agent organization is obtained, which
is able to negotiate by obtaining the sentiment analysis of the provided text,
reaching the result described in the Table 1. The weights assigned in the table
described above have been negotiated with agreement technologies [18] by cal-
culating the distance of the result to the average of all the results.

Table 1. Table with results of the negotiation
Agent Sentiment result Weight

A1 0.91 0.21

A2 0.83 0.67

A3 0.64 0.12

Total 0.824

5 Conclusions

The proposed system is capable of generating code for multi-agent systems
focused on the integration of specific technology into one. This system gener-
ates the code using existing templates, customizing them by using a protocol
adapter, after which it generates the corresponding calls to integrate the gener-
ated components in JADE templates that communicate via ACL with a nego-
tiation specified previously to the code generation. The result of this process
is a multi-agent organization generated from templates that allows the use of
a programming paradigm in multiple programming languages, facilitating the
integration of these in the system.

Among the future lines of work that will be exploited from this work, are the
study through more use cases, incorporating a system of template ingestion to
increase the existing database of templates and incorporating more algorithms
for negotiation between agents.

Acknowledgment. This research has been supported by the European Union’s Hori-
zon 2020 research and innovation programme under grant agreement No 871177.
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Abstract. In this paper we present a platform composed of a low-cost
robot and a multi-agent system that uses deep learning algorithms, whose
objective is to establish a negotiation process and persuasively sell items,
maximising their price, thus gain. To this, we have focused on develop-
ing an interactive process that is able to interact with humans using
a camera, microphone and speaker, to establish all negotiation process
without physical contact. This is relevant due to the current COVID-19
situation and arisen issues of human contact. Validation processes with
university students have revealed high interest and success in products’
negotiation.

Keywords: EDGE AI · Assistant robot · Emotion detection ·
Automated negotiation

1 Introduction

In various types of human-computer interactions there is a sense of uneasiness
affecting humans when having to trust the decision or advice of a computer,
not because they think that the computer will deceive them but because they
uncertain about the computer expertise [1]. This means that there is an inherent
distrust towards these systems, and often they are disregarded. Several studies
have shown that providing an embodiment of a person, either video-based or
robot-based, may improve the human’s acceptance values [2]. Non-verbal cues
play an important role in trust and acceptance, as they can provide information
about intrinsic states, such as sincerity and confidence [3]. Therefore, it is clear
that text-based interaction with computers may be ineffective due to the lack
of “human” verbal and non-verbal traits. Several studies show that, when pro-
ducing verbal and non-verbal cues, robots and avatars are met with high trust
and acceptance values, with preference towards robots [2,4,5]. Nonetheless, the
c© Springer Nature Switzerland AG 2021
F. De La Prieta et al. (Eds.): PAAMS Workshops 2021, CCIS 1472, pp. 308–317, 2021.
https://doi.org/10.1007/978-3-030-85710-3_26
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same studies find that interaction protocols have to be followed to demonstrate
that these virtual actors are experts, as low-levels of distrust are common upon
interacting with them. From this, it is clear that the virtual actor that has more
success rate is the robot, as having a physical presence appears to positively
influence trust and increase the social interaction [2].

For this project we have designed and built a low-cost robot that is an expert
in trading and selling tasks. The objective is to provide a full human-like buying
experience, visually identifying the object the user (in this case acting as a buyer)
wants to buy, to orally interact with the user while negotiating the price. To infer
the negotiation process we use a multi-agent system that levels the current prices,
availability and demand and calculates the lowest price possible, being the utility
function the gain maximisation. Thus, the negotiation follows a bazaar-like style,
where user and robot try to maximise their utility functions in each interaction.
While, at the current stage, the visual aspect of the robot is bare-bones, the
features are enriched and designed to maintain a fluid conversation without the
user having to touch any kind of screen or control to interact with it. Validation
of the robot was performed with university students’, revealing high interaction
and interest, and classification success rate of 83.690%, proving the usability of
such platforms.

This paper is structured as follows: Sect. 2 presents different previous works
and similar approaches in the area; Sect. 3 details the different components of
the proposed low-cost robot trading assistant; and, finally, Sect. 4 presents some
conclusions.

2 State of the Art

In recent years, much work has been done to provide more appropriate forms
of interaction between humans and agents. Human-agent interaction has been
evolving in an attempt to adapt more and more to human-human interactions.
In this sense, as indicated in [6] people try to interact as they are used to inter-
acting, with face-to-face interactions and building social relationships. Thus, it
seems unlikely that rules for human-agent interaction can be established that
are very different from what humans normally know and use in their everyday
interactions. Therefore, human-agent or human-robot interaction needs to be
similar to human-to-human interaction to ensure truly meaningful interactions
and relationships.

If we apply this idea to the interaction in human-robot negotiation pro-
cesses, it is necessary to integrate the well-known strategies typically employed
in automatic negotiation with the basic skills that are presupposed for humans as
prerequisites for interaction and communication. Examples of such basic skills
are the correct interpretation of gestures and emotions during the interaction
process.

Regarding works related to human-agent negotiation, we can find several
works and studies such as the work presented in [7] where a negotiator agent,
called NegoChat is presented. NegoChat tries to achieve agreements with people
using natural language in a chat environment. Another example is presented
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in [8,9] where also presents an agent called IAGO that attempts to gain the
most value for itself in the negotiation by employing several human-negotiation
techniques. IAGO can conduct a simple multi-issue bargaining task featuring
four issues at five different levels.

Other works try to integrate the expression of emotions during the negoti-
ation process, as in the experiments carried out at [10] where authors explore
whether expression of anger or happiness by negotiator agents can produce effects
similar to effects seen in human-human negotiation. The paper presents an exper-
iment where participants play with agents that express emotions in a multi- issue
negotiation task. In a similar way, in [11] present an agent capable of operating in
environments where several humans converse with each other and interact with
the agent in an interleaved manner. Moreover, in [12] authors develop an agent
based on a cognitive architecture called ACT-R. The agent incorporates a model
based on theory of mind, and uses this model to attempt to infer the adversary’s
strategy and respond according to the model. According to the experimenta-
tion carried out, the agent replicates some aspects similar to how humans act in
negotiation processes. Finally, in [13] it is presented a comparison of mind per-
ception in strategic exchanges between agents and humans. Concretely analyses
how perceived minds of agents shape people’s behavior in the dictator game,
ultimatum game, and negotiation against artificial agents.

As can be seen there exist several proposals that try to achieve real negoti-
ating robots in the near future. More recent works focus on taking into account
the emotional aspects in a negotiation process, while others try to integrate the
typical human interfaces. All these works focus on being able to mimic human
behaviors in negotiation processes. Accordingly, this paper presents a proposal
for a low-cost robot trading assistant that incorporates all the necessary com-
ponents to establish complex negotiation processes with humans. The following
section presents the proposal in detail.

3 Robot Trading Assistant

This section describes the operation of the robot trading assistant, detailing the
different software and hardware tools used for the creation of the system. The
proposed system is shown in the Fig. 1.

The proposed system runs on Robot Operating System (ROS),1 which pro-
vides a set of software libraries and tools to help you create robotic applications
allowing the integration of motor controllers, state-of-the-art algorithm, among
other tools. ROS was designed to be a loosely coupled system in which a process
is called a node and each node must be responsible for a task. Communication
between nodes is done by message passing, this message passing is done through
logical channels called topics. Each node can send or get data from another
node using the publish/subscribe model. In our system, each of the modules
(speech, vision and negotiation module) runs on independent nodes, the system
subscribes to the topics offered by each node. This subscription allows the flow
of information between nodes, achieving a decentralised execution of the system.
1 https://www.ros.org/.

https://www.ros.org/
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Fig. 1. Proposed system architecture.

3.1 Hardware Description

This section describes the different hardware devices used to build the robot
(Fig. 2). The system is based on a Rapsberry Pi 3B, which is connected to a
series of accessories that allow it to recognise speech, classify objects and interact
with other subsystems (such as the spray control). In order to be able to perform
speech recognition, the system needs to be equipped with hardware that allows
it to capture these sounds. For this purpose, the robot is equipped with the
Matrix-Voice system, which is a series of MEMS (Micro-ElectroMechanical Sys-
tem) components. Matrix-Voice2 has eight of which seven are distributed around
a circumference, with a microphone spacing of 51◦. The eighth microphone is
located in the centre of the circumference, giving the system the ability to pick
up omnidirectional sound.

To incorporate a Raspberry Pi 3B+, which is a small board or low-cost com-
puter. By having this configuration and not being able to improve its features,
such as increasing the RAM memory, processor speed, etc. This poses a problem
when trying to develop applications involving deep learning models. However,

2 https://www.matrix.one/products/voice.

https://www.matrix.one/products/voice
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Fig. 2. Robot negotiation.

in recent years, devices designed to use deep learning models have appeared,
allowing the trained model to be optimised and at the same time being able to
be used in this type of mini-computers. There are devices on the market such as
the Goolge Coral3 and the Intel Neural Stick 2,4 our robot uses the Intel device
as an external system to optimise object classification using the Raspberry Pi
3B+. In this way, the robot was able to classify the objects in the CIFAR-10
database in a relatively short time. As the main purpose of the robot is to inter-
act with a person, it was necessary to incorporate LED arrays. These arrays
allow the robot’s eyes to be displayed, thus helping to improve interaction with
the human. The robot can represent up to five expressions (Fig. 3).

3.2 Software Description

As mentioned above, our system uses ROS to support the execution of the sys-
tem. The described system incorporates a different software tools, which allow
it to recognise objects using the CIFAR-10 database,5 Rhasspy6 to perform
voice interaction (speech recognition and text-to-speech conversion) and Neg-
mas which is responsible for performing negotiation. Object recognition is an
important part used by the system, as it allows to identify the object that the
3 https://coral.ai.
4 https://software.intel.com/content/www/us/en/develop/hardware/neural-comput

e-stick.html.
5 https://www.cs.toronto.edu/∼kriz/cifar.html.
6 https://rhasspy.readthedocs.io/en/latest/.

https://coral.ai
https://software.intel.com/content/www/us/en/develop/hardware/neural-compute-stick.html
https://software.intel.com/content/www/us/en/develop/hardware/neural-compute-stick.html
https://www.cs.toronto.edu/~kriz/cifar.html
https://rhasspy.readthedocs.io/en/latest/
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Fig. 3. Robot negotiation.

user wants to buy. To carry out this identification, a ROS7 node has been created
to perform this task, OpenVino8 and the CIFAR-10 database were used to carry
out this classification. Since the main objective of the system is to negotiate
the sale of any of the objects present in the CIFAR-10 database, to do this it is
necessary that each of the objects present in the database be assigned a property
list.

The hyperparameters that compose the proposed network to perform the
classification of the images of the CIFAR-10 database are presented in Table 1
and 2. The hyperparameters in Table 1 were obtained after several experiments
and are related to the optimisation process of the model.

Table 1. Hyperparameters for thew optimization of the model.

Learning rate Momentum Min batch size Number of epochs

0.001 0.9 64 100

Moreover, Table 2 shows the final hyperparameters of the specific model,
composed of different convolutional layers with small 3 × 3 filters. The input
layer has a structure of 32 × 32 × 3 inputs and the output layer has 10 nodes
one for each object to be classified.
7 https://www.ros.org.
8 https://software.intel.com/content/www/us/en/develop/tools/openvino-toolkit.

html.

https://www.ros.org
https://software.intel.com/content/www/us/en/develop/tools/openvino-toolkit.html
https://software.intel.com/content/www/us/en/develop/tools/openvino-toolkit.html
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Table 2. Hyperparameters obtained for the specific model.

Layer (type) Output shape Param #

conv2d (Conv2D) (None, 32, 32, 32) 896

conv2d 1 (Conv2D) (None, 32, 32, 32) 9248

max pooling2d (MaxPooling2D) (None, 16, 16, 32) 0

conv2d 2 (Conv2D) (None, 16, 16, 64) 18496

conv2d 3 (Conv2D) (None, 16, 16, 64) 36928

max pooling2d 1 (MaxPooling2) (None, 8, 8, 64) 0

conv2d 4 (Conv2D) (None, 8, 8, 128) 73856

conv2d 5 (Conv2D) (None, 8, 8, 128) 147584

max pooling2d 2 (MaxPooling2) (None, 4, 4, 128) 0

flatten (Flatten) (None, 2048) 0

dense (Dense) (None, 128) 262272

dense 1 (Dense) (None, 10) 1290

To evaluate the performance of the proposed classification system, a number
of attributes were extracted to determine whether the model correctly classifies
the objects displayed by the user. The obtained classification accuracy can be
seen in the Fig. 4. The accuracy obtained was 83.690% which can be considered
quite adequate. Other scores used to determine the efficiency in the classification
of the objects are the F1 score and the Recall. The F1 score was 0.83, it should
be noted that the closer this value is to 1.0, the better the classifier will be.
Lastly, the Recall was 0.82, which indicates that the model found a high number
of positives when classifying the images.

Moreover, Fig. 5 shows the normalised confusion matrix of the classification
model. It can be seen that the model is able to classify the different objects in
the database with acceptable accuracy.

This list can be modified by the user, adding new properties to each of the
objects. These properties would be taken into account in the negotiation. In our
system, we have decided to use only the price that the seller gives to the object
(SP) and the profit that the seller expects to obtain from the sale (EU). The
result of this process returns a triplet consisting of the name of the object (ON),
the seller’s price (SP) and the expected utility (EU).

Once the system recognises the object the user wants to negotiate the pur-
chase of, the user makes an offer indicating the price he or she is willing to pay.
The system uses Rhasspy, an open source tool, fully offline voice assistant ser-
vices used to many languages. Rhasspy converts the human voice in a text, in
this text the system extract the price that he or she will to pay for the object.
The price offered by the user, is used for Negmas to obtain the profit of the trans-
action. If the profit from the transaction is less than expected, the system makes
a new offer telling the user that the offer is too low. This system resembles the



A Low-Cost Human-Robot Negotiation System 315

Fig. 4. Accuracy obtained during training and validation.

Table 3. Examples of the dialogues considered in the proposed system.

The price you are offering me is very cheap

Why don’t you offer me a better price?

I can sell it for...

I can offer you...

The object price includes...

Someone made a better bid

Ok, I’ll sell it to you for...

Ok, I’ll sell it for...

process of negotiation by haggling, where two users try to reach an agreement
by trying to equalise their profits.

To carry out this negotiation process, the system incorporates a series of
dialogues, these dialogues are voiced through Rhasspy using text-to-speech con-
version. Some of the dialogues present in the system are shown in the following
Table 3.
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Fig. 5. Standardised confutation matrix.

4 Conclusions and Future Work

This paper presents the approach of using a physical presence in a system with
human interaction. This physical presence of the system that facilitates the inter-
action is carried out by a low-cost robot described in the paper, and the inter-
action where this robot is used is a negotiation for trading objects. In the stage
presented, the robot is engaged to sell the user the object he chooses and shows
the robot. During the negotiation process, both negotiate the price to reach an
agreement.

Using the robot and an speech-based dialogue system to interact with it,
makes the user more comfortable and more interested in participate in the nego-
tiation process than if this negotiation is made by a system with a more usual
interface.
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