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ABSTRACT

The predictive processing framework comprises neurobiologically-informed models of cortical
function. These models consist of hierarchical neural networks arranged in several levels of
processing. Higher-order levels develop expectations that try to predict and inhibit the input
from lower-order levels. In turn, lower-order levels signal prediction errors to higher levels
when their expectations about incoming input are not met. The main aim of this thesis is to
demonstrate that predictive processing in the auditory system does not begin at the level of the
cerebral cortex, but as deep as in the midbrain. Auditory oddball paradigms, in combination
with no-repetition controls, were presented to anesthetized rats and awake mice while
performing extracellular recordings in the inferior colliculus, in order to find traces of
prediction error signaling that could not be accounted for by sheer stimulus-specific adaptation.
In addition, dopaminergic agonists and antagonists were applied by means of
microiontophoresis in order to test how D»-like receptors mediate the modulation of surprise
responses in the neurons of the cortex of the inferior colliculus. Results confirmed that auditory
midbrain neurons generate genuine prediction error signals, which expected precision is
encoded by dopaminergic projections from the subparafascicular nucleus of the thalamus to
the cortex of the inferior colliculus. Hence, the inferior colliculus is the first station capable of
implementing predictive processing in the ascending auditory pathway.

KEYWORDS

MMN/mismatch negativity, SSA/stimulus-specific adaptation, IC/inferior colliculus,
dopamine, deviance detection, repetition suppression, prediction error, predictive processing,

novelty perception, surprise processing
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.- INTRODUCTION

Why do surprising sounds automatically stand out from others in our perception?
Modern cognitive neuroscience has been pursuing the answer for at least half a century now,
addressing the question from a prevailingly corticocentric approach. After 4 years of intense
scientific work and several publications on the matter (Carbajal & Malmierca, 2018a, 2020,
2018b; Casado-Roman, Carbajal, et al., 2020; Malmierca, Carbajal & Escera, 2019; Parras et
al., 2017; Pérez-Gonzélez et al., 2020; Valdés-Baizabal, Carbajal, et al., 2020), | here propose
a thesis that aims to shift our current understanding on how the brain identifies novelty in what
we hear, zooming out from the cerebral cortex in order to afford more focus to subcortical
players. Furthermore, my thesis implicates dopamine in the sensory process that bestows
novelty on auditory percepts, thereby extending the classic interpretation of dopaminergic
function, traditionally defined in hedonic terms of pleasure and reinforcement. All these
aspirations will be substantiated under the somewhat neo-Kantian notion of predictive
processing (PP; Friston, 2005; Rao & Ballard, 1999). On the foundations of cybernetic theory
(Ashby, 1960), the PP framework regards the brain as a Helmholtz machine (Dayan et al.,
1995), driven by a constant endeavor to generate the most accurate representation of the world

by means of Bayesian inference (Clark, 2016; Friston et al., 2006; Hohwy, 2013).

In this opening block, | will provide the reader with a gentle introduction to all the core
tenets and concepts necessary to understand the full extent and scope of my proposal. First, |
will explore from a neurological standpoint the challenging task of transducing acoustic waves
into auditory sensations, and then transforming those into useful auditory percepts. Then, I will
describe the general characteristics of the 2 main biomarkers of novelty perception: the large-
scale mismatch negativity (MMN) and the microscopic stimulus-specific adaptation (SSA).
Finally, 1 will discuss the 3 major currents of thought regarding novelty perception: (1) the
Detection Hypothesis, a cognitive approach derived from the study of the MMN (Naaténen,
1990; Né&atanen & Michie, 1979); (2) the Adaptation Hypothesis, a neurophysiological
interpretation based on SSA data (May & Tiitinen, 2010; Mill et al., 2011); and (3) the
Expectation Hypothesis, a recent integrative explanation offered by the PP framework
(Carbajal & Malmierca, 2020; Garrido et al., 2009). Ultimately, this thesis can be understood
as an effort to assess the eligibility of these 3 theoretical accounts attempting to explain how

we perceive novelty in the sound.



I.1.- THE AUDITORY SYSTEM: A GENERAL OVERVIEW

Before we fully delve into the neural mechanisms that encode surprise in audition, |
estimate convenient to provide the reader with a hitchhiker's guide to the auditory system.
Speaking in the most practical terms, if right now a dog barked in our surroundings, which
would be the obligatory body parts that acoustic signal would need to traverse, and what basic

processing those barks would need to undergo in order to be heard by us?

I.1.a.- Auditory sensation: from mechanical energy to electrochemical signals

Each bark produces a sound that travels through the air in all directions in the form of
a pressure wave. Unlike light, this mechanical energy that requires a medium to travel,
something that determines the design of the 3 functional divisions of the peripheral auditory
system that lie inside the temporal bone of our skull: the outer, middle and inner ear. In the
outer ear, the pinna or auricle and the external auditory canal steer the propagation of the
pressure wave through the air towards the tympanic membrane or eardrum, which lays at the
end of the ear canal (Figure 1A). When the pressure wave from the bark hits the tympanic
membrane, it starts vibrating a certain number of times per second with a certain magnitude of
displacement. The number of eardrum vibrations per time units encodes the frequency of the
sound wave, what we will eventually perceive as pitch. The magnitude of each vibration

encodes the amplitude of the sound wave, what we will eventually perceive as loudness.

Within the middle ear, this mechanical energy is conveyed by 3 tiny bones known as
the ossicles. The malleus or hammer is attached to the tympanic membrane, passing the
vibration to the incus or anvil, which in turn relays it to the stapes or stirrup (Figure 1A). At
the end of the middle ear, the stapes is attached to the oval window, a membrane-covered
opening to the liquid-filled cochlea of the inner ear. As every diver has experienced, most of
the sound travelling through the air is just reflected when it comes into contact with a liquid
medium. Therefore, if the tympanic membrane were directly connected to the cochlea instead
of via ossicles, the sound energy transmitted to the inner ear would be very scarce, and every
hearing being would be losing a great proportion of acoustic information. At best, we would
hear the bark very muffled, as if we had our heads submersed in water. The action of the
ossicles can be understood as those of two interconnected levers —malleus and incus— and a
piston —stapes— that transmit sound energy from a vibrating tympanic membrane to an oval

window 15 times smaller. The resultant pressure gain in the middle ear ensures that the acoustic
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impedance of the air in the outer ear matches to that of the liquid in the inner ear, thus

implementing an efficient transfer of sound energy from the former medium to the latter.

a b
vstibiilsi Reissner’'s membrane
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Incuz [P Scala vestibuli  /
Malleus- ————Cochlear (perilymph) — r \ Stria
nerve \ vascularis
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Figure 1. Essential anatomy of auditory sensation. A. Schematics of the peripheral
auditory system. B. Cross-section diagram of the cochlea showing the 3 scalae, which are
separated by 2 elastic partitions: Reissner's membrane and the basilar membrane. The
somata of the afferent neurons that innervate hair cells lie in the spiral ganglion. C. Organ of
Corti. D. When the cochlea is excited by sound, the back-and-forth motion of the stapes
produces alternate increases and decreases in the pressure of the liquid at the base of the
scala vestibuli. The pressure difference across the basilar membrane elicits a series of

travelling waves that progress along the cochlea. Reproduced from Hudspeth (2014).

The inner ear houses the cochlea, a coiled structure of progressively diminishing
diameter akin to the shell of a snail that contains 3 liquid-filled ducts: the scala vestibuli on top,
the scala tympani at the base, and the scala media in between (Figure 1B). The scala vestibuli
goes from the oval window to the helicotrema, where it communicates with the scala tympani,
slightly below the cochlear apex. The scala tympani goes from the helicotrema to the round
window of the cochlea. The round window is sealed by a membrane that vibrates with opposite
phase to the vibrations entering the inner ear through the oval window, due to the displacement

of the perilymph that fills both vestibuli and tympani scalae. The thin Reissner’s membrane



separates the scala vestibuli from the scala media, and the elastic basilar membrane separates
the scala media from the subjacent scala tympani (Figure 1B). The stiffness of the basilar
membrane varies in a continuum along the length of the cochlea, endowing each section with
a distinct resonant frequency, i.e., the frequency at which the membrane can oscillate at
maximum amplitude (Robles & Ruggero, 2001; Slepecky, 1996). At the base of the cochlea,
the basilar membrane is thicker and tauter, so it resonates with higher frequencies. As the
basilar membrane becomes increasingly floppier towards the cochlear apex, it resonates with
correspondingly lower frequencies, in a pattern akin to an inverted piano (von Békesy, 1960).
This spatial arrangement of frequencies results in a hydromechanical frequency analyzer, i.e.,
a biological mechanism to perform a Fourier transform, decomposing complex pressure waves
into a sum of simple harmonic functions (Nobili et al., 1998). In plain words, the resultant
tonotopic map allows the cochlea to compute the sound of the bark as a distribution of pure
tones of one frequency and amplitude each (Figure 1D). Henceforth, this tonotopy will become
a central principle in the organization of the auditory nervous system (Merzenich et al., 1975;
Merzenich & Reid, 1974).

The true auditory receptor organ can be found in the scala media, submersed in
potassium-rich endolymph (Figure 1C). The organ of Corti is an epithelial ridge extending over
the basilar membrane that performs an mechanoelectrical transduction of the perilymphatic
pressure waves (Dallos, 1992; Slepecky, 1996). The human organ of Corti contains 3 rows of
outer hair cells and 1 row of inner hair cells, all of which present characteristic stereocilia at
their apical end. Stereocilia in adjacent rows are connected by cadherin filamentous structures
called tip links, which are attached to stretch-gated cation channels in the hair cell membrane
(Muller, 2008). Over them, a gelatinous strip called tectorial membrane is attached at its bottom
surface to the tips of the longest stereocilia in the hair bundles of outer hair cells. Movement of
the tectorial membrane relative to the bundles accordingly deflects the outer hair cell bundles.
The hair bundles of inner hair cells are instead deflected by motion of the liquid beneath the
tectorial membrane (Russell, 1983). When —and where— the basilar membrane resonates with
the perilymphatic pressure waves, oscillations move the stereocilia, pulling or loosening the tip
links, which in turn open or close the stretch-gated cation channels, thereby producing changes
in the membrane potential of both types of hair cells (Figure 2). On the one hand, the outer hair
cells contain a transmembrane protein called prestin that confers electromotility on their
cellular membrane, which elongates or contracts longitudinally due to changes in the

membrane potential. When the outer hair cells depolarize, prestin shortens and pulls on the
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basilar membrane, increasing its action on the inner hair cells. Conversely, when the outer hair
cells hyperpolarize, prestin lengthens and eases tension on the inner hair cells (Howard et al.,
1988; Markin & Hudspeth, 1995; Pickles & Corey, 1992). Thus, the outer hair cells work as a
dynamic amplifier that enhances the amplitude and frequency selectivity of basilar vibrations
using electromechanical feedback. In this way, the organ of Corti can modify the auditory input
signal before it reaches the brain (Hudspeth, 1997, 2014). On the other hand, potassium and
calcium ions flowing into the inner hair cells open their voltage-gated calcium channels. At the
basolateral end of the inner hair cells, the resultant receptor potential releases glutamate to
ribbon synapses with the afferent fibers of the cochlear nerve (Dallos, 1992; Hudspeth, 2014;
Slepecky, 1996). Now, the acoustic information of the bark has been completely transduced
into electrochemical signals, the code that the neurons of our brain use to process and represent

the external world. But we are not hearing the bark yet, we have just sensed it.

Mechanical
force

Actin filament n
Myosin Ic head A N\ {H{ ‘

Insertional
plaque

—_—

,,,,,,,,,,,,,,,,,,,,,,,,,,,

Transduction channel Stereociliary pivot

Figure 2. Hair cell bundle movement. At the top of the hair bundle there is a transduction
element connected by a tip link to adjacent stereocilia (left diagram). The lower end of the
link is connected to mechanically sensitive channels, while the upper end terminates at the
insertional plaque. When a mechanical stimulus deflects a hair bundle in the positive direction
(right diagram) towards its longest stereocilia, the stereocilia pivot at their basal insertions but
remain in contact with one another near their tips. The resultant shearing motion between
contiguous stereocilia increases the tension in the tip link that extends from the top of each
short stereocilium to the insertional plague on the side of the tallest adjacent stereocilium.
This enhanced tension increases the probability that the channels at the link's lower insertion
will open. lonic current, carried predominantly by potassium but including calcium cations,
then enters the stereocilium, depolarizes the hair cell and triggers the release of glutamate

at the ribbon synapses on the cell's basolateral surface. Reproduced from Hudspeth (2014).
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I.1.b.- Auditory perception: from electrochemical signals to hearing

A dog has barked in our surroundings, and the pressure wave it produced in the air has
been mechanically caught by our sensors. Those physical signals were transduced into
electrochemical impulses operable by the brain, in a process called sensation. However, we
have not perceived the bark yet. At this stage, we are not hearing anything, as our brain has
merely received the electrochemical output signal of a Fourier transform performed by the
cochlea. Could you distinguish a bark from any other sound, or locate where the dog is barking
from, just by looking at its spectrogram? That is precisely the function of perception: to make
sense out of the incoming sensory signal. Perception organizes inputs, identifies patterns and
interprets our sensations, establishing which action potential corresponds to each acoustic

element and which of those are meaningful to our states and goals.

Auditory perception in particular is an extremely complex process due to the very
nature of the sound and the demanding requirements of auditory scene analysis. This
complexity becomes apparent when we inspect the high degree of specialization that can be
found in the neuroanatomy of the auditory central nervous system. As the subcortical
processing of sound will be the main topic of this thesis, let me illustrate my point by comparing
the number of stations that sensory information must go through from receptor to the
corresponding cortex in 3 different sensory modalities. Despite vision being our dominant
sense, the retina and the visual cortex connect via just 1 relay: the lateral geniculate body of
the thalamus. Between the mechanoreceptors of our skin and the somatosensory cortex there
are 2 subcortical nuclei: the cuneate nucleus and the ventral posterior thalamus. In contrast,
between the cochlea and the auditory cortex (AC) there are no less than 5 major processing
centers: the cochlear nuclear complex (CN), the superior olivary complex (SOC), the nuclei of
the lateral lemniscus (NLL), the inferior colliculus (IC) and the medial geniculate body (MGB)
of the thalamus. Moreover, the auditory central nervous system is comprised of many parallel
processing pathways forming manifold routes of information convergence and divergence,
with ascending and descending projections that implement feedback loops. Evolutionary logic
dictates that natural selection would have favor a more efficient, direct fiber connection instead
of this intricate network in case any of these extra stages of subcortical processing were not
absolutely essential to hear properly. An exhaustive review of the morphology and function of
the auditory central nervous system is beyond the scope of this thesis, as all the original data |

will present later were obtained in the IC. Nevertheless, since the IC is but one piece within a
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holistic processing machine, having the big picture will be very helpful down the line to better
understand the full significance of my results. Hence, let me quickly render a flavor of how our
brain transforms a meaningless deluge of electrochemical signals into the coherent
representation of a dog barking in a specific position within our surroundings.

I.1.c.- Multiple specialized processing pathways in the auditory brainstem

The auditory system differs from most other sensory modalities in that the location of
stimuli is not conveyed by the spatial arrangement of the afferent pathways. Instead, the
location and identification of sounds is constructed from patterns of frequencies mapped at the
2 ears as well as from their relative intensity and timing. The auditory system is endowed with
an exquisite temporal sensitivity, capable of detecting time differences as small as 10 ps. This
enables our brain to locate the direction of the sound with precisions of 1°. As our heads usually
screens one of our ears from the sound —i.e., head shadowing—, the auditory system can also
use intensity differences between our 2 ears to locate the origin of the pressure wave in the
horizontal plane. Regarding sounds with wavelengths that are close to or smaller than the
dimensions of our head, our shoulders and our characteristically-shaped auricles interact with
those body parts to produce constructive and destructive interferences. With the information
from 1 ear, the auditory system can apply spectral filtering to locate the source of those sound
in the vertical plane. The auditory nuclei of the brainstem are endowed with specialized
neuronal types and neuroanatomical arrangements necessary to perform the refinement of the

signal that will allow us to locate almost instantly where the dog is barking from.

After the transduced auditory signal leaves the cochlea, the first station of the ascendint
auditory pathway is the CN (Irvine, 1986b; Malmierca, 2015). The cochlear nerve spreads in a
tonotopic organization as soon as it enters the CN (Lorente de No, 1926, 1933; Ramoén y Cajal,
1904), innervating different types of neurons with very characteristic and well-defined
morphologies and physiologic properties (Figure 3). Each neuronal type processes a separate
aspect of the signal and relay it to the next processing stage in the ascending auditory pathway
(Harrison & Feldman, 1970). In the ventral division of the CN (VCN), the transduced auditory
input from the bark reaches 3 major types of neurons, all intermingled (Harrison & Irving,
1965, 1966; Harrison & Warr, 1962). The bushy cells are involved in the detection of interaural
intensity differences and project bilaterally to the SOC. Thanks to their tonotopic arrangement,

the stellate cells are able to encode the spectral properties of the signal and relay them to the
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ipsilateral dorsal division of the CN (DCN), the contralateral ventral division of the NLL
(VNLL) and other auditory nuclei. The octopus cells detect onset transients and periodicity in
the auditory signal, conveying that information to the contralateral VNLL in a process that is
critical for the eventual recognition of sounds. In the laminated DCN , fusiform cells integrate
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somatic information from the vestibular system with auditory input from the cochlea to identify

spectral cues for localizing sounds (Brawer et al., 1974; Osen, 1969).

The SOC comprises multiple auditory nuclei that combine information from both ears
to locate the source of the sound applying distinct methods in 2 separated main circuits (Irvine,
1986¢; Malmierca, 2015). In order to pin down the location of lower-frequency sounds, the
medial superior olive (MSQO) computes the interaural time differences (Grothe et al., 2019),
whereas for higher frequencies, the lateral superior olive (LSO) detects the interaural intensity
differences resulting from head shadowing (Friauf et al., 2019). Besides contributing to sound
location, the circuit formed between the superior paraolivary nucleus (SPO) and the medial
nucleus of the trapezoid body is capable of encoding episodes of diminished stimulus energy,
such as gaps and the falling flanks of an amplitude modulation, by producing short and
precisely timed bursts of inhibition that presumably impose a temporal structure on neural
activity in the IC and MGB (Kadner et al., 2006; Kadner & Berrebi, 2008). The SPO is
particularly well suited to encode rhythmic sound patterns and information on temporal
periodicity that is likely important for detecting communication cues, such as the acoustic
envelopes of vocalizations and speech signals (Felix et al., 2011). The SOC receives significant
descending projections from the IC, which mainly target the ventral nucleus of the trapezoid
body (VTz) in the periolivary region (Warr & Beck, 1996). These descending projections from
the 1C may be involved in the activation of SOC neurons that innervate the hair cells of the
cochlea (Rajan, 1990; Vetter et al., 1993). Olivocochlear projections create a feedback loop
from the SOC to the hair cells that balances the excitability of the cochlear nerve, thereby

adjusting the auditory input signal (Elgoyhen et al., 2019).

The NLL also form 3 distinctive streams of auditory information (Felmy, 2019). The
VNLL processes information coming mainly from the contralateral ear, so it is considered to
perform monaural processing of temporal features of the sound. It is important to mention that
the VNLL is a major supplier of inhibition to the ipsilateral IC (Gonzalez-Hernandez et al.,
1996), releasing both glycine and y-aminobutyric acid (GABA), although it contains excitatory
neurons as well (Figure 4; Kelly et al., 2009; Riquelme et al., 2001). The intermediate NLL
(INLL) hosts both monoaural and binaural auditory neurons that integrate information across
different sound frequencies. The INLL target the ipsilateral IC with both excitatory and
inhibitory projections (Felmy, 2019). The dorsal NLL (DNLL) receives information from both
ears, playing a role in the binaural location of the sound (Felmy, 2019). The DNLL sends
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mainly GABAergic projections to both the ipsilateral and contralateral IC (Figure 4; Gonzalez-
Hernandez et al., 1996; Kelly et al., 2009).

In conclusion, the CN origins many parallel ascending pathways dedicated to process
different aspects of sound: frequency composition, loudness, spectral patterns, temporal
patterns, position in space, etc. This parallel processing continues in the SOC and the NLL
combining information from both ears, before all the aforementioned streams converge and
integrate in the 1C of the midbrain (Irvine, 1986a, 1992; Malmierca, 2015).

1.1.d.- The Inferior Colliculus (IC): convergence and integration in the midbrain

In the dorsal portion of the midbrain, located just rostral to the cerebellum, there are 4
rounded swellings arranged in pairs, collectively known as the corpora quadrigemina. The
rostral pair is called the superior colliculi (SC), which are involved in multisensory integration,
exchanging sound location information with the IC, as well as with the visual and
somatosensory systems (Doubell et al., 2000). There, binaural sound cues and the monaural
spectral cues merge with visual and somatosensory information to create an auditory map in
which neurons are tuned to specific sound directions. Hence, the SC is critical form reflexive
orienting movements of the head and eyes to acoustic and visual cues in space (Oliver &
Huerta, 1992). The caudal pair is known as the inferior colliculi, and constitutes an almost
obligatory station for auditory input in its way to the cortex. All major ascending auditory
pathways converge in the IC before innervating the MGB and the AC (Malmierca, 2004).
However, the IC is much more than a simple relay. A great deal of excitatory, inhibitory and
neuromodulatory projections coming from lower and higher auditory nuclei and some extra-
auditory nuclei (Figure 4), together with an extensive intrinsic connectivity, make the IC a
prominent center for convergence, processing and integration (Malmierca, Carbajal & Escera,
2019). Since the IC provides the electrophysiological data for my thesis, this section will
explore the neuroanatomical characteristics of the IC with finer detail and more specificity than

for the rest of auditory nuclei.

In the case of rodents, the model species chosen for my experiments, the IC is the largest
structure of the auditory system. Each rat IC counts half a million glutamatergic, glycinergic
and GABAergic neurons contained in an ellipsoid shape of 3.5 mm by 2 mm diameters, slightly
tilted towards the caudomedial direction (Figure 5). More precisely, the long axis is oriented

from ventral, lateral and rostral to dorsal, medial, and caudal, forming an angle of about 15° in
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the frontal plane and 45° in the sagittal plane (Faye-Lund & Osen, 1985). The IC receives direct
ascending projections from most of the lower auditory nuclei (J. C. Adams, 1979), such as the
CN (Malmierca et al., 2005; Oliver, 1984b, 1987), the SOC (Shneiderman & Henkel, 1987,
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Warr & Beck, 1996) and the NLL (Malmierca et al., 1998; Merchan et al., 1994; Merchan &
Berbel, 1996), as well as rich cortical and thalamic projections (Figure 4; Andersen, Snyder, et
al., 1980; Bajo et al., 2007; Bajo & Moore, 2005; Beyerl, 1978; Coleman & Clerici, 1987;
Diamond et al., 1969; Druga et al., 1997; Druga & Syka, 1984; Faye-Lund, 1985; Games &
Winer, 1988; Herbert et al., 1991; Krieg, 1947; Malmierca & Ryugo, 2011; Saldafa et al.,
1996; W. H. Thompson, 1901; Vaudano et al., 1991; Winer et al., 1998, 2002). The IC also
presents dense intrinsic connections (Ito et al., 2018; Malmierca et al., 1995; Saldafia &
Merchan, 1992), and connects to the contralateral IC by a commissure (cic) that crosses the
midline over the aqueduct of Sylvius (Aq; Figure 4; L. M. Aitkin & Phillips, 1984; Coleman
& Clerici, 1987; Malmierca et al., 1995; Rees & Orton, 2019; Saldafia & Merchan, 1992). From
the lateral part of each IC emerges a tract of fibers that innervates the MGB (Oliver, 1984a) via
which the thalamus receives most of its ascending auditory input (Malmierca et al., 2002).
There are also some descending projections from the IC to the lower auditory nuclei of the
brainstem (Caicedo & Herbert, 1993; Herbert et al., 1991; Malmierca et al., 1996; Malmierca
& Ryugo, 2011).

In line with the original description by Ramon y Cajal (1902; Figure 6), the IC is
commonly divided in a central nucleus (CNIC) and a peripheral region or cortex (ICx). Most
morphology studies have focused in the CNIC, so its neuronal types and inputs are better
understood than those of the ICx (Ito et al., 2018; Malmierca et al., 2011; Oliver, 2005).
Neurons in the CNIC receive massive tonotopic innervation from the lower auditory nuclei in
the brainstem (Figure 4), thereby receiving mostly ascending auditory information (Beyerl,
1978; Coleman & Clerici, 1987). In consequence, CNIC neurons show very sharply-tuned
receptive fields, most of which display V-shaped frequency response areas (FRA) akin to those
of the cochlear nerve fibers (Figure 7A). The neurons contained in the CNIC can be roughly
categorized into 2 major types (Morest & Oliver, 1984; Oliver et al., 1991; Rockel & Jones,
1973). The most characteristic are the disc-shaped neurons, whose flat dendritic fields have
about 50 um of average thickness. These disc-shape neurons, together with their afferent
tonotopic fibers, are arranged into approximately 150 thin fibrodendritic laminae, stacked and
inclined from dorsomedial to ventrolateral, and showing smooth undulations (Malmierca et al.,
1993, 1995, 2008; Wallace et al., 2012). They are usually referred to as isofrequency laminae
because each lamina is dedicated to process one narrow frequency band. Hence, these
isofrequency laminae constitute the structural basis for the tonotopic organization of the CNIC
(Friauf, 1992; Malmierca et al., 2008; Pierson & Snyder-Keller, 1994), inherited from the
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cochlea (Merzenich & Reid, 1974). The neurons included in the dorsal laminae respond to

lower frequencies, while the neurons in the more ventral laminae respond to progressively
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Figure 5. Serial schematic sections of the rat IC. Drawings are arranged by stereotaxic
coordinates in Paxinos & Watson (2007). Arrows in the CNIC indicate the orientation of the
fibrodendritic laminae, while the color gradient reveals the tonotopy. Arrows in the DCIC
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higher frequencies (Figure 5, color gradient). Located in the interlaminar spaces there are
stellate neurons, whose elliptic dendritic fields have about 100 um of average thickness (Faye-
Lund & Osen, 1985; Malmierca et al., 1993; Morest & Oliver, 1984; Reetz & Ehret, 1999).
The presence of stellate neurons connecting isofrequency laminae implies integration across
frequencies, part of a complex spectral processing of the sound. Additionally, the CNIC also
have rich intralaminar connections, which could be related to the processing of some temporal
features of sound (Miller et al., 2005). The CNIC constitutes the neuroanatomical origin of the
so-called lemniscal pathway (Figure 8), an ascending line of tonotopically organized

projections that covey primary auditory information from the midbrain to the AC (Hu, 2003).

The ICx of rodents is commonly divided in at least 2 cortical regions: a dorsal cortex
(DCIC) covering the caudal and dorsomedial regions of the CNIC, and an external cortex
(ECIC) surrounding the lateral, rostral, ventral and ventrocaudal regions of the CNIC (Faye-
Lund & Osen, 1985; Malmierca et al., 2011). The DCIC is the division of the IC that receives
the densest innervation from primary and nonprimary AC, followed by the ECIC, although the
CNIC also receives some tonotopic projections from primary AC (Bajo et al., 2007; Bajo &
Moore, 2005; Druga et al., 1997; Games & Winer, 1988; Herbert et al., 1991; Saldaiia et al.,
1996; Vaudano et al., 1991; Winer et al., 1998). In the case of the rat, modern authors
oftentimes regard the lateral (LCIC) and rostral (RCIC) regions of the ECIC as separate cortical
divisions (Figure 5; Loftus et al., 2008; Malmierca, 2015). This is because the LCIC presents
a layered structure where multipolar neurons exhibit a dendritic orientation perpendicular to
the pial surface, whereas no clear signs of layering or anisotropy are discernible in the RCIC
(Malmierca, 2015). The ICx receives much input from the CNIC (Malmierca et al., 1995;
Saldafia & Merchan, 1992), but they serve as multisensory integration regions that concentrate
projections from heterogeneous sources and also receive massive influence from the AC
(Figures 4 and 8; Bajo et al., 2007; Bajo & Moore, 2005; Beyerl, 1978; Druga et al., 1997,
Druga & Syka, 1984; Games & Winer, 1988; Herbert et al., 1991; Krieg, 1947; Malmierca &
Ryugo, 2011; Saldafa et al., 1996; Vaudano et al., 1991; Winer et al., 1998). This integrative,
higher-order nature is reflected in the broadly-tuned receptive fields that neurons commonly
exhibit in the ICx (Figure 7C), as well as in their distinctive response properties. Since ICx
neurons have considerably wider FRAs than those of the CNIC, their tonotopic organization
becomes diffused, despite continuing the laminar organization of the CNIC. The dorsomedial-
to-ventrolateral orientation of the CNIC laminae extends into the DCIC, but it bends in the

ECIC along an opposite ventromedial-to-dorsolateral inclination. These two different slopes
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meet at the border between the CNIC and the ECIC, creating the shape of two convergent lines,
which sometimes meet to form a “V’ or even a ‘Y’ shape, with the vertex laying in the border
between the subdivisions. The ECIC receives projections from the ipsilateral cerebral cortex
rostral to primary AC and from other extra-auditory nuclei, such as the subparafascicular
nucleus (SPF) of the thalamus, the cuneatus and trigeminal nuclei, the lateral nucleus of the
substantia nigra, the parabrachial region, the periaqueductal grey (PAG), the periventricular
nucleus and the globus pallidus (Tokunaga et al., 1984; Yasui et al., 1992; Yasui, Kayahara,
Kuga, et al., 1990; Yasui, Kayahara, Nakano, et al., 1990). Consistent with this variety of
afferents, it has been shown that ECIC neurons respond not only to auditory stimuli, but also
to somatosensory stimuli (Aitkin et al., 1981). In turn, the ECIC projects to the dorsal (MGD)
and medial (MGM) subdivisions of the MGB. It is also noteworthy that ICx neurons are under
heavier modulatory influence those in the CNIC, given that the ICx receives denser
serotonergic, noradrenergic and dopaminergic fibers (Fyk-Kolodziej et al., 2015; Hormigo et
al., 2012; Klepper & Herbert, 1991; Nevue, Elde, et al., 2016; Papesh & Hurley, 2016). From
the 1Cx emerges the nonlemniscal pathway (Figure 8), which is part of an integrative system
that plays an important role in multisensory integration, temporal pattern recognition and

certain sophisticated forms of learning (Hu, 2003).

The ICx is organized in 3 layers of neural tissue that wraps around the CNIC (Ramon
y Cajal, 1902). Layer 1 consists of thin fibrocellular tissue that encapsulates the whole IC. It
contains scattered, small, flattened neurons (Faye-Lund & Osen, 1985; Malmierca et al., 2011).
This superficial layer receives the densest serotoninergic fibers, whereas noradrenergic input
is relatively sparse (Klepper & Herbert, 1991). Layer 2 is slightly thicker than layer 1, while
layer 3 constitutes about two thirds of the maximum thickness of the ICx. Contrary to layer 1,
layer 3 receives the densest noradrenergic fibers, whereas serotoninergic input is relatively
sparse (Klepper & Herbert, 1991). These distinctive modulatory patterns suggest layer-specific,
complementary functions of the different types of modulatory projections that innervate the IC
(Hurley, 2018). In the DCIC, layer 1 receives some descending input from the nonprimary AC
(Saldaria et al., 1996). Layer 2 of the DCIC contains smaller, mainly multipolar neurons, while
layer 3 contains more medium-sized neurons. Besides, at the border of the DCIC with the
CNIC, there are large multipolar neurons with elongated dendritic arbors that parallel the
orientation of the fibrodendritic laminae of the CNIC. Bilateral projections from primary AC
and ipsilateral projections from the sagulum provide the main afferences to the DCIC, which

in turn projects to the dorsal division of the MGB (MGD). In the ECIC, layer 2 is characterized
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by dense clusters of many small and a few medium-sized neurons partly aggregated in myelin-
dense neuropil. The neural domains within these aggregates are under rich cholinergic and
GABAergic input (Chernock et al., 2004; Lesicko et al., 2016; Ottersen & Storm-Mathisen,
1984). Layer 3 of the ECIC, consists of relatively scattered, small, medium and large neurons
exhibiting 3 types of morphologies: bitufted, pyramidal-like and chandelier (Malmierca et al.,
2011). The most characteristic element of this internal layer are the large multipolar neurons

with coarse Nissl granules and extensive dendritic arbors, whose axis is perpendicular to the
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Figure 6. Drawing of a frontal slice of the IC by Ramén y Cajal in 1902. This neural tissue
was taken from an 8-days old mouse, as Golgi’'s method requires axons to be unmyelinated
in order to stain the neurons. In spite of its immature stage, the distinction between the CNIC

and the ECIC is evident, and the layering in ECIC can also be identified (notations in red).
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pial surface (Faye-Lund & Osen, 1985; Malmierca et al., 2011; Ramon y Cajal, 1902; P. H.
Smith, 1992). As already noted in Cajal’s pioneering works already in 1902 (Figure 6), the
exquisite and sophisticated neuroarchitecture of the ICx features some neuronal morphologies
and arrangements that somewhat resembles to some organizational properties of the cerebral
cortex (Ramon y Cajal, 1902). This hints at the higher-order processing capabilities of the ICx
circuitry, to the point that electroencephalography (EEG) data from the rat suggests that the
ICx modulates sensorimotor integration in neonates, prior to the assumption of this function by
the mature cerebral cortex (McCown & Breese, 1991).

The interaction between excitation and inhibition plays an important role in shaping the
response of the IC neurons to the acoustic stimuli. Glutamate is the main excitatory
neurotransmitter in the IC of rodents (J. C. Adams & Wenthold, 1979; Ottersen & Storm-
Mathisen, 1984), which expresses 2 types of glutamatergic receptors. N-methyl-d-aspartate
(NMDA) selectively activate NMDA receptors, whereas a-amino-3-hydroxy-5-methyl-4-
isoxazolepropionic acid (AMPA) selectively activate AMPA receptors (Caicedo & Eybalin,
1999; Gaza & Ribak, 1997; Kelly & Caspary, 2005; Schmid et al., 2001). NMDA receptors are
more abundant in the ICx than in the CNIC (Ohishi et al., 1993), coinciding with the
distribution pattern descending projections. In fact, corticocollicular innervation induces long-
lasting changes in the neuronal responses of the IC. Such neuronal plasticity may be caused by
top-down stimulation of NMDA receptors (Clarkson et al., 2010a, 2010b, 2012; Suga et al.,
2000), which can induce long-term potentiation in IC neurons (Hosomi et al., 1995; Y. Zhang
& Wu, 2000). AMPA receptors are critical to initiate the neuronal response, and both types of
glutamatergic receptors are involved in maintaining action potentials during the stimulus (H.
Zhang & Kelly, 2001). On the other hand, about 25% of IC neurons are GABAergic, and both
glycinergic and GABAergic presynaptic boutons have also been found, so the IC is under
strong inhibitory influence by both GABA and glycine (Kelly et al., 2009; Kelly & Caspary,
2005; Merchan et al., 2005; Oliver et al., 1994; Roberts & Ribak, 1987). The interaction
between excitatory and inhibitory input from ascending, descending and intrinsic projections
in each neuron determines its response properties and the shape of its FRA (Oliver et al., 1994).
In fact, non-V-shaped FRASs appear to be generated de novo in the IC (Figure 7B-D), since
most of them change to V-shaped (Figure 7A) when applying antagonists of inhibitory
neurotransmitters (Le Beau et al., 2001). Hence, V-shaped FRAS seem to be inherited by the

IC neurons from lower auditory nuclei, and in turn inhibition sculpts those receptive fields into
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new shapes: O-shaped or closed, I-shaped or narrow, W-shaped or multi-peaked, low-tilt, high-
tilt and disorganized FRAs (Hernandez et al., 2005).
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Figure 7. FRAs of IC neurons. A-B. 2 types of narrowly-tuned receptive fields. C. Broadly-

tuned receptive field. D. Untuned receptive field, with no apparent characteristic frequency.

The balance between excitation and inhibition not only determines the receptive field
of IC neurons and the shape of their FRAs, but also the shape of the peristimulus time
histograms (PSTH) and their discharge patterns (Faingold et al., 1989, 1991; Kelly & Zhang,
2002; Le Beau et al., 1996; Palombi & Caspary, 1996; Vaughn et al., 1996; H. Zhang & Kelly,
2001, 2003). Both extrinsic and intrinsic factors determine the temporal response of any
neuron. On the one hand, the relative proportion and timing of the excitatory and inhibitory
projections that a neuron receives will initiate, maintain or modulate changes of the membrane
potential that eventually may give rise to action potentials (Le Beau et al., 1996, 2001; Tan et
al., 2007). On the other hand, the membrane properties conferred by the expression of ion
channels determines the excitability of the neuron and the final shape of its action potentials.
Different receptors for the same neurotransmitter sometimes have quite different kinetics,

resulting in different outputs. The multiple types and subtypes of many ion channels, specially

24



the family of voltage-gated potassium channels, are going to offer a great range of variability
in the neuronal response (Peruzzi et al., 2000; Sivaramakrishnan & Oliver, 2001). Besides,
each region of the neuronal membrane contains varied ion channels in different proportions.
Resulting from the interaction of these extrinsic and intrinsic factors, IC neurons show 5
prototypic response pattern tendencies: onset, sustained, chopper, pauser and offset (Figure 3,
left margin), although combinations of those patterns are common (Le Beau et al., 1996;
Peruzzi et al., 2000; Rees et al., 1997).

Neuromodulation reconfigures processing midbrain neural circuitries by regulating the
action of neurotransmitters —glutamate, GABA and glycine—, thereby modifying the
excitatory and inhibitory balance of IC neurons. The IC receives prominent diffuse projections
from centralized neuromodulatory systems (Figure 4, in green), which target the ICx with much
denser fibers (Fyk-Kolodziej et al., 2015; Hormigo et al., 2012; Klepper & Herbert, 1991;
Nevue, Elde, et al., 2016; Papesh & Hurley, 2016). Neuromodulatory input to the I1C originates
in extra-auditory clusters of cholinergic neurons in the laterodorsal tegmental (LDT) and
pedunculopontine tegmental (PPT) nuclei (Dautan et al., 2016; Motts & Schofield, 2009) as
well as in the rostral ventrolateral medullary region (Stornetta et al., 2013), noradrenergic
neurons in the locus coeruleus (LC; Klepper & Herbert, 1991; Mulders & Robertson, 2001),
serotonergic neurons in the dorsal raphe nucleus (DRN; Klepper & Herbert, 1991; G. C.
Thompson et al., 1994) and dopaminergic neurons in the thalamic SPF (Nevue, Elde, et al.,
2016; Nevue, Felix, et al., 2016). Although these modulatory nuclei are not explicitly part of
the auditory system, they receive projections from primary auditory regions and are responsive
to acoustic stimuli. This bidirectional influence suggests the existence of auditory-modulatory
feedback loops. A characteristic of neuromodulatory centers is that they integrate inputs from
anatomically widespread and functionally diverse sets of brain regions. This connectivity gives
neuromodulatory systems the potential to import information into the auditory system on
situational variables that accompany acoustic stimuli, such as context, internal state, or

experience.

Once released, neuromodulators functionally reconfigure auditory circuitry through a
variety of receptors expressed by IC neurons. The effects of neuromodulation on their intrinsic
properties and sound-evoked responses depend on the types of receptors expressed in their
membrane (Hurley & Sullivan, 2012). Many neuromodulators have suppressive effects on

neural firing for some IC neurons in spite of showing facilitatory effects for others, as reported
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for acetylcholine (Habbicht & Vater, 1996), serotonin (Hurley & Pollak, 1999) and dopamine
(Gittelman et al., 2013). This range of selective modulatory mechanisms results in the
transformation of functional response properties. Commonly, neuromodulators can alter the
spontaneous or evoked firing rates of 1C neurons in response to stimuli (Curtis & Koizumi,
1961; Gittelman et al., 2013; Hurley et al., 2004; Hurley & Pollak, 1999), firing patterns
(Gittelman et al., 2013; Habbicht & Vater, 1996), latency or latency jitter (Gittelman et al.,
2013; Hurley, 2007; Hurley & Pollak, 2005b) and frequency tuning (Hurley & Pollak, 2001).
These types of changes can contribute to shifts in neural selectivity for spectrotemporally
divergent sounds, such as tones versus frequency-modulated sweeps (Hurley & Pollak, 1999),
sounds of different frequency (Hurley et al., 2004; Hurley & Pollak, 2001) or different species-
specific vocalizations (Hurley & Pollak, 2005a). In addition to shaping ascending auditory
information to the local auditory context (Ayala & Malmierca, 2015; Valdés-Baizabal et al.,
2017; Valdés-Baizabal, Carbajal, et al., 2020), neuromodulation within the IC influences
behaviors that arise subcortically (Petersen & Hurley, 2017). Neuromodulatory systems
therefore provide a route for integrative behavioral information to access auditory processing
from its earliest levels (Hurley, 2018).

In conclusion, the IC works as a main integration center able to performs complex
spectral, temporal and multisensory processing thanks to: (1) a sophisticated neuroanatomical
organization (Figures 5 and 6), (2) a wide variety of neuronal types endowed with specialized
response properties, and (3) a rich excitatory, inhibitory and neuromodulatory innervation
provided by both ascending and descending projections, as well as dense intrinsic connections
(Figures 4 and 8). For these reasons, the role of the IC in the auditory system has even been
compared to that of the primary visual cortex in the visual system (King & Nelken, 2009).

I.1.e.- Lemniscal and nonlemniscal pathways: primary vs nonprimary

representation

As we have seen in the previous section, the CNIC is tonotopically organized and
mainly driven by ascending input from the auditory periphery, whereas the ICx work under
much heavier influence of descending and neuromodulatory fibers from higher auditory and
integrative regions of the brain. Such neuroanatomical dichotomy in the IC between ‘core’,
first-order structures and ‘belt’, higher-order structures find a correlate in the next stations of

the ascending auditory pathway, the MGB and the AC. Consequently, the IC constitutes the
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neuroanatomical origin of two parallel lines of processing in the auditory system: the lemniscal
and nonlemniscal pathways (Andersen, Roth, et al., 1980; C. C. Lee & Sherman, 2011). The
auditory centers comprised in each pathway share some common characteristics in their neural
structure and function, so the distinction of lemniscal and nonlemniscal structures provide some

general insights about how the auditory system processes sensory input.

On the one hand, the lemniscal pathway initiates in the CNIC, goes by the thalamic
MGV and finishes in the primary fields of AC. Lemniscal subdivisions constitute the neural
core of their respective auditory stations. These cores tend to contain sharply-tuned neurons in
tonotopic arrangement, creating isofrequency laminae in the CNIC and the MGV, as well as
isofrequency bands in primary AC. Most of the neurons in each isofrequency lamina project to
their corresponding homologous lamina or band in the next station of the lemniscal pathway
(Malmierca, 2015), shaping a straightforward line that conveys sensory input in bottom-up
fashion (Figure 8). Relative to their nonlemniscal pairs, lemniscal neurons exhibit more
consistency in their response to the sound, narrower receptive fields reflected in V-shaped
FRAs, shorter latencies, higher firing rates, more overall spikes fired per stimulus, and a
tendency to show a strong sustained component in their response that follows the stimulus until

it ends (e.g., Figures 12B-C, 28A and 34A). As a rule of thumb, the lemniscal pathway hosts
first-order auditory neurons that obtain their input mainly from lower auditory stations and
respond fundamentally driven by the physical features of the sound. Therefore, the information
stream conveyed throughout the lemniscal line carries rather primary representations of the

sound in progressive levels of complexity (Carbajal & Malmierca, 2020, 2018b).

On the other hand, the nonlemniscal pathway is built around the lemniscal line,
comprising the shell of the IC, the MGD and the MGM of the thalamus, and the nonprimary
regions of AC (Figure 8). Nonlemniscal divisions are akin to capsules or belts, wrapping the
lemniscal core from where nonlemniscal neurons obtain part of their input. The rest of their
input is provided by other nonlemniscal divisions and by the AC, besides receiving relatively
denser projections from non-auditory sources. Subcortical nonlemniscal neurons project to the
next nonlemniscal division in the pathway, while cortical neurons send back descending
projections mainly the nonlemniscal divisions of the MGB and the IC (Figure 8; Arnault &
Roger, 1990; Bajo et al., 2007; Bajo & Moore, 2005; Bartlett et al., 2000; Beyerl, 1978;
Diamond et al., 1969; Games & Winer, 1988; Hazama et al., 2004; Herbert et al., 1991; Kimura
etal., 2005, 2007; Krieg, 1947; Malmierca & Ryugo, 2011; Saldafia et al., 1996; Shi & Cassell,
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1997; W. H. Thompson, 1901; Vaudano et al., 1991; Winer & Larue, 1987). Nonlemniscal
neurons are broadly tuned, which diffuses or even effaces any trace of tonotopic organization

in nonlemniscal divisions. Their response properties are also more heterogeneous than those of

Primary = & )

/ — Nonp ri ma ry
p('\ma‘\l e A
wo©

1l
vV

Vv

VI

Lemniscal division

Nonlemniscal divisi

Lemniscal projections

[T

Nonlemniscal projections

|
¢ &

Corticocollicular projections

Corticothalamic projections J D
Intracortical conexions L <_I

BRAINSTEM

|

Figure 8. Lemniscal and nonlemniscal pathways. Adapted from Malmierca (2015).

28



the lemniscal neurons, although onset components signaling relevant acoustic events tend to

predominate in nonlemniscal responses (e.g., Figures 12D-E, 28B and 34B). The

neuroanatomical position adjunct to the lemniscal line, the loop-like connectivity with the
heavy cortical influence, the extensive receptive fields and the longer latencies characteristic
of nonlemniscal neurons, as well as their multisensory afferences, strongly suggest that they
perform higher-order integrative functions. Therefore, the nonlemniscal pathway progressively
generates an elaborate representation of the sound that eventually results in a proper auditory
object relative to its auditory context (Carbajal & Malmierca, 2020, 2018b). In other words,
the end product of nonlemniscal processing will finally be perceived as a bark over a sound

landscape.

Following both ascending pathways, auditory information leaving the IC is funneled
into the ipsilateral thalamus (Figure 8). The thalamus is known to actively regulate the flow of
information from periphery to cortex (Sherman, 2007), as well as between cortical areas
(Guillery & Sherman, 2002; Llano & Sherman, 2008). And like every other thalamic nucleus,
the MGB is an obligatory relay station and the last stage of subcortical processing before the
auditory signal enters the AC. With 1.2 mm long in the rostrocaudal dimension, 1.5 mm wide
and 1 mm high, the MGB is a considerably smaller structure than the IC, prominent in the
posterodorsal surface of the thalamus. Also in contrast with the IC, there are no intrinsic
connections known between the different subnuclei or commissural projections interconnecting
the 2 sides of the MGB (Malmierca, 2015), and only about 1% of its neurons are GABAergic
in rodents (Winer & Larue, 1988). GABAergic input to the MGB is provided by the IC (Winer
etal., 1996) and by the caudoventral portion of the thalamic reticular nucleus (Bartlett & Smith,
1999; Yu et al., 2009), which some authors consider an integral part of the auditory pathway
(Caotillon et al., 2000; Kimura et al., 2007; Shosaku & Sumitomo, 1983; Yu et al., 2011). Thus,
the thalamic reticular nucleus takes part in a feedback system that controls the transmission of
information from the thalamus to the cortex, maybe playing a role in selective attention (Arcelli
etal., 1997).

Lemniscal and nonlemniscal divisions of the MGB show clear anatomic and
physiological differences at the cellular level (Bartlett & Smith, 1999). In the middle of the
lemniscal line, the MGV receives projections from the CNIC and in turn projects to the primary
AC in tonotopic manner (Figure 8, green lines; Donishi et al., 2006; Kimura et al., 2003). The
MGV contains large, bitufted relay neurons (Clerici et al., 1990; Clerici & Coleman, 1990;
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Winer, Kelly, et al., 1999; Winer, Larue, et al., 1999; Winer, Sally, et al., 1999), which respond
transiently in typically lemniscal fashion (Aitkin & Webster, 1972; Bordi & Ledoux, 1994;
Bordi & LeDoux, 1994). Similar to the organization of the CNIC, these neurons have highly
oriented dendritic arbors arranged in the direction of the afferent fibers, forming isofrequency
laminae that constitute the basis of tonotopic organization of the MGV. Frequency
representation follows a dorsoventral gradient from low to high frequencies (Aitkin & Webster,
1971; Bordi & Ledoux, 1994; Bordi & LeDoux, 1994; Imig & Morel, 1985). The MGV is
reciprocally connected with the AC in tonotopic fashion (Clerici & Coleman, 1990; Hazama et
al., 2004; Kimura et al., 2003, 2005; Ryugo & Killackey, 1974; Shi & Cassell, 1997; Storace
etal., 2010, 2011; Winer, Sally, et al., 1999; Winer & Larue, 1987). The nonlemniscal divisions
of the MGB, i.e., the MGD and MGM, find their major source of input in the ICx, and their
main target is the nonprimary AC. They are anatomically and functionally distinct from the
MGV. Their heterogeneous nonlemniscal neurons are reciprocally connected to nonprimary
AC, and also receive driving glutamatergic input from the lemniscal fields of AC (Figure 8,
purple lines). The MGD contains tufted and stellate neurons, whose cell bodies and dendrites
are not oriented in any particular fashion. There are no traces of a tonotopic organization in the
MGD. Compared to the MGV, MGD neurons are less responsive to acoustic stimuli and show
longer latencies, preferring complex sounds than pure tones (Bordi & Ledoux, 1994; Bordi &
LeDoux, 1994). The MGM is a narrow disc of tissue, with large, sparsely distributed cell
bodies. It comprises a diverse population of neurons, the most unusual ones being the
‘magnocellular’ neurons (Clerici & Coleman, 1990; Winer, Kelly, et al., 1999). The anterior
portion of the MGM displays some tonotopy, but much less ordered than in MGV. Whereas
the MGV processes essentially acoustical features (LeDoux et al., 1987), nonlemniscal
thalamic divisions subserve advanced, higher-order functions such as multisensory processing
and auditory learning (Bordi & Ledoux, 1994; Bordi & LeDoux, 1994; Spreafico et al., 1981).
The MGD and the MGM are implicated in multisensory integration, processing of
communication signals, auditory learning and emotional significance of sounds (C. C. Lee,
2015). This is especially true for the MGM, but both nonlemniscal thalamic nuclei send and
receive feedforward and feedback projections among a wide constellation of midbrain (LeDoux
et al., 1987; Malmierca et al., 2002), cortical (Shi & Cassell, 1997; Winer & Larue, 1987), and
limbic sites (Doron & Ledoux, 1999; Ottersen & Ben-Ari, 1979), which support potential
conduits for auditory information flow to higher auditory cortical areas, mediators for
transitioning among arousal states, and synchronizers of activity across expansive cortical

territories.
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Finally, ascending auditory information reaches the AC, in the temporal lobes of our
human brains, where the highest-order level of processing and integration within the auditory
system will take place. Subcortical auditory nuclei have already completed an essential
spectrotemporal analysis, so powerful and efficient indeed that animals do not even need the
AC to accomplish simple perceptual or audiomotor tasks, such as frequency discrimination or
sound localization (Gimenez et al., 2015; Kelly & Kavanagh, 1986). Therefore, the processing
resources of the AC are available to deal with the most abstract aspects of the auditory signal,
recognizing complex patterns, and attaining elaborate auditory percepts with behavioral
affordances (Li et al., 2017; Nelken, 2004; Sutter & Shamma, 2011). In addition, the AC is the
site of highest neuronal plasticity for learning and memory about the objects that populate the

complex structure of the auditory world (Weinberger, 2004).

The AC is a specialized area of the mammalian neocortex, a highly modular structure
resulting from the extensive repetition of a common pattern, suggesting a shared underlying
computational principle (Mountcastle, 1997). In the horizontal dimension, the neocortex is
organized in 6 layers extending about 1.2 mm. This number can vary between areas, but 6 is
the most common for sensory cortices (Figure 9). The middle layers, mainly layer IV —but
also lower layer Il in AC—, are dense in cell bodies of small stellate cells with smooth
dendrites that project only to local tissue, thus presenting a gritty aspect from which they take
the name granular layer. Layers I-Ill, called supragranular layers, are dense in small
pyramidal cells with regular spiking firing profiles that project locally and to higher-order
cortical areas. Layers V-VI, called infragranular layers, contain larger pyramidal cells with
intrinsically bursting firing patterns that project to manifold subcortical targets. Besides, Layer
VI also presents abundant bitufted and multipolar neurons (Krieg, 1946a, 1946b; Malmierca,
2015).

In the vertical dimension, neurons are grouped in a columnar system of intrinsic fibers
perpendicular to the surface, each column spanning 200-800 um in width and made up of
terminal axons that extend through all cortical layers. Neurons along the column tend to show
similar receptive field properties (Mountcastle, 1997), but the modular organization of the AC
goes beyond small columns. Different properties such as spectral bandwidth, intensity tuning
or binaural interactions seem to be organized in columnar patches or complex metagradients
that, unlike tonotopic gradients, extend beyond the limits between cortical fields (Polley et al.,

2007). Like other cortical regions, the AC isrich in a large variety of GABAergic interneurons
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with many potential roles in controlling and synchronizing neuronal activity (DeFelipe et al.,
2013). But in the particular case of the AC, inhibitory influences may have an even more
important role in shaping receptive fields and encoding temporal information (Bendor, 2015;
Schinkel-Bielefeld et al., 2012).

Lastly, a third common principle of cortical organization is the functional division in
areas, specialized in carrying out different types of information processing. Whereas
subcortical divisions and their reciprocal connectivity tends to be relatively well preserved
across species, the neocortex displays great interspecific variations. For example, the AC
comprises 5 different fields in rodents, 10-12 fields in primates, and around 30 fields in humans
(Malmierca, 2015). Nevertheless, all species present a core of primary auditory fields,
surrounded by —and connected to— a belt of nonprimary auditory fields, which in turn connect
to higher-order multisensory association areas (Kaas, 2011; Read et al., 2002; Winer & Lee,
2007). Those are respectively the high end of the leminscal and nonlemniscal pathways that
emerged in the IC (Hu, 2003; Malmierca & Hackett, 2010). The lemniscal AC contains a dense
granular layer that receives strong, direct tonotopic input from the MGV, and contains one or
more complete tonotopic representations of the audible frequency range of the animal (Polley
et al., 2007; Reale & Imig, 1980). In rats, the lemniscal AC comprises 3 fields: the primary
auditory cortex (Al), the anterior auditory field (AAF) and the ventral auditory field (VAF).
By contrast, the nonlemniscal AC lacks a thick granular layer, receiving their ascending input
from nonlemniscal divisions of the MGB and from the supragranular layers of primary AC
without forming a clear tonotopic organization. In rats, the nonlemniscal AC comprises at least
2 nonprimary fields in the belt regions: the posterior auditory fields (PAF) and the suprarhinal
auditory field (SRAF; Donishi et al., 2006; Doron et al., 2002; Kimura et al., 2003; Polley et
al., 2007; Rutkowski et al., 2003). The lemniscal fields of AC are reciprocally connected to
lemniscal MGV through tonotopic ascending and descending projections (Read et al., 2002).
However, whereas MGV follows a laminar tonotopy, cortical fields are organized in
isofrequency bands, so a whole isofrequency lamina of MGV neurons must converge into each
cortical column (Imaizumi & Lee, 2014). Each isofrequency band of Al receives input from
the rostral half of an isofrequency lamina of MGV, whereas VAF receives from the caudal
MGV (Storace et al., 2010). Al project to both nonlemniscal divisions of AC, PAF reciprocally
connects with the MGD and the MGM, and SRAF connects back with the MGM (Kimura et
al., 2003, 2005; Philip H. Smith et al., 2012; Storace et al., 2010). Finally, PAF and SRAF also
send out projections beyond the classic boundaries of the auditory system, targeting a wide
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variety of cortical areas —e.g., the prefrontal cortex (PFC), the limbic cortex, etc— and
subcortical nuclei —e.g., the amygdala, the striatum, the basal ganglia, the SC, etc— that will
keep adding nuances to our auditory perception (Kaas et al., 1999; Krieg, 1947; Paula-Barbosa
& Sousa-Pinto, 1973; Read et al., 2002; Romanski & Ledoux, 1993; Shi & Cassell, 1997; W.
H. Thompson, 1901; Winer, 2005). Now, we are finally hearing the bark.

I.1.f.- Descending projections: iterating towards auditory perception

So far, | have introduced the organization of the auditory pathway as it is usually done:
following a sequential order from the cochlear to the AC. Although such a systematic
description in ascending manner is very convenient for presenting the main neuroanatomical
elements involved in auditory processing, it may not provide the best representation of how
auditory information is actually processed. At this point, a neophyte reader could have an
impression on the auditory system as a forward processor, where information bits are treated
like pieces within a Fordian assembly line. However, as mentioned throughout the previous
sections, there is a portion of descending afferences at every step of the way. All along the
auditory system, there are many nuclei where ascending and descending pathways can cross
and integrate their input. In fact, the connectivity of the auditory system would be better
described as a series of nested loops of reverberating ascending and descending information,
each next loop surrounding the previous one to add the next layer of auditory processing
(Malmierca, 2015; Malmierca & Ryugo, 2011; Winer, 2005).

Going back on our steps from the AC, we find that the MGB works under heavy cortical
feedback (Figure 8). Descending corticothalamic projection is around 10 times denser than
ascending thalamocortical projection (Malmierca, 2015). There are 2 main types of
corticothalamic projection, one arising from the pyramidal —glutamatergic— neurons of layer
VI and the other emerging from layer V. In the lemniscal fields of AC, the projection from
layer VI innervates back the MGV in a highly tonotopic manner, terminating in small terminal
boutons of putative modulatory nature. The projection from layer V reaches the nonlemniscal
MGB, terminating in large terminals of putative driver nature (Bartlett et al., 2000; Llano &
Sherman, 2008). This driver projection creates an indirect connection between lemniscal and
nonlemniscal fields of AC mediated by thalamic gating (Sherman & Guillery, 2011). In the

nonlemniscal fields of AC, the modulatory projection from layer VI arrives at both
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nonlemniscal MGB divisions, whereas the driver projection from layer V target mainly to the

MGM (Figure 8; Kimura et al., 2005).
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Figure 9. Auditory corticofugal projections in the rat. On the left, a photomicrograph
displaying a Nissl-stained section through Al. The surface of cortex is at the top of the figure.
On the right is a schematic of layers V and VI that illustrates the distribution of neurons
projecting to the IC, SOC, and CN. A small number of corticocollicular neurons are located
near the border of layer VI and white matter, but most are distributed within layer V. All three
distributions overlap. However, notice that the cortical neurons projecting to more distant
targets are more narrowly distributed and centered in deeper regions of layer V. Reproduced

from Malmierca (2015).

The AC also sends important direct projections to the IC (Schofield & Beebe, 2019),
bypassing the MGB (Figures 8 and 9). The heaviest corticocollicular projection arises from the
large pyramid neurons in layer VV of Al. This projection is mostly ipsilateral and tonotopic,
such that low-frequency regions of Al innervate the dorsolateral region of the IC, and the high-
frequency regions of Al innervate the ventromedial region of the IC. Nevertheless, some
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corticocollicular projections emerge from other AC fields, and there are small neurons at the
bottom of layer VI that also innervate the ICx (Figures 8 and 9). Most corticocollicular
projections from both primary and nonprimary fields of AC target the ICx (Herbertetal., 1991),
although the CNIC also receives a smaller, weaker projection from Al (Beyerl, 1978; Diamond
et al., 1969; Saldafia et al., 1996). Corticofugal projections arise from pyramidal cells, and are
therefore glutamatergic (Feliciano & Potashner, 1995). However, electrical stimulation of AC
produces both excitation and inhibition of IC neurons (Mitani et al., 1983), and AC deactivation
yielded both types of effects as well (Anderson & Malmierca, 2013; Nwabueze-Ogbo et al.,
2003), which implies that the AC exerts inhibitory influences over IC neurons through the
activation of inhibitory connections within the local circuitry of the IC (Malmierca, 2015). The
ICx also receives some descending excitatory projections from the MGB, and some inhibitory
projections from the SPF of the thalamus (Moriizumi & Hattori, 1992). Not only the AC sends
descending projections to subcortical auditory nuclei (Figure 8), but important descending
projections emerge also from the IC to the lower brainstem, and from the SOC to the cochlea
(Malmierca, 2015).

Thus, descending afferences constitute an elaborate feedback system in the auditory
pathway. Judging from their size, descending projections must play a fundamental role in
auditory processing, modulating or gating ascending auditory responses, shaping neuronal
receptive fields (Sillito et al., 2006) and assisting in higher-order processes, such as figure-
ground separation (Hupé et al., 1998). Most importantly for this thesis, descending projections
seem to play a role in identifying the novelty of sensory input. Some authors even consider that
these descending projections carry the feedforward signal of the modeling activity of our brain,
while the lesser ascending information would be used as a feedback to confirm that incoming
signals are consistent with the current internal representation of the external world (Friston,
2005). According to the PP proposal that | will introduce in Section 1.3, the auditory system
would not simply extract and add together spectrotemporal cues to build a representation of the
bark. Instead, our brain may already hold an active representation of what a bark entails in
terms of evoked neuronal activity and what it implies: a dog. Our brain just uses those
spectrotemporal cues it needs to confirm or update the current model of the auditory scene:

‘There is a dog nearby, barking’.

In conclusion, more than the sum of the separated activity of the ascending and

descending auditory pathways, it is the continuous looping interaction between forward and

35



backward information streams in the auditory system what establishes the physiological
foundations of auditory perception. Contrary to the widespread corticocentric understanding of
perception, we do not hear the bark with the cortex, but with our whole brain. Auditory
perception is a very complex multi-step process that requires much more from subcortical
auditory nuclei than their traditionally-given role of basic spectrotemporal analysers, relay
stations and reflex organizers. Whether the perception of the bark eventually enters our
consciousness or not may be decided even before the auditory signal leaves the brainstem, as |

will demonstrate in the following.

I.2.- NOVELTY PERCEPTION: BIOMARKERS AND
HYPOTHESES

A dog nearby barked and we have heard it, but most likely that was not the only thing
taking place in our surroundings. Imagine we are taking a walk across an urban park. There are
always countless events simultaneously happening around us, generating a profuse amount of
physical changes in the environment that are mechanically caught by our sensors: dogs barking,
birds chirping, the breeze blowing the leaves of nearby trees, our own footfalls on the gravel,
distant traffic noise, people talking passing by, kids playing and laughing, a ball bouncing
around, skates rolling, etc. A continuous flow of fine air-pressure oscillations coming from
myriad sources hits our eardrum at every fraction of a second of every second of our life. But
apart from the effects that natural selection has exerted in the evolution of our sensors, the
importance of the transduced physical signals for our purposes or our survival is fundamentally
disregarded by sensation (see Section 1.1.a). Each vibration is mechanically transduced by the
organ of Corti into action potentials without any distinction of utility, ceaselessly pouring
sensory input into our central nervous system even at the risk of overloading its metabolic

capacity.

The prime task of every sensory system is to winnow the useful bits of information in
a deluge of sensory input and organized them into perceptual objects, or percepts. And this
selection must be carried out as fast as possible, since the resultant percepts must serve as the
building blocks of more complex cognitive and motor operations that enable our adaptive
behavior. Hence, our central nervous system has neither the time nor the resources as to
meticulously evaluate the content of each sensation in full. Instead, there is mounting evidence

that perception is biased by the probability of sensations. This has a logical explanation:

36



uncommon changes in our environment tend to be more informative and critical for our survival
than usual events. Therefore, the most efficient strategy to craft useful percepts is to
automatically allocate the limited processing resources to the most improbable sensory input
(Barlow, 1961). To maintain an efficient processing and avoid saturation, our central nervous
system must implement basic network mechanisms that automatically downplay the repetitive
and irrelevant ‘standard’ aspects of the auditory scene in favor of the more infrequent and

informative ‘deviant’ events.

We have all experienced the result of this kind of sensory processing. Sometimes we
become so accustomed to certain background noises that it feels like we are not hearing them
anymore, as if our ears had shuttered for the sounds we already know that are there. However,
novel and arresting sounds keep popping up in our minds here and there, without any conscious
effort, and whether we want it or not. This sensory discrimination reliant on probability is pre-
attentive and escapes volitive control, which makes sense from a self-preservation standpoint.
When we stroll through the park, maybe trying to concentrate on our own thoughts, we would
likely be most pleased when our auditory system tones down monotonous and potentially
annoying noises. But if a bark suddenly sounds behind us, that unusual event would
immediately trigger our attention. It could be just someone walking with a leashed dog, but it
could also be an unleashed, unattended dog stalking us. In this context, whereas fully
processing every redundant noise around us would be a waste of resources, and could saturate
our perception with irrelevant information, getting an early alert of the risk of being bitten by

a dog is worth the metabolic cost of instantly detecting the deviant sound of a bark.

The effects of such pre-attentive sensory discrimination based on input probability are
evident at phenomenological level, but their neurobiological substrate is more elusive. The last
half century of neuroscientific research has formulated several theoretical proposals for the
functioning and implementation of the neural mechanisms and networks that could
automatically bestow salience and novelty on deviant auditory percepts. These proposals have
tended to derive from specific areas of expertise and methodologies and can be grouped into 3
major currents of thought, which I will introduce along the ensuing sections. But from an
empirical standpoint, what all 3 hypotheses have in common is the oddball paradigm (Figure
10A), the most quintessential experimental design for the study of novelty perception. An
oddball paradigm consists of a sequence of stimuli, where the repetitive presentation of a

standard stimulus is randomly interspersed with a rare deviant stimulus, usually featuring in
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around 10% of the trials. This deviant stimulus is different in certain physical features. In the
case of an auditory oddball sequence, the deviant stimulus may vary from the standard in its
frequency composition, intensity, duration, amplitude modulation, interstimulus interval, etc.
Then, in a reversed oddball sequence (Figure 10A), the two stimuli switch conditions to control
for the physical characteristics of the sound in the evoked response. Hence, when an auditory
stimulus evokes different responses in the standard condition (STD) and the deviant condition
(DEV), this difference can only be due to the uneven probability of each presentation condition.
During electrophysiological recordings, the usual finding is that the neural responses to DEV
are considerably larger than those to STD, yielding a differential response (DEV — STD) to the
oddball paradigm. Depending on the recording technique, this differential response manifests
at the macroscopic scale, in the form of a mismatch negativity (MMN) within the auditory
evoked potential (AEP); or at the microscopic level, in the form of stimulus-specific adaptation
(SSA) of the neuronal firing rate. Despite their resemblance, the physiological connection

between these two signs of novelty perception has been a matter of debate for decades.

|.2.a.- The Mismatch Negativity (MMN) and the Detection Hypothesis

The MMN is the most iconic neurosignal reflecting the perceptual process by which
novel stimuli pop out in our mind over the redundant ones. In the four decades since it was first
described (Naaténen et al., 1978), the MMN has become a central research tool in cognitive
and clinical neuroscience (Bartha-Doering et al., 2015; Kujala et al., 2007; Sussman et al.,
2014). Several features have granted unmatched relevance to the MMN as an objective
biomarker of automatic novelty processing: it is technically accessible, quite affordable, non-
invasive, very versatile, and most importantly, it is an obligatory change-related component of
the human AEP. The MMN can be recorded simply by presenting an oddball paradigm to a
human participant while recording EEG through scalp electrodes. By subtracting the STD-
elicited AEP from the DEV-elicited AEP, the MMN arises as a slow negative deflection within
the long-latency responses (LLRs, >80 ms), peaking around 100-250 ms after stimulus onset
(Figure 10D and E).
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Figure 10. Human AEP under oddball stimulation. A. Oddball sequence comprising two
tones of different frequency. The unbalanced probability of appearance defines the DEV (red
triangle) and STD. Only the last STD (blue circle) previous to a DEV tone is used to calculate
the differential response (DEV — STD). B. MLRs with its typical morphology waveforms
disclosing larger amplitude for DEV (red) than for STD (blue) stimuli. C. Scalp distribution of
the Nb latency range for DEV and STD. D. LLRs for STD (blue) and DEV (red), and the
differential response (black) revealing the mismatch negativity (MMN). E. Scalp distribution
of the MMN latency range for STD (left) and DEV (center), as well as the differential response
(right), which reveals the topography of the MMN. Adapted from Althen et al. (2013).

The MMN is the largest and last obligatory differential response in the human AEP. On
the one hand, there are AEP modulations related to pre-attentive novelty processing already
present in the middle-latency responses (MLRs, 10-80 ms). MLRs are thought to correspond
to the earliest responses of the AC, mostly from its primary regions (Yvert et al., 2001, 2005).
Those differential MLRs (Figure 10B and C), however, then enlarge by one order of magnitude

within the MMN time frame, when auditory information has reached the nonprimary regions
of the AC and the frontal cortex. On the other hand, there are other large responses related to
novelty processing after the MMN. However, subsequent LLRs involve higher cognitive

functions, such as attention (P3a; Comerchero and Polich, 1999), working memory (P3b; Kok,
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2001), semantic (N400; Kutas and Hillyard, 1980) and syntactic processing (P600; Kaan et al.,
2000), and are thus not obligatory components of the AEP (Duncan et al., 2009). Conversely,
the MMN remains persistent during sleep (Nashida et al., 2000; Strauss et al., 2015), anesthesia
(Koelsch et al., 2006; Quaedflieg et al., 2014) or coma (Morlet & Fischer, 2014; Rodriguez et
al., 2014). Moreover, the MMN is present in the moment of birth (Carral et al., 2005; Winkler
et al., 2003) and even before (Draganova et al., 2005, 2007). This led some renowned authors
to interpret the MMN as the sign of a ‘primitive intelligence’ embedded in the auditory system
(Né&atanen et al., 2001); an early process of cognitive nature that serves as foundation and
trigger of higher cognitive functions reflected by later LLRs (N&atanen et al., 2010), such as
attention (Fritz et al., 2007) and memory (Ranganath & Rainer, 2003). The MMN is thus the
signature of an automatic processing of sensory novelty, active even in the lack of
consciousness, which makes it a perfect tool for basic cognitive research (N&aténen et al.,
2007).

Patients suffering from neurodevelopmental and psychiatric conditions exhibit MMN
disruptions (Lavoie et al., 2019; N&&tanen et al., 2014). The MMN is characteristically and
profoundly reduced in schizophrenia (Light & N&&tanen, 2013; Michie et al., 2016; Naatdnen
et al., 2015, 2016; Todd et al., 2013), and it is also altered in other pathologies such as
Parkinson’s disease (Pekkonen, 2000; Seer et al., 2016), Alzheimer’s disease (Horvath et al.,
2018; Pekkonen, 2000), language impairments (Bishop, 2007; Kujala & Leminen, 2017) and
autism spectrum disorders (Schwartz et al., 2018; Vlaskamp et al., 2017). Understanding these
MMN disruptions can offer valuable insights for clinical research, and even possible diagnostic
applications. A simple EEG screening protocol including an auditory oddball paradigm could
objectively estimate affectations of the general brain function. This is true even for populations
of neuropathological or psychiatric patients in non-collaborative conditions, thanks to the
obligatory nature of the MMN (Schall, 2016).

The thorough study of MMN latencies and topographies in almost every imaginable
experimental, developmental and clinical condition established that the MMN emerges from
two underlying processes taking place in a frontotemporal cortical network: (1) a sensory-
memory mechanism, related to temporal generators —i.e., nonprimary AC of the human
brain—; and (2) an attention-switching mechanism, related to frontal generators (Alho, 1995).
According to this cognitive hypothesis, a detector system pre-attentively compares the current

sensory input with a sensory-memory trace of previously encoded auditory regularities. The
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detection of a deviance prompts an involuntary attention switch towards the auditory change,
and the sum of that neural activity reflects in the AEP as an MMN (Figure 11). Thus, the MMN
constitutes a separately evoked mismatch signal, which corresponds to the functioning of a
mechanism of 