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Abstract

Using asymptotic characterization results of spacetimes at conformal infinity, we prove
that Kerr-Schild-de Sitter spacetimes are in one-to-one correspondence with spacetimes in
the Kerr-de Sitter-like class with conformally flat I . Kerr-Schild-de Sitter are spacetimes of
Kerr-Schild form with de Sitter background that solve the (Λ > 0)-vacuum Einstein equations
and admit a smooth conformal compactification sharing I with the background metric. Kerr-
de Sitter-like metrics with conformally flat I are a generalization of the Kerr-de Sitter metrics,
defined originally in four spacetime dimensions [24] and extended here to all dimensions in
terms of their initial data at null infinity. We explicitly construct all metrics in this class
as limits or analytic extensions of Kerr-de Sitter. The structure of limits is inferred from
corresponding limits of the asymptotic data, which appear to be hard to guess from the
spacetime metrics.

1 Introduction

The study of asymptotic properties of gravitational fields in general relativity by means of confor-
mal geometry dates back to the early works by Penrose on the gravitational radiation [34], [36],
[35]. These works give a precise formulation of asymptoticity in general relativity by introducing
the concept of conformal infinity (also null infinity), which is a hypersurface I given by the zero
level set of a sufficiently differentiable function Ω, that determines a conformal scaling g = Ω2g̃
of the physical metric g̃ in such a way that g regularly extends to {Ω = 0}. Aiming to resolve
certain controversy raised by some of the asumptions in Penrose’s work, Friedrich formulates
his celebrated conformal field equations [12, 13] in four spacetime dimensions. These equations
require a careful choice of variables and have the interesting property that they remain regular at
I . Remarkably, the asymptotic initial value problem with positive cosmological constant of the
Friedrich conformal field equations is well-posed [14], which gives a method for characterization
of spacetimes in terms of asymptotic initial data. In dimensions higher than four, one can also
pose an asymptotic initial value problem of the (Λ > 0)-vacuum Einstein equations in all even
spacetime dimensions [2] and also in odd spacetime dimensions provided that the initial data are
analytic [21]. The formalism which allows for this is due to Fefferman and Graham [10,11]. The
asymptotic Cauchy problem in the Fefferman-Graham picture is formulated in terms of asymp-
totic formal series expansions (i.e. “near” I ) of conformally Einstein metrics in a particular
conformal gauge. We will give more details of this in Section 3.

The geometric characterizations of black hole spacetimes are of special interest in general
relativity because of their relation with the famous uniqueness theorems of stationary black
holes. More specifically, the no-hair conjecture asserts, roughly speaking, that every stationary
electrovacuum black hole solution is entirely characterized by its (suitably geometrically defined)
mass, angular momentum and electric charge. This conjecture has been extensively studied in the
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zero cosmological constant setting (see e.g. [6,31] and references therein). Under a few technical
conditions, whose complete removal is still an open problem, the no-hair theorem singles our the
Kerr spacetime as the unique asymptotically flat vacuum black hole spacetime.

A local characterization of the Kerr and Kerr-NUT metrics among spacetimes with one Killing
vector field can be given in terms of the vanishing of the so-called Mars-Simon tensor [23,39]. In
the non-zero cosmological constant case, the vanishing of the Mars-Simon tensor also characterizes
[30] the Kerr-NUT-(A)de Sitter metrics and related spacetimes. Recall that the latter generalize
Kerr-NUT to the arbitrary cosmological constant setting, so they are also important from a
physical perspective. Particularly, in the case of positive cosmological constant, the geometric
characterizations of Kerr-de Sitter are interesting in view of a potential extension of a uniqueness
theorem of Kerr-de Sitter among (Λ > 0)-vacuum stationary black hole spacetimes, or perhaps
among stationary spacetimes admiting a regular cosmological horizon.

The results in [30] are used in [24, 26] to provide a characterization in terms of asymptotic
initial data of Kerr-NUT-de Sitter metrics and related spacetimes, which altogether define the
so-called Kerr-de Sitter-like class (see also [15,16] for a similar characterization of Kerr-de Sitter
and Schwarszchild-de Sitter with spinorial techniques). The asymptotic data of this class happen
to be determined by the (conformal) geometry of I as well as a conformal class of conformal
Killing vector fields (CKVFs) of I . The latter is an equivalence class generated by a CKVF ξ of
I up to (local) conformal diffeomorphisms of I (cf. Appendix A). Interestingly, ξ singles out
a particular symmetry of the spacetime that could be used to define asymptotic charges, which
might lead to definitions of mass and angular momenta in the positive cosmological setting (see
the arguments in [28]).

The Mars-Simon tensor is only defined in four spacetime dimensions, so it cannot be used for
characterizations in higher dimensions. However, the asymptotic data of Kerr-de Sitter [24, 26]
have been proven to naturally extend to higher dimensions in [29]. The arbitrary dimensional
Kerr-de Sitter metrics are due to Gibbons et al. [17] and it is remarkable that their characteri-
zation in terms of asymptotic data in [29] gives a clear and strong argument why these metrics
are indeed the natural extension of the Kerr-de Sitter metric to higher dimension, beyond the
original heuristic construction. Moreover, the asymptotic data of arbitrary dimensional Kerr-de
Sitter happens to admit a further generalization. This is based on the fact that, just like in the
four dimensional case, Kerr-de Sitter is asymptotically characterized by a conformally flat I and
a conformal class of CKVFs [ξ], exclusively determined by the mass and rotation parameters of
Kerr-de Sitter. By allowing [ξ] to be an arbitrary conformal class, one generates a class of data
which naturally extends to higher dimensions the Kerr-de Sitte-like class with conformally flat
I .

The starting point of this paper is the extension of the Kerr-de Sitter-like class with con-
formally flat I outlined above, which has already been anticipated in [29]. The definition in
terms of asymptotic data, however, lacks of an explicit spacetime metric. In this paper we shall
construct all the metrics in this class by characterizing them as the so-called Kerr-Schild-de Sitter
metrics (cf. Definition 2.2), which are (Λ > 0)-vacuum Kerr-Schild metrics which admit a locally
conformally flat I and satisfy a natural asymptotic decay condition. First, we prove that the
Kerr-Schild-de Sitter metrics are contained in the Kerr-de Sitter-like class (with conformally flat
I ). For this part, we make essential use of the result in [33] that all Λ-vacuum Kerr-Schild
spacetimes are algebraically special is essential. We shall also prove the converse inclusion by
taking advantage of the well-posedness of the asymptotic Cauchy problem. Namely, since the
initial data of the Kerr-de Sitter-like class (with conformally flat I ) are determined by a class of
CKVFs [ξ], we use the limits of classes of CKVFs studied in [28] to determine limits of asymptotic
data corresponding to Kerr-de Sitter, whose spacetime metric is known a priori. From the limits
of data, we are able to infere spacetime limits, thus obtaining explicit metrics non-isometric to
any member of the original Kerr-de Sitter family. It is worth to stress that the structure of limits
in the even and odd spacetime dimensions is remarkably different. In the latter case, the data
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corresponding to Kerr-de Sitter is dense in the quotient topology (of the Lie algebra of CKVFs
modulo the Lie group of conformal transformations), which allows to exhaust the Kerr-de Sitter-
like class in terms of limits. When the spacetime dimension is even, there exists one family of
spacetimes, different from Kerr-de Sitter, whose asymptotic data span an open domain of the
quotient topology. This is constructed by an analytic extension of Kerr-de Sitter, which together
with the limit spacetimes, exhaust the Kerr-de Sitter-like class.

This paper is organized as follows. Section 2 expands on the formal aspects of the problem
presented above and gives a precise version of our results, including the definition of Kerr-Schild-
de Sitter spacetimes, of Kerr-de Sitter-like class with conformally flat I in all dimensions, our
equivalence theorem between the two classes (Theorem 2.2) and the explicit form of the metrics
(Theorem 2.3). Then, the basics of the Fefferman-Graham formalism and a list of some useful
results in [29] are given in Section 3. The rest of the paper is devoted to the proof of both
Theorems. Section 4 proves the inclusion of Kerr-Schild-de Sitter metrics into the Kerr-de Sitter-
like class. The proof of the converse inclusion along with the explicit construction of the metrics is
provided in Section 5. In Appendix A we address the problem of how to define conformal classes
of CKVFs. The difficulty stems from the fact that we work locally on the manifold, so we need
a suitable version of conformal equivalence defined in terms of local conformal diffeomorphisms.
This difficulty is solved by showing that, in the locally conformally flat case, the local equivalence
of CKVFs have a global correspondence in the n-sphere.

2 General setting and main result

In this section we describe the general setting of the paper and state our main results (cf. Theo-
rems 2.2 and 2.3). Our analysis is based on the study of initial data at conformal infinity, so we
begin by stating some fundamental facts on conformal geometry and conformal infinity.

The spacetimes in this paper are (n+1)-dimensional with n ≥ 3 and of Lorentzian signature
{−1,+1, · · · ,+1}. The metrics with tilde g̃ denote smooth solutions of the Λ-positive Einstein
equations

R̃αβ = nλg̃αβ, λ :=
2Λ

n(n− 1)
(> 0). (1)

A spacetime manifold (M, g) with boundary ∂M is said to be a conformal extension of (M̃, g̃)

if M̃ = Int(M) and in addition there exists a function Ω ∈ C∞(M) positive on M̃ such that

g = Ω2g̃ and ∂M = {Ω = 0 ∩ dΩ 6= 0}.
In this section, g need not to be smooth up to the boundary, it has however finite differentiability
at ∂M (cf. equation (3)). Later on, we will assume that the induced geometry at ∂M is
conformally flat, which, as we will discuss in section 3, implies that g is smooth up to the
boundary. The submanifold I := (∂M, g |∂M) is called ”conformal infinity” and it is well-known
to be spacelike when g̃ satisfies (2). Since Ω can be multiplied by any smooth positive function
of ∂M without affecting the definition, any smooth positive function ω of ∂M yields a different
conformal extension such that I = (∂M, ω2g |∂M). Hence one usually considers I as ∂M
equipped with the whole conformal class of metrics [g |∂M] = ω2g |∂M, ∀ω ∈ C∞(∂M), ω > 0.
A metric admitting a conformal extension is said to be conformally extendable.

As mentioned in the introduction, the Friedrich conformal field equations [14] allow to define
a well-posed asymptotic Cauchy problem for metrics g̃ satisfying (2). The initial data are a
Riemannian 3-manifold (Σ, γ), which prescribes the (conformal) geometry of I , and a traceless
and transverse (i.e. with zero divergence) symmetric two-tensor D, or TT tensor for short, which
prescribes the electric part of the rescaled Weyl tensor at I . Recall that the electric part of the
Weyl tensor and its rescaled version (for arbitrary n) are

(C⊥)αβ := Cµ
ανβuµu

ν , (c⊥)αβ := Ω2−nCµ
ανβuµu

ν , (2)
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where u is a timelike unit vector defined in a open neighbourhood of ∂M and normal to I .
Generically, c⊥ diverges at I in dimension n ≥ 4. However, as we shall discuss later, it is
finite under suitable restrictions on the conformal class [γ], in particular, whenever it is locally
conformally flat. For such cases, we define its value at I

Dαβ := (c⊥)αβ |I .

In higher dimensions, the asymptotic Cauchy problem of the Einstein equations is based on
a different approach, namely, the Fefferman-Graham formalism [10, 11] (see also Section 3). In
the n odd case, a theorem due to Anderson [2] associates a unique Einstein metric to every
asymptotic data set (Σ, γ, D̂), with (Σ, γ) a Riemannian n-manifold γ and D̂ a symmetric 2-
tensor TT w.r.t. γ. Although the core idea appears for the first time in [2], neither this paper
nor [3], which attempts to give a detailed proof, are fully correct. The mistakes in those papers
have recently been identified in [20], where a complete proof of the existence results has been
provided. The n even case is more limited. The existing result by Kichenassamy [21] associates
a unique Einstein metric to every asymptotic data set (Σ, γ, D̂), provided (Σ, γ) is a Riemannian
analytic n-manifold and D̂ a symmetric analytic 2-tensor, whose trace and divergence (generically

non-zero) are determined exclusively by γ. The tensor D̂ does not in general prescribe the electric
part of the rescaled Weyl tensor at I . However it does so whenever γ is locally conformally flat
(cf. [19,29]). In such a case D̂ is obviously TT. For simplicity, we shall use “conformally flat” to
mean “locally conformally flat” from now on.

In the next theorem we summarize the existence and uniqueness theorems discussed so far.
All the above asymptotic data sets are denoted generically (Σ, γ, D̂) and we shall specify when
it is known that D̂ prescribes D. In those cases we shall use (Σ, γ,D) for the asymptotic data.

Theorem 2.1. Let (Σ, γ, D̂) be an n-dimensional asymptotic data set. Then, if n is odd [2,3,20]
or if γ, D̂ are analytic [21], there exists a unique metric g̃, which solves (2) and admits a conformal
extension such that I which can be identified with (Σ, γ). Moreover, in n = 3 [14] or if n > 3
and (Σ, γ) is conformally flat [29], the tensor D̂ is TT and prescribes D, the electric part of the
rescaled Weyl tensor of g̃ evaluated at I .

Remark 2.1. It is clear that the asymptotic data must posses a large conformal gauge freedom,
arising from the fact that the conformal factor Ω which extends the metric to I has no physical
relevance. Whenever the data are (Σ, γ,D), D prescribing the electric part of the rescaled Weyl
tensor at I , any other set of equivalent data (Σ, γ′,D′) must be (see Section 3 for an explicit
verification)

γ′ = ω2γ, D′ = ω2−nD, ∀(0 <)ω ∈ C∞(Σ). (3)

If ω is a locally defined function, the equivalence holds restricting Σ to the domain of definition
of ω. In all odd n cases, where the data are (Σ, γ, D̂) and D̂ is TT (generically different from
D), one expects the same conformal transformation law for D̂ than in (2.1). For n even, the
transformation law is more involved because D̂ has non-zero trace and divergence. We can bypass
this complication in the conformally flat I case, by decomposing D̂ = D̄+D, where D̄ is totally
determined by γ if n = 4 or zero otherwise, and D prescribes the electric part of the rescaled
Weyl tensor

Theorem 2.1 is used in [29] to give a geometric characterization of the Kerr-de Sitter metrics in
all dimensions [17] by means of their initial data, which consists of a conformally flat Riemannian
metric γ together with a TT tensor of the form

D = κDξ , Dξ :=
κ

|ξ|n+2
γ

(
ξ ⊗ ξ −

|ξ|2γ
n
γ

)
, κ ∈ R, (4)
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where ξ := γ(ξ, ·) for ξ a specific CKVF1 of γ, that depends on the physical (i.e. mass and
rotation) parameters of the Kerr-de Sitter metric. Nevertheless, the tensor D

ξ̃
is well defined

(away from fixed points of ξ̃) for any conformal Killing vector field ξ on any n-dimensional
manifold (Σ, γ). After removing the fixed points from Σ, one easily checks that D

ξ̃
is a TT tensor

(see the proof for n = 3 in [26], which readily extends to arbitrary n). When γ is conformally flat,
then both γ and D

ξ̃
are analytic on Σ. Consequently, by Theorem 1.1 there exists a spacetime

corresponding to the data (Σ, γ, κD
ξ̃
) for any constant κ ∈ R and regardless of the parity of n.

The spacetime corresponding to data (Σ, γ, κD
ξ̃
) is not in general Kerr-de Sitter if ξ̃ 6= ξ. In

addition, combining the conformal equivalence of data in Remark 2.1 and the diffeomorphism
equivalence of data, it is proven in [29] that two asymptotic data sets (Σ, γ, κDξ) and (Σ, γ, κD

ξ̃
)

are equivalent if and only if ξ and ξ̃ are in the same conformal class (see Appendix A for a
precise definition). We observe that since the conformal transformations φ ∈ ConfLoc(Σ, γ)
are in general locally defined in open neighbourhoods U ⊂ Σ, the equivalence of data between
(Σ, γ, κDξ) and (Σ, γ, κD

ξ̃
) with ξ̃ = φ⋆(ξ) only makes sense restricted to non-empty sets of the

form φ(U) ∩ U . We shall implicitly assume this restriction when dealing with local equivalence
of data.

Lemma 2.1 ([29]). Let (Σ, γ, κDξ) be initial data with γ conformally flat and Dξ of the form

(2), with ξ any CKVF of γ. Then for each CKVF ξ̃ in the conformal class of ξ the set of data
(Σ, γ, κDξ) and (Σ, γ, κD

ξ̃
) are equivalent.

Now consider the class of spacetimes corresponding to data of the form (Σ, γ, κDξ), with γ
conformally flat and ξ an arbitrary CKVF of γ. By Lemma 2.1, there exist as many non-equivalent
such spacetimes as conformal classes of CKVFs. Thus, the following definition is natural and
extends to arbitrary dimension the corresponding notion in dimension n = 3 introduced2 in [24].

Definition 2.1. The Kerr-de Sitter-like class of spacetimes with conformally flat I are con-
formally extendable metrics solving (2), characterized by data (Σ, [γ], [κDξ ]), with γ conformally
flat and where Dξ is given by (2) with ξ a CKVF of γ.

In order to clarify the terminology, the word class is used to denote a collection of families of
spacetimes, a family being a set of metrics, depending on a number of parameters and sharing
certain properties. For example, the Kerr-de Sitter-like class with conformally flat I and n = 3
contains [24]: the Kerr-de Sitter family, the Kottler families, a limit case of Kerr-de Sitter with
infinite rotation parameter [25] and the Wick-rotated-Kerr-de Sitter spacetime [42]. In this paper
we extend the definition of these families to higher dimensions.

The main purpose of this work, is to prove that the Kerr-de Sitter-like class with conformally
flat I contains exactly all Kerr-Schild type spacetimes, solution of the Λ > 0 vacuum Einstein
equations and sharing I with its background metric. In particular this requires that, as the
background metric is de Sitter, I is conformally flat. Recall that the Kerr-Schild spacetimes are
of the form

g̃ = g̃dS + H̃ k̃ ⊗ k̃ (5)

where g̃dS is de Sitter, k is a field of lightlike one-forms (both w.r.t. g̃dS and g̃) and H̃ is a smooth
function. It is convenient to give a name to the set of spacetimes we shall be dealing with.

Definition 2.2. The Kerr-Schild-de Sitter spacetimes are of the form (2), solve the Λ > 0
vacuum Einstein equations and admit a smooth conformally flat I such that for some conformal
extension g = Ω2g̃, the tensor Ω2H̃k̃ ⊗ k̃ vanishes at I .

1When using index-free notation, it will be convenient to distinguish the CKVFs of I from their metricallly
associated one-forms. We keep the notation employed here, namely, the one-forms are specified with boldface font.

2The non-conformally flat n = 3 case is defined in [26].
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Remark 2.2. Notice that asking the metric g̃ to share I with g̃dS , implies more than simply
g̃ to admit a conformally flat I . In particular, consider a conformal extension such that γ =
Ω2g̃|I is conformally flat and assume that γdS := Ω2g̃dS |I and (Ω2H̃k̃ ⊗ k̃)|I are well-defined.
Since γdS is conformally flat, one could naively think that γ = γdS + (Ω2H̃k̃ ⊗ k̃)|I implies
(Ω2H̃k̃⊗ k̃)|I = 0, which would then imply the condition on Ω2H̃k̃⊗ k̃ assumed in Definition 2.2.
However, there is still room, in principle, for conformally flat metrics of the form γdS +H0y⊗ y
with H0 6= 0, y 6= 0. A simple example is any conformally flat graph in a flat n-dimensional
space endowed with Cartesian coordinates {xi}, i.e. a hypersurface defined by xn = f(xi), such
that the induced metric happens to be conformally flat. The induced metric takes precisely the
form γS = γEn−1 + y⊗ y, for a flat (n− 1)-dimensional metric γEn−1 and y := df (as an explicit
example one can take a hemisphere).

Thus, it may be possible that a Kerr-Schild metric, solving (2) and admitting a smooth con-
formally flat I has a term Ω2H̃k̃ ⊗ k̃ surviving at I . It would be interesting to settle whether
any Λ > 0-vacuum solution of this type can exist.

With the above definitions 2.1 and 2.2 we can now state the main result of this paper:

Theorem 2.2. A spacetime belongs to the Kerr-de Sitter-like class if and only if it is Kerr-
Schild-de Sitter.

The proof of Theorem 2.2 involves two steps, which respectively we address in Sections 4 and
5 of this paper. In Section 4 we consider Kerr-Schild-de Sitter metrics and compute their initial
data, which by Theorem 2.1, correspond to the conformal geometry of (conformally flat) I and
the electric part of the rescaled Weyl tensor D. The tensor D is easily seen to have the form
D = κDξ , with κ ∈ R and Dξ given by (2) with ξ the projection of k onto I . The main task
of this section is to prove that ξ is a CKVF of I . This is a consequence of the Kerr-Schild-
de Sitter spacetimes being algebraically special (cf. Proposition 4.1). This proves that every
Kerr-Schild-de Sitter spacetime is contained in the Kerr-de Sitter-like class.

The reverse inclusion is proven in Section 5. To do that we generate every spacetime in the
Kerr-de Sitter-like class by taking advantage of the topological structure of the space of conformal
classes of CKVFs. By Lemma 2.1, one conformal class corresponds exactly to one spacetime in the
class. Moreover, from the well-posedness of the Cauchy problem, limiting classes in the quotient
space of CKVFs will generate limiting spacetimes. All the metrics one obtains are summarized
in the next theorem. In order to simplify the statement, we modify slightly the notation with
respect to Section 5: all primes and hats are dropped and all rotation parameters are denoted
by ai.

Theorem 2.3. Let be (M, g̃) be an (n + 1)-dimensional manifold and set p :=
[
n+1
2

]
− 1, and

q :=
[
n
2

]
. Consider the functions W and Ξ of table 1 and αp+1 obtained from the implicit equation

in table 1, for a collection of real parameters {ai}p+1
i=1 with ap+1 = 0 if n odd or in case b). Then,

in the coordinates {ρ, t, {αi}p+1
i=1 , {φi}

q
i=1} taking values in φi ∈ [0, 2π) and the maximal domain

where W and Ξ are positive and αp+1 is real, every Kerr-Schild-de Sitter metric

g̃ = g̃dS + H̃k̃ ⊗ k̃, must have H̃ =
2Mρn−2

Ξ
∏q

i=1(1 + ρ2a2i )
, M ∈ R,

k as given in table 1 and the de Sitter metric g̃dS in the corresponding following form:

a) Kerr-de Sitter family,

g̃dS = −W (ρ2 − λ)

ρ2
dt2 +

Ξ

ρ2 − λ

dρ2

ρ2
+ δp,q

dα2
p+1

ρ2

+

q∑

i=1

1 + ρ2a2i
ρ2

(
dα2

i + α2
i dφ

2
i

)
+

(ρ2 − λ)

λWρ2
dW 2

4
.
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b) {ai → ∞}-limit-Kerr-de Sitter,

g̃dS =
λα2

p+1

ρ2
dt2 − Ξ

λ

dρ2

ρ2
+ δp+1,q

α2
p+1dφ

2
q

ρ2
+

p∑

i=1

1 + ρ2a2i
ρ2

(
dα2

i + α2
i dφ

2
i

)

+

(
1

λ
+

∑p
i=1 β

2
i

ρ2α̂2
p+1

)
dα2

p+1 −
2dαp+1

ρ2αp+1

(
p∑

i=1

αidαi

)
.

c.1) Wick-rotated-Kerr-de Sitter for n even,

g̃dS =
λW

ρ2
dt2 − Ξ

λ

dρ2

ρ2
+

q∑

i=1

1 + ρ2a2i
ρ2

(
dα2

i + α2
i dφ

2
i

)
− 1

Wρ2
dW 2

4
.

c.2) Wick-rotated-Kerr-de Sitter for n odd,

g̃dS =W
(ρ2 + λ)

ρ2
dt2 − Ξ

ρ2 + λ

dρ2

ρ2
−

dα2
p+1

ρ2
+

p∑

i=1

1 + ρ2a2i
ρ2

(
dα2

i + α2
i dφ

2
i

)
.

Case Constraint on {αi} W Ξ k̃

a)
∑p+1

i=1 (1 + λa2i )α
2
i = 1

∑p+1
i=1 α

2
i

p+1∑
i=1

1+λa2i
1+ρ2a2i

α2
i Wdt− Ξ

ρ2−λ
dρ−

q∑
i=1

aiα
2
i dφi

b) α2
p+1 +

∑p
i=1 λa

2
iα

2
i = 1 α2

p+1 α2
p+1 +

p∑
i=1

λa2i
1+ρ2a2i

α2
i Wdt+ Ξ

λdρ−
p∑

i=1
aiα

2
i dφi

c.1)
∑p+1

i=1 λa
2
iα

2
i = 1

∑p+1
i=1 α

2
i

p+1∑
i=1

λa2i
1+ρ2a2i

α2
i

Ξ
λdρ−

q∑
i=1

biα
2
i dφi

c.2) α2
p+1 −

∑p
i=1(1− λa2i )α

2
i = 1 α2

p+1 −
∑p

i=1 α
2
i α2

p+1 −
p∑

i=1

1−λa2i
1+ρ2a2i

α2
i Wdt+ Ξ

ρ2+λdρ+
q∑

i=1
aiα

2
i dφi

Table 1: Functions defining the Kerr-Schild-de Sitter families.

3 Fefferman-Graham formalism

The formalism which allows one to work with initial data at I in spacetime dimensions higher
than four is the Fefferman and Graham (FG) expansion for asymptotically Einstein metrics
[10, 11]. These are, roughly speaking, metrics satisfying the Einstein equations with non-zero
cosmological constant to a certain order at I . The details of the Fefferman-Graham framework
can be found in [10,11]. We only summarize the fundamental results that we shall need. We also
restrict ourselves to the case of positive cosmological constant.

The FG expansion uses a particularly useful type of conformal extensions, called geodesic.
Namely, those such that the vector field ∇Ω is geodesic w.r.t. the metric g. The following result
concerning geodesic conformal extensions is standard in conformal geometry (e.g. [18], [11] and
particularly [29] for this specific formulation and proof).

Lemma 3.1. Let g̃ be a conformally extendable metric solving (2) and let (I , [γ]) be the cor-
responding conformal class of conformal infinity. Then, after restricting M if necessary, there
exists a geodesic conformal extension for every boundary metric γ ∈ [γ]. In addition, a conformal
extension g = Ω2g̃ is geodesic if and only if the vector field Tµ := ∇µΩ satisfies gµνTµTν = −λ.

Unless otherwise specified, we will assume that the conformal extensions are geodesic. In such
case, it is often also convenient (possibly after restricting M further) to use geodesic Gaussian
coordinates {Ω, xi}ni=1 adapted the foliation of leaves ΣΩ = {Ω = const.}.
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Given a geodesic conformal extension inducing a boundary metric γ, the Einstein metric g̃
and its conformally extended representative g can be written in the so-called normal form w.r.t.
γ

g̃ =
1

Ω2

(
−dΩ2

λ
+ gΩ

)
, g = Ω2g̃ = −dΩ2

λ
+ gΩ,

where gΩ is the metric induced by g on the leaves ΣΩ = {Ω = const.}. The FG expansion is an
asymptotic series expansion of the metric gΩ of the form

gΩ ∼
(n−1)/2∑

r=0

g(2r)Ω
2r +

∞∑

r=n

g(r)Ω
r, if n is odd, (6)

gΩ ∼
∞∑

r=0

g(2r)Ω
2r +

∞∑

r=n

mr∑

s=1

O(r,s)Ω
r(log Ω)s, if n is even, (7)

where the coefficients g(r) and O(r,s) are defined at I and extended to M as independent objects
of Ω, in Gaussian coordinates. The logarithmic terms occur in the n even case if the so-called
obstruction tensor O := O(n,1) is non-zero. Note that the presence of logarithmic terms makes
the metric non-smooth at {Ω = 0}. It turns out that the metric is smooth if and only if O = 0,
because then all logarithmic terms vanish. The obstruction tensor is conformally invariant and
completely determined by the boundary metric γ and it vanishes identically when γ is conformally
flat.

In general, the FG expansion is only formal, thus not necessarily convergent, and all its terms
can be generated by imposing that the Einstein equations are satisfied to infinite order at I ,
which are necessary (in general not sufficient) conditions for g̃ to be Einstein3. The coefficients
that need to be prescribed are the zero-th order g(0) and the n-th order g(n) ones, and the rest
are recursively generated from them. Thus, for each pair of coefficients (g(0), g(n)) there exists
a unique FG expansion (3),(3). Hence, for a given Einstein metric, one can associate a FG
expansion generated by g(0) = γ (the induced metric at I ) and g(n) (the n-th order derivative
of gΩ a I ).

The converse is more delicate, i.e. to associate an Einstein metric g̃ to a formal series (equiv-
alently to a pair of coefficients (g(0), g(n)) ). As already mentioned in Section 2, this question was
first addressed in the analytic case (see [10], [21], [37]), where it was found that for analytic data
(g(0), g(n)), the FG expansion converges to a unique Einstein metric g̃ defined in a sufficiently
small neighbourhood of I . In the smooth setting, well-posedness of the asymptotic Cauchy
problem with data (g0, g(n)) was proved by Anderson, Chruściel and Kamiński [2, 3, 20]) in the
case of even spacetime dimension (i.e. n odd).

The fundamental properties of the FG expansion that we shall need are summarized in the
next lemma. The proof can be found in [11], and we refer to [1] (see also [29]) for a discussion
specifically taylored for the asymptotic initial value problem of the Einstein equations in the
λ > 0 case.

Lemma 3.2 (Properties of the FG expansion).

1. Each coefficient g(r) with 0 < r < n depends on previous order coefficients up to order
g(r−2) and tangential derivatives of them up to second order. This is also true for n < r if
n odd or n even with O = 0. If n is even and O 6= 0, the terms g(r) and O(r,s) with n < r
depends on previous terms up to order g(r−2) and O(r−2,l).

2. Up to order n, both expansions (3), (3) are even and all terms g(r) with r < n or r = n+1
(but not r = n) are solely generated from γ. If n is even, O is also generated from γ and
in particular, O = 0 if γ is conformally flat.

3Note that although g̃ is defined only in Int(M), being Einstein means R̃αβ − nλg̃αβ = 0, so this tensor and all
its derivatives must extend as zero to I .
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3. The n-th order coefficient g(n) is independent on previous terms except for

Trγg(n) = a, divγg(n) = b,

where a = 0, b = 0 for n odd and a is a scalar and b a one-form determined by γ for n
even.

4. For analytic data (γ, g(n)), the FG expansion converges.

In the context of general relativity, a well-posed Cauchy problem can be used to characterize
geometrically Einstein metrics g̃ in terms of their asymptotic initial data. In particular, for n
odd or analytic data, one may use the data (g(0), g(n)) of the FG expansion. The zero-th order
coefficient is simply the boundary metric γ, but g(n) needs to be calculated as the n-th order
derivative of gΩ in Gaussian coordinates. Finding these coordinates is not a necessarily easy
calculation, so it is clearly a step forward to have a geometric expression for g(n). This was
achieved in [29] (also in [19] for the negative Λ case) for the case of conformally flat boundaries.
To do that, one must first extract a TT part g̊(n), which we denote free part, from the n-th order
coefficient g(n). By setting background data (γ, g(n)) as those corresponding to de Sitter, one
defines the free part as g̊(n := g(n) − g(n), in such a way that any pair of initial data (γ, g(n)) is
equivalent to (γ, g̊(n)). Then, it is proven that g̊(n) agrees, up to a constant, with the electric part
of the rescaled Weyl tensor (2), where uα = Tα/|T | is the unit timelike, normal to ΣΩ.

Theorem 3.1 ([29]). For every Einstein metric g̃ of dimension admitting a smooth conformally
flat I , the data which determine the FG expansion (g(0), g̊(n)) can be geometrically identified with

(γ,D), where γ = g(0) is the boundary metric and D = −λ
2n(n− 2)̊g(n).

It is clear from the symmetries of the Weyl tensor that Dαβ has only non-trivial components
along the tangential directions to ΣΩ. Expression (2) depends on the choice of conformal extension
because although the Weyl tensor is conformally invariant, the vectors T = ∇Ω and u = T/|T |
are not. Indeed, for two conformal extensions g = Ω2g̃ and g′ = Ω′2g̃ of a given physical metric g̃,
the conformal factors are related by a smooth positive function ω satisfying Ω′ = ωΩ. Hence, the
respective normal covectors ∇αΩ and ∇αΩ

′ and their metrically associated vector fields satisfy

∇αΩ
′ = Ω∇αω + ω∇αΩ, =⇒ g′αβ∇αΩ

′∇βΩ
′|I = gαβ∇αΩ∇βΩ|I .

In particular, this means that the unit normals u and u′ point in the same direction at I and
they satisfy u′α|I = ωuα|I and u′α|I = ω−1uα|I . Hence, their respective rescaled Weyl tensors
Dαβ and D′

αβ at I are related by

D′
αβ = (Ω′2−nCµ

ανβûµû
ν)
∣∣
I

= (ω2−nΩ2−nCµ
ανβuµu

ν)
∣∣
I

= ω2−n
∣∣
I
Dαβ .

This, in particular, proves the equivalence of data given in Remark 2.1.
Once we have geometrically identified the initial data for spacetimes admitting a smooth

conformally flat I , the next two Lemmas give formulae to compute the electric part of the
rescaled Weyl tensor. The proof can be also found in [29].

Lemma 3.3. Let g̃ be a conformally extendable metric satisfying (2) and g = Ω2g̃ a geodesic
conformal extension. Then, in Gaussian coordinates {Ω, xi}, the electric part of the Weyl tensor
w.r.t. u = T/|T |g reads

(C⊥)ij = Cµ
iνjuµu

ν =
λ

2

(
1

2
∂Ω(gik)g

kl∂Ω(glj) +
1

Ω
∂Ωgij − ∂

(2)
Ω gij

)
, (8)

where gij = (gΩ)ij is the metric induced by g on the leaves {Ω = const.}.
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In the next lemma the function Ω has a priori nothing to do with a conformal factor, so the
result can be applied to very general situations. We use this notation because the result will later
be applied in situations where Ω is the conformal factor.

Lemma 3.4. Let g, ĝ be (n + 1)-dimensional metrics related by g = ĝ + Ωmq, for m ≥ 2, with
g, ĝ, q and Ω at least C2 in a neighbourhood of {Ω = 0}. Assume that ∇Ω is nowhere null at
Ω = 0. Then their Weyl tensors satisfy the following expression

Cµ
ναβ = Ĉµ

ναβ −Km(Ω)
n− 2

n− 1
(uµu[αt̊β]ν + t̊

µ
[αuβ]uν)+

ǫKm(Ω)

n− 1
(πµ[αt̊β]ν + t̊

µ
[απβ]ν)+ o(Ω

m−2)

(9)
with

Km(Ω) = m(m− 1)Ωm−2F 2,

and where ∇Ω = Fu, for g(u, u) = ǫ = ±1, παβ is the projector orthogonal to u, all indices
are raised and lowered with g, tαβ = qµνπ

µ
απ

ν
β while t and t̊αβ are its trace and traceless part

respectively.

Lemmas 3.3 and 3.4 are particularly suited to exploit the Kerr-Schild structure of the metrics
(2). Indeed, the fact that the background metric determines the geometry of I , implies that the
information of the remaining data D must be encoded in Hk̃ ⊗ k̃. To extract this information
(in Section 4) we shall also need a few more results, which we quote next.

The next lemma states the form of the FG expansion of a de Sitter metric. For a proof see [29]
and also [18], [40] (the latter assume λ < 0 but the proof is analogous when λ > 0).

Lemma 3.5. For every conformally flat boundary metric γ, let g be the spacetime metric defined
by

g := −dΩ2

λ
+ gΩ, gΩ := γ +

P

λ
Ω2 +

1

4

P 2

λ2
Ω4 (10)

where P is the Schouten tensor of γ

Pij :=
1

n− 2

(
Rij −

R

2(n− 1)
γij

)
, and (P 2)ij := Pilγ

klPlj .

Then g̃dS := Ω−2g is locally isometric to the de Sitter metric.

Lemma 3.5 gives the FG expansion of metrics conformally isometric to de Sitter, but from
property 2 of Lemma 3.2, it also determines the terms up to order n of the FG expansion of any
metric admitting a smooth conformally flat I . Consequently, for any such metric, the terms
generated exclusively by the boundary metric γ stop at fourth order. This implies that for n = 3,
a conformally flat γ generates a term of order n + 1 = 4 , which is not only independent on
the n-th (i.e. third) order one by property 1 of Lemma 3.2, but actually must take the form
g(4) = P 2/(4λ2) by Lemma 3.5. On the other hand, for n > 3, the n + 1 order term only
depends on γ by property 2 of Lemma 3.2. Hence, by Lemma 3.5 it must be zero. That is, if g̃
is an Einstein metric admitting a smooth conformally flat I , then for every geodesic conformal
extension g = Ω2g̃, the FG expansion yields the following decomposition

g = g +Q, (11)

where g is of the form (3.5) (thus conformally isometric to de Sitter) and Q is both O(Ωn) and
has no term of order Ωn+1 (when n = 3 this term exists in g but it is included in g).

Remark 3.1. Note that by construction, the leading order term of Q in decomposition (3) is
precisely g̊(n), the free part of the n-th order coefficient. As mentioned above, this equals g(n) if
n odd, but not in general if n even. However, in the conformally flat I case and n > 4, it is
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also true that g̊(n) = g(n). The argument is that the boundary metric determines the trace and
divergence of g(n) (cf. property 3 of Lemma 3.2). If n > 4 and g is conformal to de Sitter there
are no terms of order n > 4, hence, a conformally flat boundary metric γ cannot generate trace
and divergence of the n-th order term. On the contrary, for n = 4 and conformally flat I the
n-th order term has trace and divergence determined by γ, which in decomposition (3) we have
included in g. In this case, we shall distinguish the two terms g(4) = g(4) + g̊(4), with g(4) = P 2/4
(cf. equation (3.5)).

A similar converse statement also holds (see [29]). Namely, if g̃ is a conformally extendable
metric which for some geodesic conformal extension g = Ω2g̃ admits a decomposition of the form

g = ĝ + Q̂, (12)

with ĝ conformally isometric to de Sitter and Q̂ = O(Ωn), then I is conformally flat. One must
be careful with the fact that ĝ being conformally isometric to de Sitter does not mean that it
takes the form (3.5) for the conformal factor Ω which is geodesic for g. Indeed, ĝ does admit an
expansion of the form (3.5) for some conformal factor Ω̂ geodesic w.r.t. ĝ, but in general this
conformal factor is different to Ω. Thus, decomposition (3) is a very particular decomposition for
metrics admitting a smooth conformally flat I , while decomposition (3) is a sufficient condition
for g to admit a conformally flat I . Obviously, a metric which can be decomposed as in (3) can
also be decomposed as in (3), but these decompositions do not in general coincide.

Both decompositions (3) and (3) will be used in this section, so we summarize the above
discussion in the following Proposition:

Proposition 3.1. Let g̃ be an n ≥ 3 dimensional conformally extendable metric satisfying (2)
and let g = Ω2g̃ be a geodesic conformal extension. Then

a) If I is conformally flat, then g admits a decomposition of the form (3) with g of the form
(3.5) and Q = O(Ωn) with no terms in Ωn+1.

b) If g admits a decomposition of the form (3), with ĝ conformally isometric to de Sitter and
Q̂ = O(Ωn), then I is conformally flat.

4 Kerr-Schild-de Sitter ⊂ Kerr-de Sitter-like class

In this section we prove the inclusion of the Kerr-Schild-de Sitter spacetimes in the Kerr-de Sitter-
like class. This is done by direct calculation of the data at spacelike I of the Kerr-Schild-de
Sitter spacetimes and by showing that the vector field ξ at I that arises in the expression of Dξ

is in fact a CKVF of γ.
A key ingredient for this result is that all vacuum Kerr-Schild spacetimes are algebraically

special in the Petrov classification. Recall that the Petrov classification is an algebraic classifica-
tion of the Weyl tensor based on the vanishing of the components with certain boost weight, as we
summarize next. In the case of arbitrary dimension this classification was developed in [7,8,32] to
which we refer for further details. Consider a null frame of vectors {k̃, l̃, m̃(i)} for i = 1, · · · , n−1
(whose indices are raised/lowered with g̃), i.e. a frame satisfying

k̃αk̃α = l̃α l̃α = k̃αm̃(i)α = 0, k̃α l̃α = −1, m̃α
(i)m̃(j)α = δij . (13)

This frame maintains its properties (4) under the following set of boost transformations

k̃′ = bk̃, l̃′ = b−1l̃, m̃′
(i) = m̃(i),

for every real non-zero parameter b. Thus, the components of the Weyl tensor C expressed in this
frame have “boost weight” depending on the number of contractions with k̃, l̃ and m̃(i). Namely,
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+1 for each contraction with k̃; −1 for each one with l̃; and 0 for each one with m̃(i). From
the symmetries of the Weyl tensor, the maximum boost weight of a component is +2 and the
minimum is −2. The classification proceeds by looking for vectors k̃ such that the highest boost
weight components vanish. One such k̃ (when it exists) is called a Weyl aligned null direction
(WAND) and if the components of boost weight 1 or lower also vanish, k̃ is called a multiple
WAND. A spacetime which admits a multiple WAND is said to be algebraically special.

It turns out [33] that all Λ > 0-vacuum Kerr-Schild spacetimes are algebraically special.
Hence, for this section, the following result will be key:

Proposition 4.1 ([33]). Kerr-Schild-de Sitter spacetimes (2) are algebraically special, with k̃ a
multiple WAND satisfying

C̃µανβ k̃
µk̃νm̃α

(i)m̃
β
(j) = C̃µανβ k̃

µk̃ν l̃αm̃β
(i) = Cµανβ k̃

µm̃α
(i)m̃

ν
(j)m̃

β
(k) = 0,

for a suitable null frame {k̃, l̃, m̃(i)}. Moreover, k̃ is geodesic, so after rescaling if necessary, it
satisfies

k̃α∇̃αk̃β = 0. (14)

We shall assume for now on that k̃ has been scaled so that (4.1) holds.
Let g̃ be a Kerr-Schild-de Sitter spacetime and consider a geodesic conformal extension g =

Ω2g̃. Then, the conformal metric and its associated contravariant metric g♯ are

gαβ = Ω2g̃ = ĝαβ +Hkα kβ , gαβ = Ω−2g̃αβ = ĝαβ −Hkαkβ , (15)

where ĝ := Ω2g̃dS , H := Ω2H̃ and k = k̃ is a field of one-forms whose metrically associated vector
field kα by g has components kα = gαβkβ = Ω−2g̃αβ k̃β = Ω−2k̃α, where k̃α is the vector field

associated to k̃ by g̃. Recall that the difference of connections ∇ − ∇̃ = Q is, for conformally
related metrics g = Ω2g̃, the tensor

Qµ
αβ =

1

Ω
(Tαδ

µ
β + Tβδ

µ
α − T µgαβ) , Tµ := ∇µΩ, T µ := gµνTν .

We recall the well-known property that kα is geodesic w.r.t. g if and only if k̃α is geodesic w.r.t.
g̃. Indeed

kα∇αkβ = kα∇̃αkβ −Qµ
αβk

αkµ = kα∇̃αkβ = Ω−2k̃α∇̃αk̃β. (16)

Thus combining equation (4) with Proposition 4.1, k must be geodesic w.r.t. g. In addition, the
conformal invariance of the Weyl tensor implies that k is a multiple WAND for the Weyl tensor
of g̃ if and only if it is a WAND for the Weyl tensor of g. That is, by Proposition 4.1 and the
above discussion, k (as a one-form) is also a geodesic multiple WAND for g. In what follows,
it will be useful to decompose k in tangent and normal components to a timelike unit vector u.
Specifically, given one such u, we write

kα = s(uα + yα), (17)

which defines both the scalar s and the spacelike unit vector y perpendicular to u. Except in
the trivial case that the Kerr-Schild metric is identical to the backgroud metric, it is clear that
Hk⊗k cannot be identically zero. We let U be a domain of the physical spacetime M̃ where this
quantity is not zero. We are only interested in the case where U intersects I as otherwise the
free-data g̊n is identically zero, and the Kerr-Schild metric would be identical to the background
metric in some neighbourhood of I . Since k is geodesic, affinely parametrized and nowhere zero
in (U, g), it must extend smoothly and nowhere zero to I ∩ ∂U . This is because g-null geodesics
starting sufficiently close to I with non-zero tangent reach I (smoothly). Since the tangent
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vector to the geodesic cannot vanish anywhere along the curve, we conclude that the covector k
is nowhere zero in I ∩ ∂U . From now on we shall work on the manifold with boundary U so
that its infinity (still called I ) is such that k is nowhere vanishing there.

In the next lemma, we summarize the important properties of k w.r.t. to the conformal metric
g

Lemma 4.1. Let g̃ be a Kerr-Schild-de Sitter metric and let g = Ω2g̃ be a conformal extension.
Assume that g̃ is not identically equal to the background metric in some neighbourhood of I .
Then, after restricting M̃ if necessary, k extends smoothly and nowhere zero to I and it is both
geodesic affinely parametrized w.r.t. to g

kα∇αkβ = 0

and a multiple WAND with

Cµανβk
µkνmα

(i)m
β
(j) = Cµανβk

µkν lαmβ
(i) = Cµανβk

µmα
i m

ν
(j)m

β
(k) = 0,

for a suitable null frame {k, l,m(i)} for g.

The Kerr-Schild ansatz gives a decomposition for the metrics (4) similar to the one in (3),
where, however, Q̂ = Hk⊗ k is in principle not necessarily O(Ωn). We now prove that Definition
2.2 forces that necessarily H = O(Ωn). In the following, we use the same name for a geometric
object and its restriction to I (we let the context clarify the meaning). This applies in particular
to the vector y.

Lemma 4.2. Let g̃ be a Kerr-Schild de Sitter spacetime and consider a geodesic conformal
extension g = Ω2g̃ as in (4), inducing a (conformally flat) metric γ at I . Then, H = O(Ωn)
and the electric part of the rescaled Weyl tensor at I is

Dαβ = F
(
yαyβ − 1

n
γαβ

)
, (18)

where the function F at I is given by (Ω−nHs2)|I = − 2F
λn(n−2) .

Proof. By definition 2.2, H = Ω2H̃ must be O(Ωm) with m ≥ 1. Assume first that m = 1.
By property 2 of Lemma 3.2 the FG expansion of g = −dΩ2/λ + gΩ is even up to order n,
where gΩ is given by (3) if n odd or (3) if n even (with vanishing logarithmic terms because γ is
conformally flat). Then, using the Kerr-Schild form g = ĝ+Hk⊗ k and expanding ĝ and Hk⊗ k
in Ω, the non-zero terms of order Ω of the tangent-tangent (i.e. tangent to ΣΩ = {Ω = const.})
components of ĝ must cancel out those of Hk⊗k. To expand ĝ in powers of Ω, consider a geodesic
conformal factor4 Ω̂ for ĝ, which induces the same boundary metric γ at I = {Ω = 0} = {Ω̂ = 0}.
The existence of such conformal factor follows by Lemma 3.1 and it must satisfy Ω = Ω̂ω, with
ω|

I
= 1. By Lemma 3.5, the FG expansion of ĝ, in Gaussian coordinates {Ω̂, x̂i} adapted to the

foliation Σ
Ω̂
= {Ω̂ = const.}, is given by (3.5)

ĝ = −dΩ̂2

λ
+ ĝΩ̂, ĝΩ̂ = γ +

P

λ
Ω̂2 +

1

4

P 2

λ2
Ω̂4 (19)

where P is the Schouten tensor of γ. In order to compare with the expansion of gΩ, one has
to relate the conformal factors, but also the tangent directions. First, as g|I = ĝ|I = γ we
can choose tangent coordinates satisfying x̂i = xi + Ωzi, for a collection of functions {zi} (still

4Notice that ĝ = Ω̂2g̃′dS, where g̃′dS is locally de Sitter, isometric to the original one g̃dS, but not equal.
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depending on Ω). We use now, as shown before, that the vectors ∂Ω and ∂
Ω̂
are proportional at

I

∂Ω|Ω=0 =
(
∂Ωx̂

i∂x̂i + ∂ΩΩ̂
)
∂Ω̂
∣∣
Ω=0

=
(
zi +Ω∂Ωz

i
)
∂x̂j |Ω=0 +

(
ω +Ω∂Ω̂ω

)
∂Ω̂
∣∣
Ω=0

= ∂Ω̂
∣∣
Ω=0

.

Thus zi|
Ω̂=0

= 0 so zi = O(Ω) and x̂i = xi + O(Ω2). This implies that when γ (which recall is

extended off I as independent of Ω̂ in the Gaussian coordinates {Ω̂, x̂i}) is written in coordinates
xi, it does not add tangent-tangent terms (dxidxj) of order Ω and obviously neither they do the
rest of terms in ĝ

Ω̂
in (4), because Ω̂ = Ωω. On the other hand, dΩ̂2 is

dΩ̂2 = (ωdΩ + Ωdω)2 = ω2dΩ + Ω2dω2 + 2ΩdΩdω

and the only tangent-tangent terms can only appear in Ω2dω2, thus starting (at least) at order
Ω2. Therefore the expansion of ĝ in the conformal factor Ω does not have first order terms, so
neither it does Hk ⊗ k because the FG expansion of g does not have such a term. This implies
that m ≥ 2.

Let us expand H as

H = − 2F
λn(n− 2)

(s−2|I )Ωm + o(Ωm),

and note that s that does not vanish anywhere (because k has this property). By Lemma 3.4,
the electric part of the Weyl tensor is straightforwardly calculated

C⊥ = F
(
y ⊗ y − |y|2

n
gΩ

)
Ωm−2 + o(Ωm−2) (20)

where we have used that ĝ is conformally flat, so that Ĉ = 0, and ∇Ω is geodesic, thus F 2 = λ,
and ǫ = −1 (cf. Lemma 3.1). Now applying Theorem 3.1, scaling (4) by Ω2−n and evaluating at
Ω = 0 must give the TT part of the n-th order coefficient of the FG expansion, so m ≥ n. But
m > n gives g̊(n) = 0, which by uniqueness of the FG expansion would imply that g̃ is equal to
its background metric, against hypothesis. Thus m = n and the lemma follows after scaling (4)
by Ω2−n and evaluating at I .

In conclusion, the initial data for Kerr-Schild-de Sitter spacetimes are a conformally flat class
of metrics [γ] and a TT tensor of the form (4.2). The function F cannot be identically zero at I

(as otherwise g̃ would equal its background metric in a neighbourhood of I ). After restricting
M further we may therefore assume that F is nowhere zero at I and we may reparametrize it
as F =: κ/fn, with f everywhere positive and κ ∈ R is a constant that carries the sign of F .
For later convenience we do not normalize κ to be ±1, which means that we keep an arbitrary
(positive) scaling freedom in f . Then, the TT tensor D of Lemma 4.2 can be written as

D = κDξ, (Dξ)αβ :=
1

fn+2

(
ξαξβ − f2

n
γαβ

)
, (21)

with ξα := fyα. Our next aim is to prove that ξ it must be a CKVF of I . The strategy is to
rewrite the conditions of being CKVF in terms of equations for f and y and then show that they
are satisfied as a consequence of k being a WAND.

Recall the following standard decomposition of the covariant derivative of a unit vector field
yα in terms parallel and orthogonal to itself

∇(γ)
α yβ = yαaβ +Παβ +

hαβ
n− 1

L+ wαβ , L := ∇(γ)
α yα (22)
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where ∇(γ) the Levi-civita connection of γ, aβ is a covector, hαβ = γαβ − yαyβ (the “projector”
onto (span{y})⊥) and Παβ symmetric traceless and wαβ skew-symmetric, i.e.

Π(αβ) = Παβ, Πα
α = 0, w[αβ] = wαβ,

satisfying
yαΠαβ = yαhαβ = yαwαβ = 0, yαaα = 0.

In what follows, it will be useful to express the metric γ as

γαβ = yαyβ + hαβ .

Lemma 4.3. Let ξα = fyα, with yα unit, be a vector field of a Riemannian n-manifold (Σ, γ)

and consider the decomposition of ∇(γ)
α yβ as in (4). Then ξ is a CKVF of γ if and only if the

following equations are satisfied

∇(γ)
α f =

fL

n− 1
yα − faα, Παβ = 0. (23)

Proof. We rewrite the conformal Killing equation

∇(γ)
α ξβ +∇(γ)

β ξα =
2

n
∇(γ)

µ ξµγαβ

in terms of the kinematical quantities above. Since

∇(γ)
α ξβ +∇(γ)

α ξβ = (∇(γ)
α f)yβ + (∇(γ)

β f)yα + f(∇(γ)
α yβ +∇(γ)

β yα)

= (∇(γ)
α f)yβ + (∇(γ)

β f)yα + f

(
yαaβ + yβaα + 2Παβ +

2hαβ
n− 1

L

)

and
2

n
∇(γ)

µ ξµγαβ =
2

n
(yµ∇(γ)

µ f + fL)(yαyβ + hαβ),

ξ is a CKVF if and only if

(∇(γ)
α f)yβ + (∇(γ)

β f)yα + f

(
yαaβ + yβaα + 2Παβ +

2hαβ
n− 1

L

)
=

2

n
(yµ∇(γ)

µ f + fL)(yαyβ + hαβ).

(24)
One contraction with yα gives

(yα∇(γ)
α f)yβ +∇(γ)

β f + faβ =
2

n
(yµ∇(γ)

µ f + fL)yβ (25)

and a second contraction with yβ

yα∇(γ)
α f + yβ∇(γ)

β f =
2

n
(yµ∇(γ)

µ f + fL) ⇐⇒ yα∇(γ)
α f =

fL

n− 1
. (26)

Inserting (4) in (4) gives the first of equation (4.3). Projecting (4) with hαµh
β
ν gives

2f

(
Πµν +

hµν
n− 1

L

)
=

2

n
(yµ∇(γ)

µ f + fL)hµν

which is equivalent to Π = 0 after using (4). This proves the result in one direction. The converse
follows immediately because (4) is identically satisfied when (4.3) hold.

Coming back to the data corresponding to Kerr-Schild de Sitter metrics, we prove that the
first equation in (4.3) is satisfied just by imposing D to be TT. The argument for the second
equation is more subtle and will be addressed right after.
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Lemma 4.4. Let g̃ be a Kerr-Schild de Sitter metric and g = Ω2g̃ a geodesic conformal extension.
Then

∇(γ)
α f =

fL

n− 1
yα − faα. (27)

Proof. ConsiderDξ = f−n (y ⊗ y − (1/n)γ), which by Lemma 4.2 is, up to a constant, the electric
part of the rescaled Weyl tensor of g̃. Thus, it is a TT tensor and the vanishing of its divergence
gives by (4)

∇(γ)
α (Dξ)

α
β = − n

fn+1


yα∇(γ)

α fyβ −
∇(γ)

β f

n


+

1

fn
(Lyβ + aβ) = 0. (28)

Contracting with yβ one has

yα∇(γ)
α f =

fL

n− 1

and inserting back into (4) we get (4.4). This condition, which is precisely the first in (4.3), is
not only necessary for (4) but also sufficient.

We next show that Παβ = 0. First notice that KΩ, the second fundamental form of the leaves
ΣΩ = {Ω = const.}, can be written

KΩ =
1

2
(LugΩ) = −λ

1/2

2
(2Ωg(2) + · · ·+ nΩn−1g(n) + · · · ),

where Lu denotes the Lie derivative w.r.t. the unit vector uα∂α = λ−1/2∇αΩ∂α = −λ1/2∂Ω. This
tensor appears in the Codazzi equation

(∇k(KΩ)ij −∇i(KΩ)kj) = Rµ
jikuµ, (29)

where i, j, k denote tangent directions to ΣΩ. The strategy consists in analyzing the Ωn−1 order
terms of the following components of the Codazzi equation

(∇ν(KΩ)βα −∇β(KΩ)να)h
α
(λh

β
σ)y

ν = Rµ
ανβuµh

α
(λh

β
σ)y

ν , (30)

where we extend h away from I as the projector orthogonal to y and u, i.e. h := g+u⊗u−y⊗y.
The proof that Παβ = 0 consists in two main steps. Firstly, we prove that the Ωn−1 order term of
the LHS of (4) only involves the free part g̊(n). This, by Theorem 3.1, coincides up to a constant
with the electric part of the rescaled by tensor, which in turn, by Lemma 4.2, is given by equation
(4). From these facts it follows that the LHS of (4) is (up to a non-zero factor) Παβ. The second
step consist in analyzing the RHS of (4). From the algebraically special condition, it follows
that the symmetric part of its Ωn−1 order term is pure trace. Since Παβ is traceless, it follows
Παβ = 0.

Before carrying out this program, we list some standard identities and definitions that will
be required for the rest of this section. Let g(1) and g(2) denote two metrics and ∇(1), ∇(2) their
respective Levi-Civita connections. Firstly, the difference of connections S = ∇(1) −∇(2) is the
tensor given by (e.g. [41])

Sµ
αβ :=

1

2
(g(1)♯)µν(∇(2)

α g(1)βν +∇(2)
β g(1)αν −∇(2)

ν g(1)αβ), (31)

where g(1)♯ denotes the contravariant metric associated to g(1). From this relation between the
connections, a formula for the difference of Riemann tensors follows

(R(1))µανβ − (R(2))µανβ = 2∇(2)
[ν S

µ
β]α − 2Sκ

[ν|α|S
µ
β]κ. (32)
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Now let us consider two arbitrary conformally related metrics g = Ω2g̃, with g extending to
Ω = 0. Recall the definition of the Weyl tensor

Cµ
ανβ = Rµ

ανβ − 2

n− 1
(δµ[νRβ]α − gα[νR

µ
|β]) +

2R

n(n− 1)
δµ[νgβ]α. (33)

As before let u be unit normal along ∇Ω and i, j, k denote orthogonal directions to span{u}.
Then a straightforward calculation gives

Rµ
jikuµ = Cµ

jikuµ − 2

n− 1
gj[kRi]µu

µ.

The Ricci tensors of g and g̃ are related by

Rαβ − R̃αβ = −n− 1

Ω
∇α∇βΩ− gαβ

∇µ∇µΩ

Ω
+ gαβ

n

Ω2
∇µΩ∇µΩ, (34)

where indices are raised with the contravariant metric of g. If g̃ is Einstein and Ω geodesic w.r.t
g, (4) gives

Rαβ = −n− 1

Ω
∇α∇βΩ− gαβ

∇µ∇µΩ

Ω
. (35)

Hence

Riµu
µ = −λ−1/2n− 1

Ω
(∇i∇µΩ)∇µΩ = −λ−1/2n− 1

2Ω
∇i(∇µΩ∇µΩ) = 0

and
Rµ

jikuµ = Cµ
jikuµ. (36)

In particular
Rµ

ανβuµy
νhαλh

β
σ = Cµ

ανβuµy
νhαλh

β
σ. (37)

Lemma 4.5. Let g̃dS be the metric of de Sitter, g = Ω2g̃dS a geodesic conformal extension and
KΩ the second fundamental form on the leaves ΣΩ = {Ω = const.}. Then, the Codazzi equation
(4) is

∇k(KΩ)ij −∇i(KΩ)kj = 0,

Proof. The lemma follows by simply applying the Codazzi equation (4) to g together with identity
(4), where the Weyl tensor vanishes because g is conformally flat.

Proposition 4.2. Let g̃ be an Einstein metric admitting a smooth conformally flat I , g = Ω2g̃
a geodesic conformal extension and KΩ the second fundamental form on the leaves ΣΩ = {Ω =
const.}. Then the leading order term of the LHS of the Codazzi equation (4) is

−λ
1/2

2
(n− 1)Ωn−1

(
∇(γ)

k (̊g(n))ij −∇(γ)
i (̊g(n))kj

)
,

where γ is extended off I as independent of Ω and ∇(γ) denotes its Levi-Civita connection.

Proof. Consider the decomposition a) of Proposition 3.1, g = g + Q with g = −dΩ2/λ + gΩ
conformal to de Sitter. Since gαβ∇αΩ∇βΩ = −λ, the conformal factor Ω is geodesic for both g
and g. On the other hand, the second fundamental forms KΩ and KΩ, respectively induced by
g and g on ΣΩ, are related by

KΩ =
−λ1/2

2
∂ΩgΩ =

−λ1/2
2

∂Ω(gΩ +Q) = KΩ − λ1/2

2
(n− 1)Ωn−1g̊(n) +O(Ωn+1),
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where we have used that by construction Q = Ωng̊(n)+O(Ωn+2). For every tensor Tij, tangent to
ΣΩ, it follows that its covariant derivatives w.r.t. ∇ and ∇ satisfy (we use that the coordinates
are Gaussian with respect to g)

∇kTij = ∇kTij − Sl
kiTlj − Sl

kjTil
where the tangent components of S, given by (4) for g(1) = g and g(2) = g, satisfy

Sl
ki =

1

2
glm

(
∇kgim +∇igkm −∇mgki

)
=

1

2
glm

(
∇kQim +∇iQkm −∇mQki

)
= O(Ωn).

Thus ∇kTij = ∇kTij +O(Ωn). In particular, for KΩ

∇k(KΩ)ij = ∇k(KΩ)ij −
λ1/2

2
(n− 1)Ωn−1∇k(̊g(n))ij +O(Ωn+1)

= ∇k(KΩ)ij −
λ1/2

2
(n− 1)Ωn−1∇k(̊g(n))ij +O(Ωn),

and the LHS of the Codazzi equation (4) for KΩ is

∇k(KΩ)ij −∇i(KΩ)kj =∇k(KΩ)ij −∇i(KΩ)kj

− λ1/2

2
(n− 1)Ωn−1

(
∇k (̊g(n))ij −∇i(̊g(n))kj

)
+O(Ωn)

=− λ1/2

2
(n− 1)Ωn−1

(
∇k (̊g(n))ij −∇i(̊g(n))kj

)
+O(Ωn),

where the second equality is a consequence of Lemma 4.5. Now, since gΩ = γ + O(Ω2),
the covariant derivatives ∇k (̊g(n))ij and ∇i(̊g(n))kj are, to lowest order in Ω, ∇(γ)

k (̊g(n))ij and

∇(γ)
i(̊g(n))kj .

Therefore, for the particular case of Kerr-Schild-de Sitter metrics and the components of the
Codazzi equation in (4) we obtain:

Corollary 4.0.1. The Ωn−1 order term of the LHS of (4) is, up to a non-zero constant,

(LHS)λσ := − 1

fn
Πλσ.

Proof. From Proposition 4.2, the term of order Ωn−1 of (4) only involves derivatives of g̊(n). By
Theorem 3.1, g̊(n) is up to a constant the electric part of the rescaled Weyl tensor, which by
Lemma 4.2, is given by expression (4). Hence, substituting γαβ = yαyβ + hαβ , the (n − 1)-th
order of the LHS of (4) is (up to a non-zero constant)

yν(∇(γ)
ν (Dξ)βα −∇(γ)

β (Dξ)να) = − n

fn+1
yν∇(γ)

ν f

(
yβyα − yβyα

n
− hβα

n

)
+

1

fn
(aβyα + aαyβ)

+
n

fn+1
∇(γ)

β f
n− 1

n
yα − 1

fn
∇(γ)

β yα.

Inserting the decomposition (4) and using the first equation in (4.3)

yν(∇(γ)
ν (Dξ)βα −∇(γ)

β (Dξ)να) = − n

fn+1

fL

n− 1

(
n− 1

n
yβyα − hβα

n

)
+

1

fn
(aβyα + aαyβ)

+
n

fn+1
(
fL

n− 1
yβ − faβ)

n− 1

n
yα − 1

fn
(yβaα +Πβα +

L

n− 1
hβα + wβα)

= − 1

fn
((n− 2)aβyα +Πβα + wβα) .
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Contracting both indices with h and symmetrizing yields the following tensor

(LHS)λσ := yν(∇(γ)
ν (Dξ)βα −∇(γ)

β (Dξ)να)h
α
(λh

β
σ) = − 1

fn
Πλσ.

In the remainder of this section, we ellaborate the RHS of (4). Applying identity (4) it follows

(RHS)σλ := Rµ
ανβu

νyµh
α
(λh

β
σ) = Cν

βµαuνy
µhα(λh

β
σ). (38)

Now we use the algebraic special condition to prove that the Ωn−1 order components of the
Weyl tensor in (4) are pure trace. Recall the decomposition (4) of k. One can then define
l = 2s−1(u − y) such that lαk

α = −1 and complete to a null frame {k, l,m(i)}. Then, h is the

projector onto span{m(i)}. Thus, contracting Cµ
ανβ with kµk

νhα(λh
β
σ) gives by Proposition 4.1

0 = Cµ
ανβkµk

νhα(λh
β
σ)

⇐⇒ 0 =
(
Cµ

ανβuµu
ν + Cµ

ανβyµy
ν + 2Cµ

(α|ν|β)uµy
ν
)
hα(λh

β
σ)

⇐⇒ 2Cµ
(α|ν|β)u

νyµh
α
(λh

β
σ) = −Cµ

ανβuµu
νhαλh

β
σ − Cµ

ανβyµy
νhαλh

β
σ.

In addition
gαβ = −uαuβ + yαyβ + hαβ ,

and the traceless property of the Weyl tensor gives

0 = Cµ
αµβ = −Cµ

ανβuµu
ν+Cµ

ανβyµy
ν+Cµ

ανβh
ν
µ =⇒ Cµ

ανβyµy
ν = Cµ

ανβuµu
ν−Cµ

ανβh
ν
µ.

Therefore

2Cµ
(α|ν|β)u

νyµh
α
(λh

β
σ) = −2Cµ

ανβuµu
νhαλh

β
σ + Cµ

ανβh
ν
µh

α
λh

β
σ. (39)

The first term in the RHS of (4) only involves the electric part of the Weyl tensor. Using the
previous results we next prove that, at order Ωn−1, it can only contain trace terms.

Lemma 4.6. Let g̃ be a conformally extendable metric admitting a smooth conformally flat I .
Then, for every geodesic conformal extension g = Ω2g̃, the electric part of Weyl tensor w.r.t. the
normal vector C⊥ has no terms in Ωn−1. Moreover, if g̃ is Kerr-Schild-de Sitter, the possible
terms of order Ωn−1 added by contracting twice with h, i.e. (C⊥)αβh

α
λh

σ
β, are pure trace.

Proof. First consider g = −dΩ2 + gΩ in normal form w.r.t. a boundary metric γ. Since γ is
conformally flat, we can decompose gΩ as in statement a) of Proposition 3.1

gΩ = gΩ +Q

where g = −dΩ2 + gΩ is conformally isometric to de Sitter, gΩ is given by (3.5) and Q = O(Ωn)
contains no terms of order Ωn+1. We now insert this decomposition into formula (3.3), which for
simplicity we write using matrix notation as

(C⊥) =
λ

2

(
1

2
ġΩg

−1
Ω ġΩ +

1

Ω
ġΩ − g̈Ω

)
. (40)

where ˙ stands for derivative in Ω and note, g−1
Ω must decompose as

g−1
Ω = g−1

Ω + V
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with V = O(Ωn), because g−1
Ω gΩ equals the identity and terms of order m < n in V could not be

cancelled out. We compute the terms in (4). Firstly

ġΩg
−1ġΩ = ġΩg

−1
Ω ġΩ + ġΩg

−1
Ω Q̇+ Q̇g−1

Ω ġΩ + Q̇g−1
Ω Q̇

= ġΩg
−1
Ω ġΩ + ġΩg

−1
Ω Q̇+ Q̇g−1

Ω ġΩ + Q̇g−1
Ω Q̇+ ġΩV ġΩ + ġΩV Q̇+ Q̇V ġΩ + Q̇V Q̇,

and second
1

Ω
ġΩ − g̈Ω =

1

Ω
ġΩ − g̈Ω +

1

Ω
Q̇− Q̈.

Adding them and taking into account that

λ

2

(
1

2
ġΩg

−1
Ω ġΩ +

1

Ω
ġΩ − g̈Ω

)
= C⊥ = 0

where (C⊥) is the electric part of the Weyl tensor of g, we are left with

2

λ
(C⊥) =

1

2

(
ġΩg

−1
Ω Q̇+ Q̇g−1

Ω ġΩ + Q̇g−1
Ω Q̇+ ġΩV ġΩ + ġΩV Q̇+ Q̇V ġΩ + Q̇V Q̇

)
+

1

Ω
Q̇− Q̈

=
1

Ω
Q̇− Q̈+O(Ωn). (41)

Since Q does not contain terms of order Ωn+1, then (4) does not contain terms of order Ωn−1.
This proves the first part of the lemma.

Combining this fact with equation (4), we can write the leading order of C⊥ and its tail order
terms as

C⊥ = Ωn−2 κ

fn+2

(
ξαξβ − f2

n
γαβ

)
+O(Ωn),

where γ must be understood as the leading order term of gΩ, i.e. the extension of γ|I to the
spacetime as a tensor independent of Ω and similarly with ξ. Contracting this expression twice
with h gives

(C⊥)αβh
α
µh

β
ν = −Ωn−2κ

n

1

fn
hµν +O(Ωn).

We cannot exclude that the presence of hαβ in this expression introduces terms of order Ωn−1,
but if present, they are clearly trace terms, as claimed in the Lemma.

We next look for a similar result for the components of the Weyl tensor Cµ
βναh

ν
µh

α
(λh

β
σ)

which arise in (4). From the definition (4) one has

Cµ
ανβh

ν
µh

α
λh

β
σ = Rµ

ανβh
ν
µh

α
λh

β
σ

+

(
− 2

n− 1
(δµ[νRβ]α − gα[νR

µ
|β]) +

2R

n(n− 1)
δµ[νgβ]α

)
hνµh

α
λh

β
σ

= Rµ
ανβh

ν
µh

α
λh

β
σ − n− 3

n− 1
Rαβh

α
λh

β
σ +

(
−R

µ
νh

ν
µ

n− 1
+

n− 2

n(n− 1)
R

)
hλσ,

which using (4) gives

Cµ
ανβh

ν
µh

α
λh

β
σ = Rµ

ανβh
ν
µh

α
λh

β
σ + (n− 3)

∇α∇βΩ

Ω
hαλh

β
σ

+

(
n− 3

n− 1

∇µ∇µΩ

Ω
− Rµ

νh
ν
µ

n− 1
+

n− 2

n(n− 1)
R

)
hλσ. (42)

The term containing hαλh
β
σ∇α∇βΩ will be left unaltered as it will cancel out after expand-

ing the rest of terms. Our next aim is to analyze the components of the Riemann tensor
Rµ

ανβh
ν
µh

α
(λh

α
σ), and relate them to the same components of the Riemann tensor of ĝ:
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Lemma 4.7. The Riemann tensors of g and ĝ satisfy

R̂µ
ανβh

δ
µh

ν
γh

α
λh

β
σ = Rµ

ανβh
δ
µh

ν
γh

α
λh

β
σ

− 2Hhδτhνγhαλh
β
σ

(
∇[ν|k[τ∇α]k|β] +∇[νkβ]∇[αkτ ]

)
.

Proof. We apply the formula for the difference of Riemann tensors (4) with g(1) = ĝ and g(2) = g.
Setting g = ĝ +Hk ⊗ k, the tensor S reads

Sµ
αβ = −1

2
(ĝ♯)µν (∇α(Hkβkν) +∇β(Hkαkν)−∇ν(Hkαkβ)) . (43)

Hence,

Sκ
ναh

ν
γh

α
λ = −1

2
Hkκhνγhαλ(∇νkα +∇αkν)

and since (recall that k is null geodesic kκ∇κkβ = kκ∇βkκ = 0)

kκhβσS
µ
βκ = −1

2
kκhβσ(ĝ

♯)µτ (∇β(Hkκkτ ) +∇κ(Hkβkτ )−∇τ (Hkκkβ)) = 0,

it follows
2Sκ

[ν|α|S
µ
β]κh

ν
γh

α
λh

β
σ = 0.

On the other hand

∇νS
µ
αβ =− 1

2
∇ν(ĝ

♯)µτ (∇α(Hkβkτ ) +∇β(Hkαkτ )−∇τ (Hkαkβ)) ,

− 1

2
(ĝ♯)µτ∇ν (∇α(Hkβkτ ) +∇β(Hkαkτ )−∇τ (Hkαkβ)) . (44)

The first three terms in (4) vanish when contracted with hαλh
β
σ because, taking into account

(4) and that k is null geodesic,

1

2
∇ν(ĝ

♯)µτ (∇α(Hkβkτ ) +∇β(Hkαkτ )−∇τ (Hkαkβ)) hαλh
β
σ

=
1

2
∇ν(Hkµkτ )kτ (∇αkβ +∇βkα) h

α
λh

β
σ =

1

2
H2kµ(∇νk

τ )kτ (∇αkβ +∇βkα)h
α
λh

β
σ = 0.

We calculate the contraction of the last three terms in (4) with h four times. The expansion of
each term gives

hδµh
ν
γh

α
λh

β
σ(ĝ

♯)µτ∇ν∇α(Hkβkτ ) = hδτhνγh
α
λh

β
σH (∇νkτ∇αkβ +∇νkβ∇αkτ ) ,

hδµh
ν
γh

α
λh

β
σ(ĝ

♯)µτ∇ν∇β(Hkαkτ ) = hδτhνγh
α
λh

β
σH (∇νkτ∇βkα +∇νkα∇βkτ ) ,

hδµh
ν
γh

α
λh

β
σ(ĝ

♯)µτ∇ν∇τ (Hkαkβ) = hδτhνγh
α
λh

β
σH (∇νkα∇τkβ +∇νkβ∇τkα) .

Then, rearraging terms,

2hδµh
ν
γh

α
λh

β
σ∇[νS

µ
β]α = −2Hhδτhνγhαλh

β
σ

(
∇[ν|k[τ∇α]k|β] +∇[νkβ]∇[αkτ ]

)
,

and the Lemma follows from the identity (4).

Specifically for our purposes, Lemma 4.7 yields

Rµ
ανβh

ν
µh

α
λh

β
σ = R̂µ

ανβh
ν
µh

α
λh

β
σ +O(Ωn), (45)
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so we do not have to take into account the tail order terms. To calculate R̂µ
ανβh

ν
µh

α
λh

β
σ, we

use the definition of the Weyl tensor (4), which for ĝ vanishes, and contractions with h give:

R̂µ
ανβh

ν
µh

α
λh

β
σ =

n− 3

n− 1
R̂αβh

α
λh

β
σ −

(
− R̂

µ
νhνµ

n− 1
+

n− 2

n(n− 1)
R̂

)
hλσ. (46)

We finally relate the term R̂αβh
α
λh

β
σ with the same components of the Ricci tensor of de Sitter.

To do that, we use equation (4), substituting g by ĝ and g̃ by g̃dS

R̂αβ − R̃dS
αβ = −n− 1

Ω
∇̂α∇̂βΩ− ĝαβ

∇̂µ∇̂µΩ

Ω
+ ĝαβ

n

Ω2
∇̂µΩ∇̂µΩ. (47)

We may now use that g̃dS is Einstein to cancel out terms, but Ω is geodesic w.r.t. to g, which
means

ĝαβ
n

Ω2
∇̂µΩ∇̂µΩ = ĝαβ

n

Ω2
(gµν +Hkµkν) ∇̂µΩ∇̂νΩ = −λnĝαβ

n

Ω2
+ ĝαβ

n

Ω2
Hkµkν∇µΩ∇νΩ

= −λng̃dSαβ + ĝαβ
ns2

λΩ2
H (48)

where we have used that gµν∇µΩ∇νΩ = −λ and s = −λ−1/2kµ∇µΩ. Now, since the de Sitter
metric is Einstein, equation (4) with (4) gives

R̂αβh
α
λh

β
σ = −n− 1

Ω
(∇̂α∇̂βΩ)h

α
λh

β
σ +

(
−∇̂µ∇̂µΩ

Ω
+
ns2

λΩ2
H
)
hλσ .

The tensor ∇̂α∇̂βΩ can be related with ∇α∇βΩ using the difference of connections

∇̂α∇̂βΩ = ∇α∇βΩ− Sµ
αβ∇µΩ

with the tensor S given in (4) and

Sµ
αβh

α
σh

β
σ =

1

2
Hkν ĝµν(∇αkβ +∇βkα)h

α
λh

β
σ = O(Ωn).

Thus

R̂αβh
α
λh

β
σ = −n− 1

Ω
(∇α∇βΩ)h

α
λh

β
σ +

(
−∇̂µ∇̂µΩ

Ω
+
ns2

λΩ2
H
)
hλσ +O(Ωn)

so that from equation (4) it follows

R̂µ
ανβh

ν
µh

α
(λh

α
σ) = −n− 3

Ω
(∇α∇βΩ)h

α
λh

β
σ

+

(
−n− 3

n− 1

∇̂µ∇̂µΩ

Ω
+
n− 3

n− 1

ns2

λΩ2
H +

R̂µ
νhνµ

n− 1
− n− 2

n(n− 1)
R̂

)
hλσ +O(Ωn).

(49)

Combining equation (4) and (4) and putting the result back in (4) , we have proven

Cµ
ανβh

ν
µh

α
λh

α
σ =

(
n− 3

n− 1

∇µ∇µΩ

Ω
− Rµ

νh
ν
µ

n− 1
+

n− 2

n(n− 1)
R (50)

− n− 3

n− 1

∇̂µ∇̂µΩ

Ω
+
R̂µ

νhνµ
n− 1

− n− 2

n(n− 1)
R̂+

n− 3

n− 1

ns2

λΩ2
H
)
hλσ +O(Ωn)

which is pure trace plus terms of order n. Now the following result is straightforward
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Proposition 4.3. Let g̃ be a Kerr-Schild-de Sitter metric and g = Ω2g̃ a geodesic conformal
extension, with γ = g|I conformally flat by definition. Then the electric part of the rescaled
Weyl tensor is

Dαβ =
κ

fn+2

(
ξαξβ −

|ξ|2γ
n
γαβ

)

where f is a function of I defined by (Ω−nH)|I = 2f−n

λn(n−2) and ξ = fy is a CKVF of γ. Thus,
the Kerr-Schild-de Sitter metrics are in the Kerr-de Sitter-like class.

Proof. By Lemma 4.2, we only have to prove that ξ is a CKVF of γ. The RHS of the Codazzi
equation (4) is given by (4). Combining equation (4), Lemma 4.6 and equation (4), the non-zero
terms of order Ωn−1 of Cµ

(α|ν|β)u
νyµ are pure trace. Thus, the traceless part of (4) is identically

zero. By Corollary 4.0.1 this is precisely 0 = Παβ . Now the Proposition follows from Lemma 4.3
and Lemma 4.4.

Remark 4.1. Throughout this section we restricted I to the set of point where H (and k) are
not zero, because we assumed that κ/fn = F 6= 0 to write down (4) (i.e. we assume that f
does not diverge). Now, we know that the vector ξ is a CKVF of I , hence this vector is smooth
everywhere. The set of points where it vanishes (i.e. where f = 0) must be removed from I

as soon as the constant κ in the data D = κDξ is not zero because the tensor Dξ is certainly
singular at points where ξ vanishes.

5 Kerr-Schild-de Sitter ⊃ Kerr-de Sitter-like class

In this section we will prove the converse inclusion than in Section 4, namely, that every spacetime
in the Kerr-de Sitter-like class is Kerr-Schild-de Sitter. Our strategy is to explicitly construct
every Kerr-de Sitter-like spacetime in Kerr-Schild form. To do that, we take advantage of the
property that the data in the Kerr-de Sitter-like class depends solely on the conformal class of the
CKVF ξ (Lemma 2.1) and a mutiplicative constant. Since the initial value problem is well-posed
and each spacetime with data (Σ, γ, κDξ) is uniquely determined by κ and the conformal class
of ξ, we can infer all limits of spacetimes from the limits of data, which in turn are consequence
of limits of conformal classes of CKVFs. The quotient space of conformal classes of CKVFs was
studied in detail in [28]. The next subsection is devoted to summarizing the results in [28] that
will be needed here.

5.1 Conformal classes of CKVFs

As mentioned in Section 2 (discussion after Theorem 1.1), conformal classes of CKVFs are of
fundamental importance to understand the equivalences between data in the Kerr-de Sitter-like
class. In this subsection we review briefly the particular case of conformally flat metrics and
describe a method to determine whether two CKVF are in the same conformal class. We also
describe several properties of the corresponding quotient space that will be needed later. Details
for these results can be found in [24,27,28].

It is well-known (e.g. [38]) that the conformal diffeomorphisms of the n-sphere Conf(Sn), can
be constructed from the action of the orthochronous Lorentz group O+(1, n + 1) on the rays
of the null cone of M1,n+1. From this, it follows the existence of a map φ : O+(1, n + 1) →
ConfLoc(En), Λ 7→ φΛ, which preserves the group law φΛ ◦ φΛ′ = φΛ·Λ′ . At the level of Lie alge-
bras, this implies a correspondence φ⋆ : SkewEnd(M

1,n+1) → CKill(En), where SkewEnd(M1,n+1)
are skew-symmetric endomorphisms of M1,n+1, which are well-known to span the Lie algebra of
O+(1, n + 1), and CKill(En) stands for the set of CKVFs of En. The explicit form of the map
between SkewEnd(M1,n+1) and CKill(En) may vary depending on various choices. However, it
can be proven (see [24], [28]) that for a fixed choice of flat metric γE ∈ [γE ] and of Cartesian
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coordinates {XA}nA=1 of γE , as well as a basis {eα}n+1
α=0 of M1,n+1 with e0 timelike, a map φ⋆

can be constructed such that, when applied to an arbitrary skew-symmetric endomorphism F
written in the basis eα as

F =




0 −ν −at + bt/2
−ν 0 −at − bt/2

−a + b/2 a + b/2 −ωωω


 (51)

gives the conformal Killing vector φ⋆(F ) on E
n given by

ξ =
(
bA + νXA + (aBX

B)XA − 1

2
(XBX

B)aA − ωA
BX

B
)
∂XA .

We shall also use the notation F (ξ) to indicate the skew-symmetric endomorphism which is
associated to a CKVF ξ by the map φ⋆. The matrix (5.1) is to be understood as follows. Letting
α be column and β row in this matrix, the endomorphism F is given by F (eβ) = Fα

βeα. In
the matrix (5.1), a,b ∈ R

n are column vectors with components aA,bA respectively, t stands for
their transpose (row vector), ν ∈ R and ω is n × n real skew-symmetric matrix of components
(δACω

C
A =:)ωAB = −ωBA.

The map φ is a Lie algebra antihomomorphism, i.e. [F (ξ), F (ξ′)] = −F ([ξ, ξ′]). In addition,
for every Λ ∈ O+(1, n+1), it holds Λ·F (ξ) = F (φΛ⋆(ξ)), where “dot” denotes the adjoint multipli-
cation of matrices Λ·F (ξ) = ΛF (ξ)Λ−1. As a consequence, the classification of SkewEnd(M1,n+1)
up to O+(1, n+ 1) transformations is equivalent to the classification of CKVFs up to conformal
transformations.

An invariant characterization of orbits in SkewEnd(M1,n+1)/O+(1, n+1) is achieved by giving
the sufficient number of O+(1, n + 1)-invariant quantities. In [24], the invariants were chosen to
be the traces of even powers of F (ξ) and the rank of this endomorphism. In [28], an alterna-
tive characterization was given in terms of the eigenvalues of F (ξ)2 and the causal character of
kerF (ξ). Specifically, let PF 2(−x) be the characteristic polynomial of −F (ξ)2 and define

QF 2(x) := (PF 2(−x))1/2 (n even), QF 2(x) :=

(PF 2(−x)
x

)1/2

(n odd).

We introduce also the natural numbers

p :=

[
n+ 1

2

]
− 1, q :=

[n
2

]
, (52)

which are useful to provide unified expressions, independently on the parity of n. Note that
q = p + 1 whenever n is even, while q = p when n is odd. From the properties of F 2(ξ), it
follows [28] that QF 2(x) is a polynomial of degree q+1 with q+1 real roots counting multiplicity,
with at most one of which negative. The classification result of equivalence classes of F (ξ) is
given by the following proposition.

Proposition 5.1 ([28]). Let Roots (QF 2) denote the set of roots of QF 2(x) repeated as many
times as their multiplicity and arranged as follows

a) If n odd,
{
σ;µ21, · · · , µ2p

}
:= Roots (QF 2) sorted by σ ≥ µ21 ≥ · · · ≥ µ2p if kerF (ξ) is timelike,

where in this case necessarily σ > 0. Otherwise µ21 ≥ · · · ≥ µ2p ≥ 0 ≥ σ.

b) If n even,
{
−µ2t , µ2s;µ21, · · · , µ2p

}
:= Roots (QF 2) sorted by µ21 ≥ · · · ≥ µ2p ≥ µ2s = −µ2t = 0

if kerF (ξ) is degenerate. Otherwise µ2s ≥ µ21 ≥ · · · ≥ µ2p ≥ 0 ≥ −µ2t , where either µ2s or µ2t
are non-zero.

Then the parameters
{
σ;µ21, · · · , µ2p

}
for n odd and

{
−µ2t , µ2s;µ21, · · · , µ2p

}
for n even determine

uniquely the class of F (ξ) up to O+(1, n+1) transformations and hence also the class of ξ up to
conformal transformations.

24



Note that the parameters introduced in Proposition 5.1 are sorted in order to remove permu-
tation ambiguities, so that we can fix a good space of parameters, i.e. such that each point rep-
resents a unique element in CKill(En)/ConfLoc(En). Consider, for each F ∈ SkewEnd(M1,n+1),
the assignment of parameters (σ, µ21, · · · , µ2p) for n odd and (−µ2t , µ2s, µ21, · · · , µ2p) for n even given
in Proposition 5.1. Then the space of parameters for n odd is

A(odd) :={
(
σ, µ21, · · · , µ2p

)
∈ R

p+1 | σ ≥ µ21 ≥ · · · ≥ µ2p, with σ > 0}
⋃

{
(
σ, µ21, · · · , µ2p

)
∈ R

p+1 | µ21 ≥ · · · ≥ µ2p ≥ 0 ≥ σ}

and n even

A(even) :={
(
−µ2t , µ2s, µ21, · · · , µ2p

)
∈ R

p+2 | µ2s ≥ µ21 ≥ · · · ≥ µ2p ≥ 0 ≥ −µ2t , with µ2s or µ2t 6= 0}

⋃
{
(
−µ2t , µ2s, µ21, · · · , µ2p

)
∈ R

p+2 | µ21 ≥ · · · ≥ µ2p ≥ 0 = µ2s = −µ2t}.

In order to describe limits in the quotient space, also studied in [28], we define the following
subsets of A(odd)

R(n,m)
+ :=

{
(σ, µ21, · · · , µ2p) ∈ A(odd) | σ ≥ µ21 ≥ · · · > µ2p−m+1 = · · · = µ2p = 0

}
,

R(n,m)
− :=

{
(σ, µ21, · · · , µ2p) ∈ A(odd) | σ < 0, µ21 ≥ · · · > µ2p−m+1 = · · · = µ2p = 0

}
,

R(n,m)
0 :=

{
(σ, µ21, · · · , µ2p) ∈ A(odd) | σ = 0, µ21 ≥ · · · > µ2p−m+1 = · · · = µ2p = 0

}
,

and of A(even)

R(n,m)
+ :=

{
(−µ2t , µ2s, µ21, · · · , µ2p) ∈ A(even) | −µ2t = 0, µ2s ≥ µ21 ≥ · · · > µ2p−m+1 = · · · = µ2p = 0

}
,

R(n,m)
− :=

{
(−µ2t , µ2s, µ21, · · · , µ2p) ∈ A(even) | −µ2t < 0, µ2s ≥ µ21 ≥ · · · > µ2p−m+1 = · · · = µ2p = 0

}
,

R(n,m)
0 :=

{
(−µ2t , µ2s, µ21, · · · , µ2p) ∈ A(even) | −µ2t = µ2s = 0, µ21 ≥ · · · > µ2p−m+1 = · · · = µ2p = 0

}
.

The notation R(n,m)
ǫ refers to the dimension of the space, n + 2, the number of last-vanishing

parameters {µ2i }, m, and the causal character of kerF , ǫ ∈ {0,±}: 0 if degenerate, + if timelike
and − if spacelike or zero. We note that ǫ is also given by the sign of σ in the odd case and
closely related to the sign structure of the first two entries of the point s ∈ A(even) when n is
even.

The space of skew-symmetric endomorphisms SkewEnd(M1,n+1) (being a finite dimensional
vector space) carries a canonical topology (see e.g. [9]). The quotient space inherits a natural
topology, called “quotient topology” which is the finest one that makes the proyection a con-
tinuous map. In this topology it is sufficient for a sequence of points si to have a limit s that
there is a sequence of endomorphisms Fi converging to F with Fi belonging to the class si and
F belonging to the class s.

By constructing explicit sequences in the total space associated to sequences in the quotient,
the following structure of limits arises [28]

Proposition 5.2. For n odd, R(n,0)
+ and R(n,0)

− are open in the quotient topology. Moreover there

exists sequences in R(n,0)
− taking limit at every point A(odd)\R(n,0)

+ .

For n even, R(n,0)
− is open in the quotient topology. Moreover there exists sequences in R(n,0)

−
taking limit at every point A(even) (i.e. R(n,0)

− is dense in the quotient topology).
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Remark 5.1. In [28] it is not explicitly proven that R(n,0)
+ and R(n,0)

− are open for n odd and

that R(n,0)
− is open for n even. We provide an argument:

Let F ∈ SkewEnd(M1,n+1), [F ] ∈ SkewEnd(M1,n+1)/O+(1, n + 1) its class in the quotient
and π the canonical projection map π : F 7→ [F ]. The independent term of the characteristic
polynomial is an invariant of the class [F ]. Let c0 be the function that maps F into the independent
term of its characteristic polynomial c0(F ). This map is clearly continuous. Let also [c0] be the
induced map in the quotient, i.e. the map satisfying c0 = [c0] ◦ π. Then [c0] is also continuous
(e.g. [43]). Moreover [28], for n even, c0(F ) = −µ2tµ2sµ21 · · ·µ2p and, for n odd, c0(F ) = σµ21 · · · µ2p.
Thus when n is odd R(n,0)

+ and R(n,0)
− are open in SkewEnd(M1,n+1)/O+(1, n+1) as they are the

preimage by [c0] of the open intervals (0,∞) and (−∞, 0) respectively. When n is even R(n,0)
+ is

also open because it is the preimage of the open interval (0,∞).

5.2 Kerr-de Sitter and its limits at I

The explicit form of the metrics in the full Kerr-de Sitter-like class will be obtained via either
limits or analytic extensions of the Kerr-de Sitter family of metrics in all dimensions as presented
in [17]. However, we introduce modifications in the coordinates of [17] which make our analysis
more direct. Namely, as the limits will be inferred from its data at I , it is convenient to give
the metrics in coordinates such that, in the conformally extended space, the conformal factor
vanishes at a finite value of the coordinates. We will also absorb some constants depending on
the rotation parameters into the coordinates. This will allow us to perform several limits at once.
Moreover, we give the metric already in Kerr-Schild form (2). This will be useful to show that
the limits also belong to the Kerr-Schild-de Sitter class.

Consider an (n + 1)-dimensional Lorentzian manifold and let {αi}p+1
i=1 be a set of functions

satisfying
p+1∑

i=1

α2
i = 1, (53)

which define p independent quantities (by default we choose the p first ones {αi}pi=1) which we
will use as coordinates). From the definitions of p and q (5.1) it follows that n = p + q + 1
irrespectively of whether n is even or odd. So, we must supplement the p coordinates αi with
q + 2 additional ones. The full set of coordinates will be denoted by {ρ, t, {αi}p+1

i=1 , {φi}
q
i=1} and

it is subject to the constraint (5.2). The αis and φis are related to polar and azimuthal angles of
the sphere respectively and they take values in 0 ≤ αi ≤ 1 and 0 ≤ φi < 2π for i = 1, · · · , q and
(only when n odd) −1 ≤ αp+1 ≤ 1. The remaining ρ and t lie in 0 ≤ ρ < λ1/2 and t ∈ R. The
domain of definition of ρ (which is the inverse of a “radial” coordinate) can be extended (across
the Killing horizon) to ρ > λ1/2, but this is unnecessary in this work since we are interested in
regions near ρ = 0. In addition, we also introduce q real rotation parameters {ai}qi=1, each one
associated to a φi. For notational reasons, it is useful to define a trivial parameter ap+1 = 0 in
the case of n odd.

Next, we give the explicit expressions of the Kerr-de Sitter family of metrics. In order for the
reader to compare with the original form given in [17], our notation corresponds to r := ρ−1 and
we have renamed the µi in [17] as αi.

In terms of the functions

W :=

p+1∑

i=1

α2
i

1 + λa2i
Ξ :=

p+1∑

i=1

α2
i

1 + ρ2a2i
,

and

Π :=

q∏

j=1

(1 + ρ2a2j), (54)
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the Kerr-de Sitter family of metrics [17] is the Kerr-Schild metric

g̃ = g̃dS + H̃k̃ ⊗ k̃, H̃ =
2Mρn−2

ΠΞ
M ∈ R (55)

with

g̃dS := −W (ρ2 − λ)

ρ2
dt2 +

Ξ

ρ2 − λ

dρ2

ρ2
+ δp,q

dα2
p+1

ρ2
+

q∑

i=1

1 + ρ2a2i
ρ2

(
dα2

i + α2
i dφ

2
i

)

1 + λa2i

+
λ

Wρ2(ρ2 − λ)

(
p+1∑

i=1

(
1 + ρ2a2i

)
αidαi

1 + λa2i

)2

,

k̃ :=Wdt− Ξ

ρ2 − λ
dρ−

q∑

i=1

aiα
2
i

1 + λa2i
dφi.

The term δp,q only appears when q = p, i.e. when n is odd. In the case of even n, all terms
multiplying δp,q simply go away. Hence, the above equations provide unified expressions for
(n+1)-dimensional Kerr-de Sitter family of metrics for any parity of n. Note that the introduction
of the spurious rotation parameter ap+1 ≡ 0 is also necessary to achieve single form for the n odd
and n even cases.

The above expressions simplify using the coordinates

α̂i :=
αi

(1 + λa2i )
1/2

=⇒
p+1∑

i=1

α2
i =

p+1∑

i=1

(1 + λa2i )α̂
2
i = 1 (56)

so that

W =

p+1∑

i=1

α̂2
i , Ξ =

p+1∑

i=1

1 + λa2i
1 + ρ2a2i

α̂2
i , (57)

and

g̃dS = −W (ρ2 − λ)

ρ2
dt2 +

Ξ

ρ2 − λ

dρ2

ρ2
+ δp,q

dα̂2
p+1

ρ2
+

q∑

i=1

1 + ρ2a2i
ρ2

(
dα̂2

i + α̂2
i dφ

2
i

)

+
(ρ2 − λ)

λWρ2
dW 2

4
, (58)

k̃ =Wdt− Ξ

ρ2 − λ
dρ−

q∑

i=1

aiα̂
2
i dφi, (59)

where for (5.2) we have used the differential of (5.2)

p+1∑

i=1

(1 + λa2i )α̂idα̂i = 0

=⇒
p+1∑

i=1

λa2i α̂idα̂i = −
p+1∑

i=1

α̂idα̂i = −dW

2

=⇒
(

p+1∑

i=1

(
1 + ρ2a2i

)
αidαi

1 + λa2i

)2

=

(
p+1∑

i=1

(
1 + ρ2a2i

)
α̂idα̂i

)2

=

(
ρ2 − λ

λ

)2
dW 2

4
.

The initial data of the Kerr-de Sitter family were calculated in [29] to be of the form
(Σ, γ, κDξ). so by definition (cf. Definition 2.1) they belong to the (larger) class of Kerr-de
Sitter-like initial data. The parameter κ is given in terms of the mass parameter M by

κ := −n(n− 2)Mλ−
n
2 ∈ R. (60)
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The conformally flat boundary metric takes the explicit form

γ = g̃dS |I = λWdt2 + δp,qdα
2
p+1 +

q∑

i=1

(
dα̂2

i + α̂2
i dφ

2
i

)
− 1

W

dW 2

4
, (61)

and the conformal Killing vector ξ is

ξ =
1

λ
∂t −

q∑

i=1

ai∂φi
.

The conformal class of ξ was determined in [28] by finding explicitly a set of Cartesian coordinates
for a flat metric γE in the conformal class of the metric (5.2). With the notation of Proposition
5.1, and after a suitable reordering of the rotational parameters {ai}, this conformal class is
determined by the parameters {σ = −λ−1, µ2i = a2i } for n odd and {−µ2t = −λ−1, µ2s = a21, µ

2
i =

a2i+1} for n even. Observe that λ is one of the parameters which determines the conformal class of
ξ. This is a priori fixed by the Einstein equations, so it is not a freely specifiable parameter of the
metric. However, under scalings of ξ, σ is also scaled with the same factor. From the structure
of Dξ in (4), we have the freedom of scaling ξ and leave the data κDξ unaltered if we absorb the
inverse (squared) scaling factor in κ, which is essentially the mass parameter of Kerr-de Sitter,

therefore freely specifiable. In this way, we may cover the full domain defining the family R(n,0)
− .

Recall that from Lemma 2.1, each metric in the Kerr-de Sitter-like class is determined by the
parameter κ and the conformal class of ξ. Thus, for a fixed value of κ, one can associate exactly
one metric in the Kerr-de Sitter-like class to each point in CKill(En)/ConfLoc(En). Moreover, the
limits of regions in CKill(En)/ConfLoc(En), must induce limits of data (Σ, γ, κDξ) which in turn,
from the well-posedness of the Cauchy problem, also induce limit of spacetimes corresponding to
such data. In this way, we can endow the space of metrics in the Kerr-de Sitter-like class with the
topology of CKill(En)/ConfLoc(En). Now, the following result is immediate after Proposition
5.2

Proposition 5.3. The conformal class of the Kerr-de Sitter family with m vanishing rotation

parameters belongs to the region R(n,m)
− with σ := −λ−1 and µ2i := a2i for n odd and −µ2t :=

−λ−1, µ2s := a21 and µ2i := a2i+1 for n even. Thus, the Kerr-de Sitter family of metrics with all

non-zero rotation parameters covers the whole R(n,0)
− . For n even, Kerr-de Sitter family data and

its limits cover all data in the Kerr-de Sitter-like class.

In the rest of the paper, we will construct all spacetime metrics in the Kerr-de Sitter-like

class taking advantage of the topological structure given in Proposition 5.2. The region R(n,0)
+

cannot be obtained as a limit from points in R(n,0)
− . Thus, the metrics corresponding to such

data cannot be obtained as a limit of the Kerr-de Sitter family. This family will be obtained by
analytic extension of Kerr-de Sitter.

The spacetime limits will be inferred from limits of data as follows. Start with data corre-

sponding to Kerr-de Sitter (Σ, γ, κDξ) in R(n,m)
− , and consider the uniparametric set of equivalent

data (Σ, γζ := ζ−2γ, ζn−2κDξ) for a constant parameter ζ ∈ R. Scaling the following quantities
as

Mζ :=Mζn, ξζ := ζξ ξζ := γζ(ξζ , ·) = ζ−1ξ,

where recall ξ = γ(ξ, ·), we have

ζn−2κDξ = −λ 2−n
2
n(n− 2)

|ξ|n+2
γ

Mζn−2

(
ξ ⊗ ξ − |ξ|γ

n
γ

)
= −λ 2−n

2
n(n− 2)

|ξζ |n+2
γζ

Mζ

(
ξζ ⊗ ξζ −

|ξζ |2γζ
n

γζ

)
.

Thus, we obtain the uniparametric family of data (Σ, γζ , κζDξζ ), where κζ is given by (5.2) with
mass parameter Mζ . As we shall describe, after a suitable rescaling of the coordinates and the
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rotation parameters, the data (Σ, γζ , κζDξζ ) admits regular limits as ζ → 0, which are no longer
equivalent to the original family, but are still in the Kerr-de Sitter-like class.

By Lemma 2.1, the limit data are uniquely determined by the limit mass M ′ := limζ→0Mζ

and the conformal class of ξ′ := limζ→0 ξζ . In all cases, the scaling of the rotation parameters
will be of the form ai = ζ−1bi, where we still allow bi to smoothly depend on ζ (so they may
vanish in the limit ζ → 0). For the CKVF itself, in the following subsections we distinguish the
limits of the vector field

ξζ = ζ

(
1

λ
∂t −

q∑

i=1

ζ−1bi∂φi

)

as ζ → 0 into two types, depending on whether or not the parameter ζ is absorbed in the t
coordinate by means of the change t = ζt′. The limit performed with the coordinate t′ will be
proven to correspond to the region R(n,m)

0 , where m is given by the number of vanishing bi. The
limits with the t coordinate unchanged will only be calculated in the n even case and will be

proven to lie in the region R(n,m)
+ , where m is given by the number of vanishing bi. The reason

why we calculate them only for n even is because only in this case we may attain every point in

every region R(n,m)
+ from R(n,0)

− (cf. Proposition 5.2). For the n odd case we need to perform an

analytic extension to obtain the spacetimes with data in R(n,m)
+ . For any limit data at I , there

is one corresponding spacetime, which from the well-possedness of the Cauchy problem, must be
a limit of Kerr-de Sitter. In general, these limit spacetimes are obtained with the same changes
than those performed at I plus the redefinition ρ′ = ζρ, as we shall also explicitly demonstrate.

In all the situations, the term g̃dS takes a well-defined limit independently of the term Hk⊗k.
Morever, we will show that, in all cases, g̃dS and its derivatives up to second order depend
continuously on ζ. Consequently, the Riemann tensor of the limit metric g̃′dS = limζ→0 g̃dS is the
limit of the Riemann tensor of g̃, i.e.

R′
αβµν = lim

ζ→0
Rαβµν = λ lim

ζ→0
((g̃dS)αµ(g̃dS)βν − (g̃dS)αν(g̃dS)βµ) (62)

= λ
(
(g̃′dS)αµ(g̃

′
dS)βν − (g̃′dS)αν(g̃

′
dS)βµ

)
.

Thus the background limit metric is still Einstein of constant curvature, therefore locally isometric
to de Sitter.

As already mentioned, in the n even case all spacetimes in the Kerr-de Sitter-like class are
limits of the Kerr-de Sitter family. In the n odd case, the spacetimes corresponding to the regions

R(n,m)
+ will be constructed by analytic continuation, and the rest of them as limits of Kerr-de

Sitter. For given data, the corresponding spacetimes will be assigned to a family depending

on the region R(n,m)
ǫ to which the defining CKVF at I belongs. In analogy with the n = 3

case [24], these families will be called generalized {ai → ∞}-limit Kerr-de Sitter if ξ lies in R(n,m)
0

(extending the definition [25]), or generalized Wick-rotated Kerr-de Sitter if ξ lies in R(n,m+1)
+

(also by analogy with [24]).

5.3 Limits n-even

We start by determining all limits of Kerr-de Sitter family in the n even case. In principle the
limits can be performed in multiple ways. However, by the classification of conformal classes of
CKVF described above it suffices to exhibit one limit for each case. To obtain the spacetimes

whose CKVF class at I lies in R(n,m)
+ , we will assume that the starting family has all its rotation

parameters different from zero, i.e. that it belongs to the region R(n,0)
− . Similarly, to obtain those

whose CKVF class lies in R(n,m)
0 we shall start from Kerr-de Sitter with exactly one rotation

parameter equal to zero, i.e. whose CKVF is in R(n,1)
− . Obviously, all spacetimes in R(n,m)

− are
simply obtained by setting m rotation parameters ai to zero, so there is no need to explicitly
calculate any limit.
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5.3.1 Generalized Wick-rotated

In this subsection we shall not absorb ζ in the coordinate t. As mentioned in subsection 5.2,

we will obtain in this way all spacetimes whose corresponding CKVF at I lies in R
(n,m)
+ . We

will call these Wick-rotated-Kerr-de Sitter family of spacetimes because in the n odd case (cf.
subsection 5.4.1) they will actually be obtained by a Wick-rotation of Kerr-de Sitter.

We start with a metric in the Kerr-de Sitter family, with every rotation parameter being
non-zero and apply the redefinitions

ρ = ζρ′, α̂i = ζβi ai = ζ−1bi, M =M ′ζn.

Observe that if any of the rotation parameters were zero, say ai = 0, then the scaling of α̂i = ζβi
would not be allowed because (5.2) would imply that βi is divergent in the limit ζ → 0. The
parameters bi are still allowed to depend smoothly5 on ζ, so that their limit at ζ may take the
value zero. For notational simplicity we shall not include the dependence on ζ. In particular, the
limit at ζ → 0 will still be called bi. The context will make clear the intended meaning.

In the limit ζ → 0, by (5.2) the coordinates {βi} satisfy

p+1∑

i=1

λb2iβ
2
i = 1,

thus, at least one bi must be non-zero. Note that if all were zero, the limit vector field ξ′ =
limζ→0 ξζ would be identically zero, and we would at best fall outside the Kerr-de Sitter-like
class.

The function W goes to zero as ζ2 while Ξ and Π take finite and smooth limits (cf. (5.2) and
(5.2)). We therefore introduce the following limit quantities

W ′ := lim
ζ→0

ζ−2W =

p+1∑

i=1

β2i , Ξ′ := lim
ζ→0

Ξ =

p+1∑

i=1

λb2i β
2
i

1 + ρ′2b2i
, Π′ = lim

ζ→0
Π =

q∏

j=1

(1 + ρ′2b2j).

On the other hand, by (5.2), the terms of k̃ in dρ and dφi tend to zero with ζ, while the term in
dt goes with ζ2. Hence we set

k̃′ := lim
ζ→0

ζ−1k̃ =
Ξ′

λ
dρ′ −

q∑

i=1

biβ
2
i dφi,

and the redefinition of mass M ′ = ζnM absorbs the zero of k̃ ⊗ k̃ and that of ρn−2 = ζn−2ρ′ in
H̃ k̃ ⊗ k̃ (cf. (5.2)). Thus, the limit metric has the Kerr-Schild form

g̃′ = g̃′dS + H̃′k̃′ ⊗ k̃′, H̃′ =
2M ′ρ′n−2

Π′Ξ′ , M ′ ∈ R (63)

with

g̃′dS =
λW ′

ρ′2
dt2 − Ξ′

λ

dρ′2

ρ′2
+

q∑

i=1

1 + ρ′2b2i
ρ′2

(
dβ2i + β2i dφ

2
i

)
− 1

W ′ρ′2
dW ′2

4
. (64)

One can easily check that the original de Sitter metric g̃dS in (5.2), written in primed coordinates
is C2 in ζ. Hence, by the above argument g̃′dS (cf. (5.2)), the limit metric (5.3.1), is (locally)
isometric to de Sitter.

5Sufficient differentiability is necessary in order to make sure that the background metric is de Sitter in the
limit. W.l.o.g. we can assumme smooth dependence on ζ as we only want to allow vanishing values in the limit.
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Consider the conformal extension g′ = ρ′2g̃′. The boundary metric induced by g′ coincides
with the one induced by g̃′dS , which is

γ′ = ρ′2g̃′dS |I = λW ′dt2 +
q∑

i=1

(
dβ2i + β2i dφ

2
i

)
− 1

W ′
dW ′2

4
,

and coincides with the limit limζ→0 ζ
−2γ of γ given by (5.2) using the coordinates {βi}. As g̃dS

is locally isometric to de Sitter, γ′ must be locally conformally flat.
To calculate the electric part of the rescaled Weyl tensor, we use formula (3.4), after which

it follows

D = ρ′n−2C⊥|I = −λn(n− 2)M ′
(
ξ′ ⊗ ξ′ −

|ξ′|2γ′

n
γ′
)
,

where ξ′ is the projection of k̃′ onto I

ξ′ = −
q∑

i=1

biβ
2
i dφi =⇒ ξ′ = −

q∑

i=1

bi∂φi
.

This is obviously a (conformal) Killing vector field of γ′. Therefore, the metric (5.3.1) is in
the Kerr-de Sitter-like class. To calculate the conformal class of ξ, we find an explicitly flat
representative in [γ′]. It is a matter of direct computation to check that the coordinate change6

xi =
e
√
λt

√
W ′βi cosφi, yi =

e
√
λt

√
W ′βi sinφi,

brings the metric γ′ into the form

γ′ =
W ′

e2
√
λt

q∑

i=1

(
dx2i + dy2i

)
.

Hence γE := e2
√
λtW−1γ is flat and ξ′ is in Cartesian coordinates {xi, yi}:

ξ′ = −
q∑

i=1

bi(xi∂yi − yi∂xi).

Thus, ξ is the sum of generators of rotations within q different orthogonal planes. Its correspond-
ing skew-symmetric endomorphism of M1,n+1, with respect to an orthogonal unit basis {eα}n+1

α=0

with e0 timelike, can be directly calculated from (5.1):

F (ξ) =

(
0 0
0 0

) q⊕

i=1

(
0 −bi
bi 0

)
. (65)

The orthogonal sum of two-dimensional blocks is adapted to the decomposition

M
1,n+1 = Π0

q⊕

i=1

Πi

where Π0 = span{e0, e1} and Πi = span{e2i, e2i+1} are F -invariant planes. The causal char-
acter of kerF (ξ) is evidently timelike because e0 ∈ kerF (ξ) and the polynomial QF 2 is also
straightforwardly computable from the block form (5.3.1)

QF 2(x) =

q∏

i=1

(x− b2i ).

6This coordinate change is inspired from the Kerr-de Sitter case, worked out in [29].
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Then, permuting the indices i so that the rotation parameters b2i appear in decreasing order
b21 ≥ · · · ≥ b2q , and applying Proposition 5.1, the conformal class of ξ is defined by the parameters

{−µ2t = 0, µ2s = b21;µ
2
1 = b22, · · · , µ2p = b2q}.

In consequence, for bis taking arbitrary values, this family covers every point in every region

R(n,m)
+ of the quotient CKill(En)/ConfLoc(En), where m is the number of vanishing bis.

5.3.2 Generalized {ai → ∞}-limit Kerr-de Sitter.

In this subsection we perform the limits that cover the regions R(n,m)
0 of the quotient CKill(En)/

ConfLoc(En). In this case, the limits are achieved by absorbing ζ in the t coordinate, i.e. defining
t′ = ζ−1t, so that the limit vector field ξ′ = limζ→0 ξζ has a non-zero term in ∂t′ . It turns out that
these limits lie in the Kerr-de Sitter-like class provided that the Kerr-de Sitter metric from which
they are calculated have one rotation parameter vanishing. Otherwise the limit of the boundary
metric is degenerate. Thus we will assume that aq = 0. We name the limit spacetimes obtained
in this way {ai → ∞}-limit-Kerr-de Sitter because the conformal class that characterizes them
is similar to the n = 3 case [25].

Consider the de Sitter metric (5.2) with the change of coordinates

ρ = ζρ′, t = ζt′, φq = ζΦ, α̂i = ζβi (i = 1, · · · , p),

where note that the coordinate α̂q and the angles φi (i = 1, ..., p) remain unaltered. In addition,
let us redefine the parameters

M =M ′ζn, ai = ζ−1bi (i = 1, · · · , p).

By (5.2), the coordinates {βi, α̂q} satisfy in the limit ζ → 0:

α̂2
q +

p∑

i=1

λb2i β
2
i = 1. (66)

The limits of Π and W , Ξ are obtained immediately from (5.2) and (5.2) respectively. They are

Π′ = lim
ζ→0

Π =

p∏

j=1

(1 + ρ′2b2j), W ′ = lim
ζ→0

W = α̂2
q , Ξ′ = lim

ζ→0
Ξ = α̂2

q +

p∑

i=1

λb2i
1 + ρ′2b2i

β2i .

In addition from (5.2) and (5.2) and the redefinitions above it follows

H̃′k̃′ ⊗ k̃′ := lim
ζ→0

Hk̃ ⊗ k̃ =
2M ′

Π′Ξ′ρ
′n−2

︸ ︷︷ ︸
=:H̃′

(
W ′dt′ +

Ξ′

λ
dρ′ −

p∑

i=1

biβ
2
i dφi

︸ ︷︷ ︸
=:k̃′

)2
.

Before taking the limit, we rewrite the de Sitter metric (5.2) in the new coordinates and
separate the terms multiplying dα̂q

g̃dS = −W (ζ2ρ′2 − λ)

ρ′2
dt′2 +

Ξ

ζ2ρ′2 − λ

dρ′2

ρ′2
+

1

ζ2ρ′2
(
dα̂2

q + α̂2
qζ

2dΦ2
)
+

p∑

i=1

1 + ρ′2b2i
ρ′2

(
dβ2i + β2i dφ

2
i

)

+
(ζ2ρ′2 − λ)

λWζ2ρ′2

(
α̂qdα̂q + ζ2

p∑

i=1

βidβi

)2

, (67)
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with

W = α̂2
q + ζ2

p∑

i=1

β2i , Ξ = α̂2
q +

p∑

i=1

ζ2 + λb2i
1 + ρ′2b2i

β2i .

Only the terms involving dα̂q are troublesome in the limit ζ → 0. Let us gather them to get

g(αq) :=
1

ρ′2ζ2
dα̂2

q +
(ζ2ρ′2 − λ)

λWζ2ρ′2

(
α̂qdα̂q + ζ2

p∑

i=1

βidβi

)2

=
1

ζ2ρ′2

(
1 +

(ζ2ρ′2 − λ)α̂2
q

λW

)
dα̂2

q

+
(ζ2ρ′2 − λ)

λWζ2ρ′2


ζ4

(
p∑

i=1

βidβi

)2

+ 2ζ2α̂qdα̂q

(
p∑

i=1

βidβi

)
 .

Writting W in coordinates {βi, α̂q}, the term in dα̂2
q takes the limit

lim
ζ→0

1

ζ2ρ′2

(
1 +

(ζ2ρ′2 − λ)α̂2
q

λW

)
dα̂2

q = lim
ζ→0

λζ2
(∑p

i=1 β
2
i

)
+ ζ2ρ′2α̂2

q

ζ2ρ′2λ(α̂2
q + ζ2

∑p
i=1 β

2
i )

dα̂2
q =

1

λ
+

∑p
i=1 β

2
i

ρ′2α̂2
q

,

while the limit of the last two terms is direct

lim
ζ→0

(ζ2ρ′2 − λ)

λWζ2ρ′2


ζ4

(
p∑

i=1

βidβi

)2

+ 2ζ2α̂qdα̂q

(
p∑

i=1

βidβi

)
 = − 2dα̂q

ρ′2α̂q

(
p∑

i=1

βidβi

)
.

Thus, the limit ζ → 0 of (5.3.2) is

g̃′dS =
λα̂2

q

ρ′2
dt′2 − Ξ′

λ

dρ′2

ρ′2
+
α̂2
qdΦ

2

ρ′2
+

p∑

i=1

1 + ρ′2b2i
ρ′2

(
dβ2i + β2i dφ

2
i

)
+

(
1

λ
+

∑p
i=1 β

2
i

ρ′2α̂2
q

)
dα̂2

q −
2dα̂q

ρ′2α̂q

(
p∑

i=1

βidβi

)
,

where we have already substituted W ′ = α̂2
q . From the argument above (cf. (5.2)) g̃′dS is locally

isometric to de Sitter. Thus, we have all the ingredients to build up the limit Kerr-Schild metric,
namely

g̃′ = g̃′dS + H̃′k̃′ ⊗ k̃′, H̃′ =
2M ′ρ′n−2

Π′Ξ′ , M ′ ∈ R.

We now calculate the asymptotic structure and verify that indeed, these spacetimes corre-

spond to the regions R(n,m)
0 in the space of orbits. The boundary metric is

γ′ = ρ′2g̃′|I = λα̂2
qdt

′2 + α̂2
qdΦ

2 +

p∑

i=1

(
dβ2i + β2i dφ

2
i

)
+

(
p∑

i=1

β2i

)
dα̂2

q

α̂2
q

− 2dα̂q

α̂q

(
p∑

i=1

βidβi

)
.(68)

As usual, the TT tensor Dξ′ is directly calculated with equation (3.4)

D = ρ′n−2C⊥|I = −λn(n− 2)M ′
(
ξ′ ⊗ ξ′ −

|ξ′|2γ′

n
γ′
)
,

where ξ′ is the projection of k̃′ onto I

ξ′ = α̂2
qdt

′ −
p∑

i=1

biβ
2
i dφi =⇒ ξ′ =

1

λ
∂t′ −

p∑

i=1

bi∂φi
.
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To calculate the conformal class of ξ′, we look for a flat representative in [γ′] written in Cartesian
cordinates. It turns out to be useful to scale the coordinates {βi}pi=1 as

β̃i =
βi
α̂q
.

Replacing βi = β̃iα̂q and dβi = α̂qdβ̃i + β̃idα̂q in equation (5.3.2), all terms in dα̂q cancel out
and we are left with the expression

γ′ = α̂2
q

(
λdt′2 + dΦ2 +

p∑

i=1

(
dβ̃2i + β̃2i dφ

2
i

))
.

This determines a flat representative γE := α̂−2
q γ′, where by (5.3.2), α̂q is written explictly in

terms of {β̃i} as α̂2
q = (1+ λ

∑p
i=1 b

2
i β̃

2
i )

−1. The set {τ := λ1/2t′,Φ, xi := β̃i cosφi, yi := β̃i sinφi}
define Cartesian coordinates for γ′, into which vector field ξ′ reads

ξ′ =
1

λ1/2
∂τ −

p∑

i=1

bi(xi∂yi − yi∂xi),

i.e. is the sum of translation along the coordinate τ plus the sum of p independent orthogonal
rotations. Its correspoding skew-symmetric endomorphism of M1,n+1 is by (5.1)

F (ξ) =




0 0 λ−1/2

2 0

0 0 −λ−1/2

2 0
λ−1/2

2
λ−1/2

2 0 0
0 0 0 0




p⊕

i=1

(
0 −bi
bi 0

)
(69)

in an orthogonal unit basis {eα}n+1
α=0 with e0 timelike. Similar to subsection 5.3.1, the direct sum

(5.3.2) is adapted to the decomposition

M
1,n+1 = M

1,3
p⊕

i=1

Πi,

where M
1,3 = span{e0, e1, e2, e3} and Πi = span{e2(i+1), e2(i+1)+1} are F -invariant subspaces.

The causal character of kerF (ξ′) is determined by the causal character of kerF (ξ′)|M1,3 , because
every non-spacelike vector v ∈ kerF (ξ′) must have non-zero projection v0 ∈ M

1,3 with v0 ∈
kerF (ξ′)|M1,3 . It is immediate to calculate kerF (ξ′)|M1,3 = span{e0 − e1, e3}, where e0 − e1 is a
null vector in kerF (ξ′), thus kerF (ξ′) is degenerate. The polynomial QF 2 is by direct calculation

QF 2 = x2
p∏

i=1

(x− b2i ).

This, by Proposition 5.1, gives the parameters for the conformal class of ξ′

{−µ2t = 0, µ2s = 0;µ21 = b21, · · · , µ2p = b2p}.

This collection of conformal classes covers every point in every region R(n,m)
0 , where m is the

number of zero bi parameters.
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5.4 Limits n-odd

One major difference between the n odd and even cases is that, only when n is even the region

R(n,0)
− (namely the portion corresponding to Kerr-de Sitter with none of the rotation parameters

vanishing) admits limit in the whole of CKill(En)/ConfLoc(En) (cf. Proposition 5.2). This is
what allowed us to construct all spacetimes in the Kerr-de Sitter-like class directly as limits of

Kerr-de Sitter in subsection 5.3. In the n odd case, no sequence in R(n,0)
− takes limit at R(n,0)

+

and viceversa, because they are disjoint and open subspaces by Proposition 5.2. In subsection
5.4.1 we deal with this issue by constructing, using analytic continuation of Kerr-de Sitter, the

set spacetimes whose CKVF class corresponds to R(n,0)
+ . To do this, we define a Wick rotation in

arbitrary n+1 even dimensions (generalizing the transformation in [22]). We name the resulting
family Wick-rotated-Kerr-de Sitter, in analogy with the n = 3 case in [24]. From these, all

spacetimes in R(n,m)
+ can be obtained easily. Subection 5.4.2 is devoted to finding the spacetimes

whose CKVF class corresponds to R(n,m)
0 . These are obtained by performing limits to Kerr-de

Sitter, similar to those in subsection 5.3.2.

5.4.1 Generalized Wick-rotated

Let now n be odd and let us consider the Kerr-de Sitter metric with none of the rotation param-
eters ai equal to zero. The generalization of the Wick rotation is given by the following complex
coordinate transformation

t = it′, ρ = iρ′ α̂i = iβi i = 1, · · · , p, (70)

with t′, ρ′, βi ∈ R, and the redefinition of parameters

ai = −ibi M = (−1)
n+1

2 iM ′, M ′ ∈ R.

Note that the only the first p α̂i coordinates have been “rotated”. Introducing βp+1 := α̂p+1,
(5.2) gives:

β2p+1 −
p∑

i=1

(1− λb2i )β
2
i = 1.

By performing the Wick rotation (5.4.1), the functions W , Ξ in (5.2) and Π in (5.2) are now
redefined

W ′ := β2p+1 −
p∑

i=1

β2i Ξ′ := β2p+1 −
p∑

i=1

1− λb2i
1 + ρ′2b2i

β2i , Π′ =
p∏

j=1

(1 + ρ′2b2j ). (71)

The spacetime metric is given by

g̃′ = g̃′dS + H̃′k̃′ ⊗ k̃, H̃′ =
2M ′ρ′n−2

Π′Ξ′ M ′ ∈ R

with

g̃′dS =W ′ (ρ
′2 + λ)

ρ′2
dt′2 − Ξ′

ρ′2 + λ

dρ′2

ρ′2
−

dβ2p+1

ρ′2

+

p∑

i=1

1 + ρ′2b2i
ρ′2

(
dβ2i + β2i dφ

2
i

)
+

(ρ′2 + λ)

λW ′ρ′2
dW ′2

4
, (72)

k̃ :=

(
W ′dt̃′ +

Ξ′

ρ′2 + λ
dρ′ −

p∑

i=1

biβ
2
i dφi

)
.
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The domain of definition of the coordinates is t′, ρ′ ∈ R, and the φi ∈ [0, 2π) are still angles.
Moreover, β2p+1 > 0, and {βi}pi=1 are restricted to a sufficiently small neighbourhood of {βi =
0}pi=1 so that W ′,Ξ′ are positive (see (5.4.1)). With this restriction of the coordinates, vanishing
values of the bi parameters are allowed.

The signature is not necessarily preserved after a Wick rotation, so we still need to prove
that the Wick-rotated Kerr-de Sitter metrics are Lorentzian. They are obviously Λ > 0-vacuum
Einstein because we have only performed a (complex) change of coordinates. From the Einstein
equations and positivity of the cosmological constant, it follows that the boundary metric is
positive definite if and only if the spacetime metric is Lorentzian in a neighbourhood of I . In
addition, note that the boundary metric induced by g̃′ is the same as the one induced by g̃′dS .
Moreover, g̃′dS is clearly Einstein of constant curvature. Thus, proving that γ′ is positive definite,
in turn, also proves that g̃′dS is Lorentzian and therefore locally isometric to de Sitter.

The metric induced at I is, directly from (5.4.1),

γ′ =W ′λdt′2 − dβ2p+1 +

p∑

i=1

(
dβ2i + β2i dφ

2
i

)
+

1

W ′
dW ′2

4
. (73)

The explicitly conformally flat form is obtained under the change of coordinates

β̃i =
βi

W ′1/2 , i = 1, · · · , p+ 1 (74)

Observe that by redefining all the p+ 1 coordinates we now have

W ′ = β2p+1 −
p∑

i=1

β2i =W ′(β̃2p+1 −
p∑

i=1

β̃2i ) =⇒ β̃2p+1 −
p∑

i=1

β̃2i = 1

and

W ′β̃2p+1 = β2p+1 = 1 +

p∑

i=1

(1− λb2i )β
2
i = 1 +W ′

p∑

i=1

(1− λb2i )β̃
2
i

=⇒ W ′ =
1

1 +
∑p

i=1 λb
2
i β̃

2
i

.

Inserting the coordinate change (5.4.1) into (5.4.1) gives

γ′ =W ′
(
λdt′2 − dβ̃2p+1 +

p∑

i=1

(
dβ̃2i + β̃2i dφ

2
i

))
.

From this expression it already follows that γ′ is Riemannian, because the restriction {t′ = const.}
defines a spacelike hyperboloid in a (p+ 1)- dimensional Minkowski space. More specifically, let
us introduce the parametrization

β̃p+1 = coshχ, β̃i = νi sinhχ, i = 1, · · · , p, with

p∑

i=1

ν2i = 1,

so that
γ′ =W ′ (λdt′2 + dχ2 + sinh2 χ γSn−2

)
,

where

γSn−2 :=

p∑

i=1

(
dν2i + ν2i dφ

2
i

)
|∑p

i=1
ν2i =1
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is an (n− 2)-dimensional spherical metric. Finally, defining the coordinates

z :=
sin

√
λt′

cos
√
λt′ + coshχ

xi :=
sinhχ

cos
√
λt′ + coshχ

νi cosφi, yi :=
sinhχ

cos
√
λt′ + coshχ

νi sinφi

for i = 1, · · · , p, one has

γE :=
1

W ′(cos
√
λt′ + coshχ)2

γ′ = dz2 +

p∑

i=1

(
dx2i + dy2i

)
.

Thus γE is a flat representative γE ∈ [γ′] and {z, xi, yi} are Cartesian coordinates of γE .
We continue by calculating the electric part of the rescaled Weyl tensor at I . As usual, the

expression follows from formula (3.4). We give it first in coordinates {t′, ρ′, βi, φi} :

Dξ′ = ρ′n−2C⊥|I = −λn(n− 2)M ′
(
ξ′ ⊗ ξ′ −

|ξ′|2γ′

n
γ′
)
,

where ξ′ is the projection of k̃′ onto I

ξ′ =W ′dt′ −
p∑

i=1

biβ
2
i dφi =⇒ ξ′ =

1

λ
∂t′ −

q∑

i=1

bi∂φi
.

To express ξ′ in Cartesian coordinates {z, {xi, yi}pi=1}, firstly observe

∂z

∂t′
=

√
λ

cos
√
λt′(cos

√
λt′ + coshχ) + sin2

√
λt′

(cos
√
λt′ + coshχ)2

=
√
λ

(
1

2
− 1

2
+

1 + cos
√
λt′ coshχ

(cos
√
λt′ + coshχ)2

)

=

√
λ

2
+

√
λ

2

(
z2 −

p∑

i=1

(x2i + y2i )

)
,

and it is also straightforward that

∂xi
∂t′

=
√
λzxi,

∂yi
∂t′

=
√
λzyi.

Then

∂t =
∂z

∂t
∂z +

p∑

i=1

(
∂xi
∂t

∂xi +
∂yi
∂t
∂yi

)
=

√
λ

2

(
1 + z2 −

p∑

i=1

(x2i + y2i )

)
∂z +

√
λz

p∑

i=1

(xi∂xi + yi∂yi)

and on the other hand

∂φi
=
∂xi
∂φi

∂xi +
∂yi
∂φi

∂yi = xi∂yi − yi∂xi .

Therefore

ξ =
1

2
√
λ

(
1 + z2 −

p∑

i=1

(x2i + y2i )

)
∂z +

z√
λ

p∑

i=1

(xi∂xi + yi∂yi)−
p∑

i=1

bi(xi∂yi − yi∂xi). (75)

Denoting the coordinates as {XA}nA=1 := {z, {xi, yi}pi=1}, ξ′ is a CKVF with aA = δA1λ
−1/2, bA =

aA/2, plus a sum of orthogonal rotations with parameters bi. The associated skew-symmetric
endomorphism of M1,n+1 is directly computable from expression (5.4.1) and (5.1)

F (ξ) =




0 0 −3λ−1/2

4

0 0 −5λ−1/2

4

−3λ−1/2

4
5λ−1/2

4 0




p⊕

i=1

(
0 −bi
bi 0

)
. (76)
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F (ξ) is referred to an orthogonal unit basis {eα}n+1
α=0 with e0 timelike and as in the previous

sections the direct sum (5.4.1) is adapted to the decomposition

M
1,n+1 = M

1,2
p⊕

i=1

Πi

where M
1,2 = span{e0, e1, e2} and Πi = span{e2i+1, e2(i+1)} are F -invariant subspaces. The

causal character of kerF (ξ) is straightforwardly determined by checking that v := 5e0 + 3e1 is
timelike and that it belongs to kerF (ξ). Thus kerF (ξ) is timelike.

On the other hand, the polynomial QF 2 is

QF 2(x) = (x− 1

λ
)

p∏

i=1

(x− b2i ) =

p∏

i=0

(x− b2i )

where for the last equality we have set b20 := 1/λ. Now let {b̃i}pi=0 the parameters bi sorted in

decreasing order b̃20 ≥ · · · ≥ b̃2p. Then by Proposition 5.1, the conformal class of ξ is given by

{σ = b̃20;µ
2
1 = b̃21, · · · , µ2p = b̃2p}. Note that the value of one of the parameters is 1/

√
λ, so it is

a priori fixed. To cover the whole the space of parameters R(n,m)
+ , we must consider the scaling

freedom of ξ, just like we explained in the case of Kerr-de Sitter. Taking this into account, this

family of metrics covers every point in all the regions R(n,m)
+ in the space of conformal classes.

5.4.2 Generalized {ai → ∞}-limit Kerr-de Sitter.

In this subsection we calculate the remaining family of metrics which completes the Kerr-de Sitter-

like class for n odd, i.e. those corresponding to the regions R(n,m)
0 in the space of conformal

classes. Analogously to the case of n even (cf. subsection 5.3.2), these are called generalized
{ai → ∞}-limit Kerr-de Sitter, also extending the definition in [25].

Contrary to the n even case, if n is odd we obtain a good limit from Kerr-de Sitter with none
of the rotation parameters initially vanishing. The reason is that having only p non-vanishing
rotation parameters ai = ζ−1bi (i = 1, · · · , p) (recall that ap+1 = 0 was defined for notational
reasons) the function W remains finite in the limit limζ→0W = α2

p+1 if we scale the first p

coordinates α̂i = ζβi. Thus, γζ = ζ−2γ and ξζ both admit a finite limit ζ → 0, as soon as the
coordinate t is rescaled to t = ζt′ (see subsection 5.3.2 for comparison).

Consider the de Sitter metric (5.2) with the change of coordinates

ρ = ζρ′, t = ζt′, α̂i = ζβi (i = 1, · · · , p), (77)

where notice that α̂p+1 has not been scaled. Also consider the redefinition of parameters

M =M ′ζn, ai = ζ−1bi (i = 1, · · · , p). (78)

Unlike in the n even case, no φ angle is associated to α̂p+1, so there is no need the rescale any
of the φi coordinates. All calculations are analogous to those in subsection 5.3.2, so we provide
here less detail.

First, the scaled coordinates {βi}pi=1 and α̂p+1 satisfy when ζ → 0

α̂2
p+1 +

p∑

i=1

λb2iβ
2
i = 1.

The functions W , Ξ (cf. (5.2)) and Π (cf. (5.2)) take the limit

W ′ := lim
ζ→0

W = α̂2
p+1, Ξ′ := lim

ζ→0
Ξ := α̂2

p+1 +

p∑

i=1

λb2iβ
2
i

1 + ρ′2b2i
, Π′ =

p∏

j=1

(1 + ρ′2b2j).
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The limit of the term H̃ k̃ ⊗ k̃ present no difficulties since the scalings defined in (5.4.2) and
(5.4.2) compensate each other so that no divergences appear. Then

H̃′k̃′ ⊗ k̃′ := lim
ζ→0

Hk̃ ⊗ k̃ =
2M ′

Π′Ξ′ρ
′n−2

︸ ︷︷ ︸
=:H̃′

(
W ′dt′ +

Ξ′

λ
dρ′ −

p∑

i=1

biβ
2
i dφi

︸ ︷︷ ︸
=:k̃′

)2
.

For the de Sitter background (5.2) a computation analogous to the case of n even shows that the
terms in dα̂p+1 do not diverge. In fact, the limit of de Sitter as ζ → 0 is

g̃′dS =
λα̂2

p+1

ρ′2
dt′2 − Ξ′

λ

dρ′2

ρ′2
+

p∑

i=1

1 + ρ′2b2i
ρ′2

(
dβ2i + β2i dφ

2
i

)
+

(
1

λ
+

∑p
i=1 β

2
i

ρ′2α̂2
p+1

)
dα̂2

p+1 −
2

ρ′2
dα̂p+1

α̂p+1

(
p∑

i=1

βidβi

)
.

The limit metric is thus

g̃′ = g̃′dS + H̃′k̃′ ⊗ k̃′, H̃′ =
2M ′ρ′n−2

Π′Ξ′ , M ′ ∈ R.

In addition, g̃′dS must be locally isometric to de Sitter, because the metric g̃dS is C2 in ζ (up to
and including ζ = 0) when written in the primed coordinates.

We next analyze the asymptotic structure. First, the boundary metric

γ′ = λα̂2
p+1dt

′2 +
p∑

i=1

(
dβ2i + β2i dφ

2
i

)
+

(
p∑

i=1

β2i

)
dα̂2

p+1

α̂2
p+1

− 2
dα̂p+1

α̂p+1

(
p∑

i=1

βidβi

)
,

which is explicitly conformally flat in coordinates

β̃i =
βi
α̂p+1

, i = 1, · · · , p

because

γ′ = α̂2
p+1

(
λdt′2 +

p∑

i=1

(
dβ̃2i + β̃2i dφ

2
i

))
.

This also determines a flat representative γE := α̂−2
p+1γ

′ with Cartesian coordinates {τ :=√
λt′, xi := β̃i cosφi, yi := β̃i sinφi}.
The electric part of the rescaled Weyl tensor D follows from equation (3.4)

Dξ′ = ρn−2C⊥|I = −λn(n− 2)M ′
(
ξ′ ⊗ ξ′ −

|ξ′|2γ′

n
γ′
)
,

where

ξ′ = α̂2
p+1dt

′ −
p∑

i=1

biβ
2
i dφi =⇒ ξ′ =

1

λ
∂t′ −

p∑

i=1

bi∂φi
,

which in Cartesian coordinates is simply

ξ′ =
1

λ1/2
∂τ −

p∑

i=1

bi(xi∂yi − yi∂xi).
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Letting {XA}nA=1 := {τ, {xi, yi}pi=1}, the skew-symmetric endomorphism of M1,n+1 associated to
ξ′ is by (5.1)

F (ξ) =




0 0 λ−1/2

2

0 0 −λ−1/2

2
λ−1/2

2
λ−1/2

2 0




p⊕

i=1

(
0 −bi
bi 0

)
(79)

referred to an orthogonal unit basis {eα}n+1
α=0 with e0 timelike. The direct sum (5.4.2) is adapted

to the decomposition

M
1,n+1 = M

1,2
p⊕

i=1

Πi

where M
1,2 = span{e0, e1, e2} and Πi = span{e2i+1, e2(i+1)} are F -invariant subspaces. For

analogous reasons than in the n even case, kerF (ξ′) is degenerate. The polynomial QF 2 is

QF 2 = x

p∏

i=1

(x− b2i ),

and by Proposition 5.1, the parameters determining the conformal class of ξ′ are

{σ = 0;µ21 = b21, · · · , µ2p = b2p}.

Hence, this set of conformal classes covers every point in every region R(n,m)
0 .
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A Local conformal transformations and local conformal flatness

The conformal diffeomorphisms of a manifold (Σ, γ) need not to be globally defined. This is
well-known in the case of En (e.g. [38]), where for every Möbius transformation two points must
be removed. This raises a difficulty for establishing conformal equivalences of global objects,
such as global vector fields, because if φ is only defined in an open neighbourhood φ : U → Σ,
any conformal relation between vector fields must be restricted to U and φ(U). In the particular
case of locally conformally flat manifolds we can use the conformal sphere as a reference to make
these relations global.

Following [44], we define:

Definition A.1. A Riemannian n-manifold (Σ, γ) is locally conformally flat if there exists
an open cover {Va} of Σ and a collection of conformal maps {χa} from Va to the n-sphere,
χa : Va → S

n. The set of pairs {Va, χa} is called a conformal cover. A conformal cover
{Va, χa} is said to be maximal if every possible conformal map χb : Vb → S

n of a domain
Vb ⊂ Σ is contained in {Va, χa}.

Observe that a maximal conformal cover {Va, χa} of (Σ, γ) can always be constructed as the
union of every conformal cover. It is also clear that the maximal cover is unique. Ee next prove
that the maximal conformal cover provides a cover of the sphere:

Lemma A.1. Given the maximal conformal cover {Va, χa} of a locally conformally flat manifold
(Σ, γ), the images {Wa := Va(χa)} are a cover of Sn.

Proof. The group of diffeomorphisms Conf(Sn) acts transitively on the sphere (note that it con-
tains SO(n)). As a consequence, given any (Vb, χb) ∈ {Va, χa} the set of all neighourboods
(ψ ◦ χb)(Vb) generated with every ψ ∈ Conf(Sn) covers S

n. Now, since every χ′
b := ψ ◦ χb is

a conformal map from Vb to S
n, it must be contained in the maximal cover and the lemma

follows.

From now on, we shall assume that every locally conformally flat manifold (Σ, γ) is endowed
with its maximal conformal cover. Next, we define the local conformal transformations of (Σ, γ)
as follows

Definition A.2. A map φ : U → Σ, where U ⊂ Σ is an open set, is called a local diffeomor-
phism of Σ if φ is a diffeomorphism of U onto its image. The set ConfLoc(Σ, γ) is the set of
local diffeomorphisms such that φ⋆(γ|φ(U)) = ω2γ

∣∣
U , for a positive smooth function on U . The

set Conf(Σ, γ) is the set of global diffeomorphisms such that φ⋆(γ|φ(Σ)) = ω2γ
∣∣
Σ
, for a positive

smooth function on Σ

Remark A.1. In the following discussion, global extendability of the conformal transformations
and CKVFs of the n-sphere will be key. This property is true for every conformal transforma-
tion and CKVF of Sn and dimension n > 2 [4]. For n = 2, S

2 admits non-global conformal
transformations, as an indirect consequence of its complex structure. In a locally conformally flat
2-manifold (Σ, γ), the non-global conformal transformations of S2 as well as the global confor-
mal transformations Conf(S2), induce transformations of ConfLoc(Σ, γ) which are not a priori
distinguishable. Nevertheless, this is a unique feature of S2 [5] (see also [4]), so to avoid this
difficulty, we shall restrict ourselves to the n > 2 case here.

Let (Σ, γ) be a locally conformally flat manifold. We want to establish a relationship between
ConfLoc(Σ, γ) and Conf(Sn). We start by showing that to each transformation ψ ∈ Conf(Sn) one
can associate maps φ ∈ ConfLoc(Σ, γ). Choose a conformal map χb : Vb → S

n. As a consequence
of Lemma A.1 and restricting Vb if necessary, the image ψ(χb(Vb)) lies in the image of some
map χc in the maximal cover. Then φ := χ−1

c ◦ ψ ◦ χb is clearly an element of ConfLoc(Σ, γ)
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Figure 1: Relation between elements φ ∈ ConfLoc(Σ, γ) and ψ ∈ Conf(Sn).

(Figure 1). One can construct as many elements of ConfLoc(Σ, γ) as conformal maps χc exist in
the maximal cover satisfying the required condition. Also, observe that the transitivity property
of Conf(Sn) induces a transitivity property in ConfLoc(Σ, γ) in the sense that the map φ can
always be constructed so that φ(p) = q for any two given points p, q ∈ Σ. Indeed, such φ can be
constructed from any ψ ∈ Conf(Sn) satsifying ψ(χb(p)) = χc(q).

Conversely, to each φ ∈ ConfLoc(Σ, γ) defined in a neighbourhood U ⊂ Σ, one can locally
associate a map ψ. Let (Vb, χb) and (Vc, χc) belong to the maximal conformal cover {Va, χa} of Σ
and satisfy that the intersections U ∩Vb and φ(U)∩Vc are non-empty. The map ψ := χc ◦φ◦χ−1

b
is well-defined on χb(U ∩ Vb) ⊂ S

n and it is obviously a conformal map. It is a fundamental
property of the conformal group of the sphere [38], that there always exists a unique element
ψ ∈ Conf(Sn) extending the previous map to the whole sphere. As before, the assingment of a
given element φ ∈ ConfLoc(Σ, γ) to an element of Conf(Sn) is highly non-unique. Thus, there is
no one-to-one correspondence between ConfLoc(Σ, γ) and Conf(Sn). However, as we show next
this correspondence provides a useful notion of conformal class for (local) conformal vector fields
in (Σ, γ).

Before doing this, let us discuss the case of ConfLoc(En). Recall that a map φ ∈ ConfLoc(En),
constructed from a ψ ∈ Conf(Sn), defines a diffeomorphism in E

n minus two points (e.g. [38]).
This follows by relating En and S

n via the stereographic projection w.r.t. to a poleN at a distance
d, StN : Sn\{N} → E

n. Then we define φ := StN ◦ ψ ◦ St−1
N for every ψ ∈ Conf(Sn) is a trans-

formation of ConfLoc(En). When ψ(N) 6= N , the map φ is a so-called Möbius transformation [4]
and takes the explicit form

φ(y) = K
R(y − p1)

|y − p1|2
+ p2, (80)

where K ∈ R
+, R is a rotation and p1, p2 are the points in E

n satisfying N = (ψ ◦ St−1
N )(p1) and

N = (ψ−1 ◦ St−1
N )(p2). This defines a map E

n\{p1} → E
n\{p2}. When ψ(N) = N , φ is an affine

transformation of En, hence a global diffeomorphism. Given an open set U ⊂ E
n the elements of

ConfLoc(Σ, γEn) whose domain is U are precisely the collection of Möbius transformations (A)
satisfying p1, p2 ∈ E

n \ U , together with the set of all affine transformations.
We have now the necessary tools to define the notion of conformal class of CKVFs. We define:

Definition A.3. Let ξ be a CKVF of a Riemannian manifold (Σ, γ). The conformal class of
ξ is the set of all CKVFs ξ′ defined in some non-empty open neighbourhood U and generated by
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an element φ ∈ ConfLoc(Σ, γ) whose domain is U . Specifically, it consists of all fields φ⋆(ξ|U ) =
ξ′|φ(U). A conformal class is said to be global if U = φ(U) = Σ.

This definition is local, and nothing guarantees that ξ′ can be extended to a global CKVF in
Σ. However, when Σ is locally conformally flat, we can show that there is a precise sense in which
this local conformal class can be put in a one-to-one correspondance with a global conformal class
in the sphere. We do this next.

Let (Σ, γ) be a locally conformally flat manifold and a global CKVF ξ. Let ξ′ be an element
of the conformal class of ξ and let φ ∈ ConfLoc(Σ, γ) be the map relating them, defined in a
neighbourhood U ⊂ Σ. Let also (Vb, χb) and (Vc, χc) be pairs in the maximal conformal cover of
(Σ, γ) with non-empty intersections U∩Vb and φ(U)∩Vc. Denote their images as Wb = χb(U∩Vb)
and Wc = χc(φ(U) ∩ Vc). One can locally assign CKVFs of Sn in Wb and Wc, through the maps
χb and χc, i.e. ζ := χb⋆(ξ) and ζ ′ := χc⋆(ξ

′). The sphere being simply connected, it follows
easily that ζ, ζ ′ extend uniquely to global CKVFs in the sphere (as each one of them is the
generator of a unique ψ ∈ Conf(Sn) [38]). The vector fields ζ, ζ ′ are locally related by the map
ψ := χc ◦ φ ◦ χ−1

b , which obviously satisfies ψ ∈ Conf(Sn) and we have already mentioned that ψ
extends to an element in Conf(Sn). The relation ψ⋆(ζ) = ζ ′ is global because ψ⋆(ζ) is a CKVF
that equals ζ ′ in Wc, so it must equal ζ ′ everywhere, by the uniqueness of extensions of CKVFs
on the sphere.

The vector field ζ, associated to a given global CKVF ξ of (Σ, γ), depends on the element
(Vb, χb) of the maximal cover used to define it. However, let (Vb, χb) and (Vc, χc) in the maximal
cover have domains with non-empty intersection, i.e. Vb ∩ Vc 6= ∅. In S

n, define the CKVFs of
ζb := χb⋆(ξ) and ζc := χc⋆(ξ). Then, the map ψ := χc ◦ χ−1

b restricted to χb(Vb ∩ Vc) satisfies
ψ⋆(ζb) = ζc. But ψ extends to a global map in Conf(Sn) and, by the argument above, this
relation also extends globally to S

n. Therefore, the vector fields ζb, ζc associated to ξ are in the
same global conformal class of Sn if Vb and Vc intersect. Moreover, if Σ is connected, this is true
even if Vb∩Vc = ∅, because Vb and Vc can be joined through a finite sequence of neighbourhoods7

{Vk}Ki=1 in the maximal cover {Vk, χk}Kk=1 ⊂ {Va, χa} such that Vk ∩ Vk+1 6= ∅ and V1 = Vb

and VK = Vc. In Vk ∩ Vk+1, the map ψk = χ−1
k+1 ◦ χk establishes a conformal map. All such

maps, extended globally in S
n and combined ψ := ψ1 ◦ · · · ◦ψK−1, determine a conformal relation

ζb = ψ⋆(ζc).
Thus, the above discussion shows that all CKVFs in the conformal class of ξ and ξ′ of a

connected, locally conformally flat manifold Σ, determine a unique global conformal class of
CKVF in S

n. The converse is also true because of the following argument. Let (Vb, χb) belong
to the maximal conformal cover and consider ζ = χb⋆(ξ) and ζ ′ = ψ⋆(ζ) for any ψ ∈ Conf(Sn).
Then, as a consequence of Lemma A.1, there exists a pair (Vc, χc) in the maximal conformal cover
such that χc(Vc) ∩ ψ(χb(Vb)) 6= ∅. Hence, in χc(Vc) ∩ ψ(χb(Vb)) the vector field ζ ′ induces, via
χ−1
c , a CKVF ξ′ of γ. By construction, the map φ := χ−1

c ◦ ψ ◦ χb belongs to ConfLoc(Σ, γ) and
satisfies φ⋆(ξ) = ξ′ on a non-empty domain. Thus, ξ′ is in the conformal class of ξ. Summarizing

Proposition A.1. Let (Σ, γ) be a Riemannian, connected and locally conformally flat n-manifold
with n > 2. Then, the conformal classes of CKVF in (Σ, γ) as given in Definition A.3 are in
one-to-one correspondence with global conformal classes of CKVFs of Sn.
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