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A B S T R A C T   

Disastrous losses related to high-flow events have increased dramatically over the past decades largely due to an 
increase in flood-prone regions settlements and shift in hydrological trends largely due to Climate Change. To 
mitigate the societal impact of hydrological and hydraulic extremes, knowledge of the processes leading to these 
extreme events is vital. Hydrological modelling is one of the main tools in this quest for knowledge but comes 
with uncertainties. For that it is necessary to deeply study the impact of hydrological models’ structure on the 
magnitude and timing of extreme rainfall-runoff events. This paper is mainly aimed to show the development of a 
method called “HydroPredicT_Extreme” based on Bayesian Causal Modelling (BCM), a technique within Artificial 
Intelligence (AI). This method may enhance predictive capacity of extreme rainfall-runoff events. “Hydro-
PredicT_Extreme” follows an iterative methodology that comprise 2 main stages. First one comprises a mixed 
graphical/analytical method from Hydrograph. This stage is conditioned by two initial constraints which are, a) 
pluviometry station is representative of hydrograph downstream flow behaviour; b) there must be independence 
of events. This first stage comprises sub-phases such as: 1.1. Calculation of Response Time (RT) through a mixed 
graphical/analytical approach, 1.2 Subtraction of RT from the flow series to remove the Rainfall-Flow delay; 1.3 
Calculation base flow rate; 1.4 Subtraction base-flow from flow series to work on absolute inputs. Second man 
stage is called Bayesian Causal Modelling Translation (BCMT) that comprises the 2.1 Learning, 2.2 Training, 2.3 
Simulation through BCM modelling, 2.4 Sensitivity Analysis-Validation. This whole methodology will become a 
digital application and software that could be extrapolated to several similar case studies. This may be coupled 
with posterior devices for the prevention of catastrophic flood consequences in the form of MultiHazard-Early 
Warning System (MH-EWS) or others.   

1. Introduction 

The most recent studies on Climate Change (CC) project significant 
declines in water resources at global level, with the consequent impacts 
that water scarcity will have at environmental, economic, and social 
level (Zeng et al., 2021). Indeed, most studies forecast an intensification 
of the hydrological cycle, as well as an increase in temperatures and 
precipitations (Hegerl et al., 2019). Furthermore, in recent decades, the 
change of traditional hydrological patterns has already been increas-
ingly more and more evident both worldwide and over a particular 
territory (Berg et al., 2013). This is leading to a worldwide increasing 
climatic variability and of its associated hydrological processes (Molina 

and Zazo, 2018). In addition, the spatio-temporal changes in weather 
patterns are likely to further aggravate the appearance and persistence 
of extreme events (Macian-Sorribes et al., 2020). Consequently, hydro-
logic cycles are being transformed rapidly (Chang et al., 2015), with 
negative consequences also on the spatio-temporal availability of water 
resources (Molina and Zazo, 2018), which may produce significant 
economic losses (Lopez-Nicolas et al., 2017). This global situation is 
highlighted in the increasing occurrence, intensity, magnitude and 
persistence of more unpredict extreme events such as rainfall, flood and 
drought (Marcos-Garcia et al., 2017). 

Numerous studies link these negative effects to CC. Relevant studies 
have already shown a direct relationship among the intensification of 
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hydrological events and CC (O’Gorman, 2015; Marotzke et al., 2017). It 
is well known that CC is present in a large number of processes relating 
to the water cycle such as larger-scale climate structures such as El 
Niño–Southern Oscillation (ENSO); anti-ENSO, also called La Niña; and 
the North Atlantic Oscillation (NAO), hydrologic and hydraulic events 
(floods and droughts), sea level rise and thermal expansion of sea water 
among others (Chang et al., 2015). This worldwide phenomenon is 
closely linked to the effect of global warming (IPCC, 2021), highly 
intensified by anthropogenic actions (Marotzke et al., 2017). O’Gorman 
(2015) suggested that precipitation extremes will be more intense 
because of warming climate. Pfahl et al. (2017) found that the vari-
ability of extreme precipitation between regions may be explained by 
different changes in the strength of local wind patterns. Donat et al. 
(2016) determined that a warming climate will produce an intensifica-
tion of the hydrological cycle which will have consequences for flood 
risk, principally for the world’s dry regions. In this sense, the North 
Atlantic Oscillation is the major cause of seasonal and interdecadal 
variability of atmospheric circulation on the European continent (Qian 
et al., 2000). Therefore, in this global scenario, on one side stationarity 
in hydrological time series (rainfall-runoff-droughts) no longer holds, or 
certainly not as strictly as in historical records (Donat et al., 2016), and 
on the other, climatic variations are not so natural (cyclic) and they are 
increasingly variable (Molina and Zazo, 2018). Hence, non-stationarity 
becomes a normal situation to deal with (Yoo et al., 2012). 

However, not all the reasons that explain this increasing variability 
are brand new. Hence, there is a strong need to have powerful-reliable 
analytical methods to build accurate models that reproduce and fore-
cast the future hydrological behaviour of water resources (Uysal et al., 
2018), and that they are able of capturing the induced and widespread 
effects that these new hydrological phenomena lead to water resource 
availability (Vogel et al., 2018). This is essential not only for planning 
and development of effective water resource management strategies 
(Molina et al., 2019), but also for an optimal dimensioning of hydraulic 
infrastructure (Molina and Zazo, 2018). Indeed, accuracy in these hy-
drological models requires, on the one hand, dealing with the intrinsic 
hydrological time series randomness and, on the other hand, incorpo-
rating the uncertainty of those predictions (Kong et al., 2017). Also, 
there is a growing necessity of new strategies in the field of Early 
Warning and Decision Support Systems (EWS/DSS), which allow: (a) an 
increase of knowledge on temporal and spatio-temporal behaviour of 
the hydrological series (Macian-Sorribes et al., 2020) and (b) extracting 
the logical and non-trivial time-dependency structure (internal organi-
zation of hydrological records) that underlies them (Zazo et al., 2020). 
This internal organization comprises a set of trivial and nontrivial 
(induced and diffused) dependence relationships that explain its general 
temporal behaviour (Hao and Singh, 2016). Other key factors for 
advancing internal knowledge of hydrological time series are the 
growing global demand for water resources and the partial knowledge of 
the underlying relationships in complex natural systems such as water 
systems (Zazo, 2017). Advancing this knowledge is essential for the 
development of effective EWS to help mitigate and adapt to risks and 
damages due to increased climate variability. 

Given the novelty that Bayesian Causal Modelling (BCM) suppose in 
the field of predictive hydrology, the foundations of this AI technique 
need to be highlighted. This novel hydrological approach is based on 
Causality, which has not yet been studied in depth (Macian-Sorribes 
et al., 2020). Causality is mainly characterized by searching reasoning 
patterns under different approaches such as Causal Reasoning (CR), 
Evidential Reasoning and Intercausal Reasoning (Koller and Friedman, 
2009). CR is used when the approach is done from top to bottom. In this 
sense, the analysis is focused on the cause and the objective comprises 
the prediction of the effect or consequence. Consequently, the queries in 
form of conditional probability, where the “downstream” effects of 
various factors are predicted, are instances of causal reasoning or pre-
diction. Evidential Reasoning comprises bottom-up reasoning, so the 
analysis is focused on the consequence (effect) and the cause is inferred 

(Bayesian Inference). For its part, Intercausal Reasoning comprises the 
interaction of different causes for the same effect (Macian-Sorribes et al., 
2020). 

On the other side, and from the works Molina et al. (2016) and Zazo 
(2017) the Causality, addressed in form of CR and supported by 
Bayesian modelling, has started to be applied to the behaviour of rivers 
as BCM (Macian-Sorribes et al., 2020). Under this powerful stochastic 
approach, the hidden logical temporal (in)dependence structure that 
inherently underlies into hydrological series is discovered and high-
lighted (Molina et al., 2019; Zazo et al., 2020). In this sense, BCM has led 
to an active line of research which is characterised by increasing not 
only the temporal but also the spatio-temporal knowledge of the water 
resources of a basin. In Molina and Zazo (2018), for first time, the 
temporally runoff fractions, named Temporally Conditioned Runoff 
(TCR, or fraction due to time) and Non-Conditioned Runoff (TNCR, or 
uninfluenced by time) were discovered and quantified. Molina et al. 
(2019) implemented, based on TCR and TNCR, a novel predictive model. 
Macian-Sorribes et al. (2020) addressed jointly the spatio-temporal 
dependence dimensions of inflows in hydrology through BNs for first 
time. Zazo et al. (2020) explored a hybrid causal–hydrological method 
to reduce the uncertainty of classical rainfall-runoff models. Finally, in 
Molina et al. (2021) described an innovative methodological approach, 
named Hybrid Causal Multivariate Linear Modelling (H-CMLM), which 
goal is empowering and hybridizing the analysis of temporal hydro-
logical records behaviour. 

On the other hand, it is noteworthy to highlight that BCM belongs to 
AI technique based on a Probabilistic Graphical Model (PGM; Pearl, 
1988; Jensen, 1996; Cain, 2001). This provides relevant advantages 
such as no need for priori information of the process and use of raw data 
(Adamowski, 2008; Zounemat-Kermani and Teshnehlab, 2008), its 
usefulness for analysing non-linear physical systems (Aqil et al., 2007), 
ease of defining relationships in complex systems and offering a compact 
representation of the joint probability distribution over sets of random 
variables (Molina et al., 2013). In respect of climate and meteorology are 
concerned, at the European level, while the North and Northeast flood 
frequency tend to be increased, the South and South-East show a sig-
nificant increase in the frequency of droughts (Zazo et al., 2020). This 
situation is leading to redefining the concept of drought and hydrolog-
ical extreme events in general (Macian-Sorribes et al., 2020). This is 
even more serious, when there are already case studies where the situ-
ation is nearly irreversible (Segura Basin a paradigmatic example in 
Iberian Peninsula) (Molina et al., 2013), or water resource systems 
which show significant and alarming evidence of significant change 
(sub-basins of the southern Duero river). 

On the other side, floods are probably one of the most hazardous 
natural event worldwide as well as the one of the main cause of 
numerous human being losses and severe economic damages (Grahn and 
Nyberg, 2017). From the years 2000 to 2012, the European Union 
experienced an average annual damage due to floods of 4.2 billion €, 
which could be increased up to 23.5 billion € by 2050 (Jongman et al., 
2014). In particular, 2013 flood events in central Europe had an esti-
mated cost of 12 billion € (Reynard et al., 2017) and, in Spain, floods are 
the natural hazard that causes the greatest social and economic losses 
(MAGRAMA, 2018) with estimated annual costs of 0.87 billion € pre-
dicted to occur from 2004 to 2033 (Zazo et al., 2018). Under such cir-
cumstances, reducing the flood hazard must be an absolute necessity. 
This is leading society to take protective measures (Zechner et al., 2018), 
which is mainly based on the analysis of the three components inherent 
to a natural hazard: (i) occurrence probability, (ii) level exposure, and 
(iii) vulnerability hazards (Reynard et al., 2017). Traditionally, the 
scientific community had focused its efforts on risk occurrence proba-
bility. However, recently, the focus is shifting to risk consequences 
(Grahn and Nyberg, 2017), its mitigation (Romali et al., 2018), and 
damage reductions (EU Directive, 2007), which is also as a consequence 
to the growing variability of the hydrological variables (Molina and 
Zazo, 2017, 2018). 
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Design storms developed using the Huff curve method differ from 
those developed by other procedures. Bonta (2004) showed that the Huff 
curves did not correspond to the NRCS design storm curves. Azli and Rao 
(2010) demonstrated significant differences between the Huff curves 
and the design storm developed for peninsular Malaysia as reported in 
the Urban Stormwater Management Manual for Malaysia. Huff (1990) 
reported that quartile I events often had durations of 6 h or less and 
quartile II events had durations of 6 to 12 h. Based on this, it was sug-
gested that for hydraulic design applications, hyetographs for quartile I 
should be used for time scales of no >6 h and quartile II for 6 to 12 h. 
Bonta (2004) concluded that Huffś method has the following advantages 
as a procedure for rainfall storm generation: (1) hourly precipitation 
data gave nearly identical Huff curves as 3 min data, which suggested 
that the more widely available hourly data can be used to obtain Huff 
curves and generate intra-storm patterns to drive hydrologic and erosion 
models, such as SWIM (Ross, 1990) and WEPP (Lane and Nearing, 
1989); (2) Huff curves appear relatively insensitive to the minimum dry 
period duration (MDPD) used to delineate individual storms; (3) there 
was relatively good stability with change of storm sample size; and (4) 
there was similarity between Huff curves developed over relatively long 
distances, which suggests potential for regionalization according to 
broad climatic regimes. 

Huff curves have been developed by scientists from other areas in the 
world, such as the U.K. (NERC, 1975), Malaysia (Azli and Rao, 2010), 
and Santa Catarina State in Brazil (Back, 2011). As recognition of the 
utility of Huff curves, the National Oceanic and Atmospheric Adminis-
tration (NOAA) released Huff curves for different areas of the U.S. 
(Perica et al., 2014). Many studies have confirmed that the differences 
among Huff curves over long distances in the same climatic region are 
often minor. Loukas and Quick (1996) compared Huff curves within the 
same climatic region in coastal British Columbia, Canada, and reported 
that the time distribution of the storms was similar regardless of the 
elevation, type of storm, storm duration, or storm precipitation depth. 
Al-Rawas and Valeo (2009) found that the differences between the 
mountainous and coastal regions were minor within arid Oman, where 
the annual rainfall ranged from 100 to 350 mm. The differences between 
Huff curves for Oman and Calgary (in Alberta, Canada) were also small. 
It was demonstrated that Huff curves from 13 stations in peninsular 
Malaysia were similar (Azli and Rao, 2010). Averaged Huff curve sets in 
peninsular Malaysia were also compared to those derived from 6 h 
storms in the Midwestern U.S. 

To assess a flood hazard, it is widely accepted to analyze the con-
ceptual scheme into three steps, which are exposed in de Moel et al. 
(2009). The three steps are: (i) to estimate discharge flows for particular 
return periods, adjusted to extreme value distributions or specific 
rainfall-runoff models, (ii) to translate discharge flows into water levels 
by 1D or 2D hydrodynamic models mainly, and (iii) calculate the 
inundated area supported by Digital Terrain Models (DTMs). Flood 
modelling involves multiple key aspects including such as hydrological 
model or flood wave characteristics (De Moel et al., 2009), fluvial geo-
morphology issues and sediment transport behaviour (Thompson et al., 
2016), influence of infrastructures (bridges, dams or buildings; Sena 
Fael et al., 2016), structure of hydraulic model (Cea and Bladé, 2015), 
flow propagation methods (Moya Quirogaa et al., 2016), human- 
induced changes in land use (Thieken et al., 2016), roughness coeffi-
cient (Huang and Qin, 2014), vulnerability/damage curves (Arrighi 
et al., 2018) and topographic data (Zazo et al., 2015; Zazo et al., 2016). 
In this sense, Huang and Qin (2014) determine that the Manning’s 
roughness coefficient (Manning’s n) notably affect flood inundation 
predictions. For their part, Milanesi et al. (2015) argue that the flood 
assessment must be based on an appropriate combination of flow depth 
and velocity by using duly designed vulnerability curves. In Arrighi et al. 
(2018), the flood depth, velocity, flood duration, and the uncertainty in 
depth–damage curves are shown as relevant issues versus uncertainties 
in hydrological-hydraulic models and land uses. Md Ali et al. (2015) 
investigate the influence of elevation modelling on hydrodynamic 

modelling results and both determined that DTMs are one the most 
fundamental inputs for reliable flood modelling. According to Schanze 
et al. (2008), for reducing natural flood hazards, only two different ac-
tions may be applied through: “structural” measures based on works of 
hydraulic engineering, which modify hydrological-hydraulic charac-
teristics of floods, and all other interventions called “non-structural”. 
These latter are especially interesting due to the modify the suscepti-
bility of the inundated area without acting on the flood flow itself 
(Albano et al., 2015), they are essentially focused on potential conse-
quences (Escuder-Bueno et al., 2012) and they are an accessible way to 
reduce the flood hazard (Albano et al., 2017). Indeed, the most impor-
tant non-structural measure is floodplain planning (Martín Vide, 2009). 
Thus, it is possible to define constraints of land uses on the floodplain 
and reduce the flood hazard (MAGRAMA, 2017). This involves the 
interplay between flow, the physical environment, and society (Zazo 
et al., 2018). 

This paper is structured as follows:  

• First, Introduction section is developed, where the latest references 
are included and analyzed.  

• Second section on Materials and Methods is included, showing, and 
explaining the main mathematical techniques and the general 
research methodology.  

• Third section is dedicated to show the main results drawn from this 
research. Results are organized according to the previous 
methodology. 

• Fourth section is dedicated to discussing the main issues and con-
cerns about this research.  

• Fifth section addresses the main most important conclusions drawn 
from this research. 

• References section includes the main and latest research work con-
sulted for developing this study and cited throughout the 
manuscript. 

2. Materials and methods 

2.1. Materials 

A stochastic extreme rainfall generator has been developed based on 
the real data as well as on the outcome from Huff method. Real rainfall 
and runoff data series were analyzed to identify main rainfall-runoff 
events as well as their patterns and recurrence. For instance, extreme 
rainfall events (storms) were analyzed through HUFF method. This in-
formation was useful to develop a strong pre-process for populating the 
HydroPredicT_Extreme tool able to identify dependencies through 
Conditional Probability (Eq. (4)) based on Bayesian Theorem. This tool 
is able to build a posterior distribution of extreme rainfall that may be 
useful to enhance the anticipation capacity of the system. 

Furthermore, a previous rainfall-runoff mathematical adjustment 
was developed using several functions and picking Johnson SB distri-
bution because of its best fitting. Consequently, this assures that the flow 
is highly representative from the rainfall. Main features of Johnson SB 
Distribution are explained as follows: 

Johnson SB Distribution. 
Parameters. 
γ - continuous shape parameter. 
δ - continuous shape parameter (δ > 0). 
λ - continuous scale parameter (λ > 0). 
ζ -continuous location parameter. 

Domain : ζ ≤ χ ≤ ζ+ λ (1) 

Probability Density Function. 

f (x) =
δ

λ
̅̅̅̅̅
2π

√
z(1 − z)

exp

(

−
1
2

(

γ + δln
(

z
1 − z

))2
)

(2) 
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Cumulative Distribution Function. 

F(x) = Φ
(

γ + δln
(

z
1 − z

))

where 

z ≡
x − ζ

λ
, andΦ is the Laplace Integral 

Conditional Probability through Bayesian Theorem allows quanti-
fying the variables relationship strength through Bayes ́ rule (Molina and 
Zazo, 2018). For events A and B: 

P(A|B ) =
P(A,B)

P(B)
=

P(A ∩ B)
P(B)

(4)  

where: P(A|B) is probability on event A assuming that event B is true, P 
(A,B) is the joint probability on events A and B, P(B) is probability on B. 

2.1.1. Bayesian causal modelling (BCM) 
The series from previous phase will be fed into the learning and 

training process of the Causal Bayesian model. This early BCM stage is 
crucial since it includes the discovery and characterization of the logical 
and non-trivial structure of temporal interdependence that underlies the 
hydrological (rainfall) series. 

Calibration: The model has been continuously calibrated with his-
torical extreme rainfall records, Huff modelling approach and real time 
data. 

Validation: predictive rainfall-runoff simulator is finally validated 
through Artificial Intelligence and Information Theory indicators such 
as: P-Value, Mutual Information, Conditional Entropy and Total 
Entropy. 

2.2. Methodology 

This paper is mainly aimed to show the development of a method 
called “HydroPredicT_Extreme” based on Bayesian Casual Modelling 
(BCM), a technique within Artificial Intelligence (AI). This method may 
enhance predictive capacity of extreme rainfall-runoff events. “Hydro-
PredicT_Extreme” follows an iterative methodology that comprise 2 
main stages. First one comprises a mixed graphical/analytical method 
from Hydrograph. This stage is conditioned by two initial constraints 
which are, on one hand, a) pluviometry station is representative of 
hydrograph downstream flow behaviour so there is a representative 
rainfall of the basin response; on the other hand, b) there must be in-
dependence of events, so it is sure that events are equally comparable in 
terms of boundary conditions. This first stage comprises sub-phases such 
as: 1.1. Calculation of Response Time (RT) through a mixed graphical/ 
analytical approach, 1.2 Subtraction of RT from the flow series to 
remove the Rainfall-Flow delay; 1.3 Calculation base flow rate; 1.4 
Subtraction base-flow from flow series to work on absolute inputs due to 
event. Second main stage is called Bayesian Causal Modelling Trans-
lation (BCMT) that comprises the 2.1 Learning, 2.2 Training, 2.3 
Simulation through BCM, 2.4 Sensitivity Analysis and Validation. 

Specific stages are explained as follows: 
The stage 1.1 “Calculation of Response Time (RT)” was crucial to 

identify the response of the system to the associated rainfall. This was 
largely done by the calculation of average time of response from rainfall 
to the associated rainfall response (Fig. 3). 

Stage 1.2 involves deleting the delay between the cause (rainfall) and 
the effect (rainfall), to build as much symmetric hydrograph as possible. 

Stage 1.3 comprises the identification and computation of the base 
flow in the hydrograph. 

Stage 1.4 involves deleting the base flow from the data series to 
assure the total independence of rainfall-runoff events. 

Stage 2.1 “Learning” process involved several stages that are briefly 
explained as follows: 

1st) Data acquisition (importation) from a txt file. 
2nd) Discretization of both variables of the Bayesian Causal Model 

(Rainfall and Runoff) into 5 intervals of equal range size. 
3rd) Definition of structure constraints, where the logic structure was 

imposed. 
4th) Structure learning, where the structured is learnt by using the 

Necessary Path Condition (NPC) algorithm. In this case, due to the 
simplicity of the structure, the algorithm choice process is not relevant. 

5th) Data dependences visualizer, to show the strength of the 
dependence. 

6th) EM-learning: this comprises the last part of the learning process 
where the conditional distributions from the data are extracted. 

Stage 2.2 “Training” was done with the complete data series. 
Stage 2.3 “Simulation through BCM” involved the establishment of 

two main scenarios to be simulated (Average and Maximum) (Fig. 4). 
For the maximum scenario, the probability associated to the highest 
interval of the variable “rainfall” was maximized, to get the maximum 
posterior runoff probability distribution. 

Stage 2.4 Sensitivity analysis was performed using two types of 
measures: entropy and Shannon’s measure of mutual information (Pearl, 
1988). The entropy measure relies on the assumption that the uncer-
tainty or randomness of a variable X, characterized by probability dis-
tribution P(x), can be represented by the entropy function H(X): 

H(X) = −
∑

x∕∈X
P(x)logP(x) (5) 

Entropy of a probability distribution can be defined as a measure of 
the associated uncertainty to that random process that this distribution 
describes. Consequently, a score of uncertainty/certainty level of events 
can be made attending to this entropy, H(X). 

Reducing H(X) by collecting information in addition to the current 
knowledge about variable X is interpreted as reducing the uncertainty 
about the true state of X. The entropy measure therefore enables an 
assessment of the additional information required to specify a particular 
alternative. 

On the other hand, Shannon’s measure of mutual information is used 
to assess the effect of collecting information about one variable (Y) in 
reducing the total uncertainty about variable X using: 

I(Y.X) = H(Y) − H(Y|X)

where I(Y.X) is the mutual information between variables. This measure 
reports the expected degree to which the joint probability of X and Y 
diverges from what it would be if X were independent of Y. If I(Y.X) =

0, X and Y are mutually independent (Pearl, 1988). 
H(Y|X) is conditional entropy which means the uncertainty that 

remains about Y when X is known to be x. This has been useful because if 
two variables have a mutual information ∕= 0 involves that they are 
dependent (Pearl, 1988). On the contrary in case the mutual information 
is 0 means that they are independent. This analysis represents another 
way for characterizing and quantifying the temporal dependence and 
behaviour of hydrological series. 

The final model comprises a joint bivariate system made of one in-
dependence (parent node) representing the “rainfall” and one condi-
tional distribution probability (child node), representing the “runoff”. 

2.3. Case study 

In recent years, the hydrological basins of the Iberian Peninsula have 
been increasingly experiencing flash and intense rainfall-flood events of 
a non-seasonal (non-cyclical) nature, which may be aggravated in the 
future due to the phenomenon of CC (Cantero et al., 2020). In this 
context, the Duero river basin (the largest in the Iberian Peninsula, in 
terms of the surface) is no exception. 

This research has been focused on the Upper Basin of the Duero river 
(Fig. 1a), one inland sub-basin within the Duero river basin because 
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these kinds of internal sub-basins are generally characterized by flash 
floods due mainly to intense and localized storms as well as massive 
snowmelt (Cantero et al., 2020). It is defined by the gauging station 
“Molinos de Duero”, code number 2101, belonging to the gauging 
network of Duero River Basin Authority (Duero-RBA) and located up-
stream of the “La Cuerda del Pozo” reservoir, and defines a headwater of 
132 Km2 of extension with a Concentration Time (CT) of 6.9 h according 
to the legal requirement in Spain (Fig. 1b) and a calculated Response 
Time (RT) of 12 h. 

As flash rainfall-runoff event was selected the extreme episodes 
occurred between on 20 and 30 January 2021 (AEMET, 2021). Hourly 
Rainfall-Runoff data were collected from the official database of Duero- 
RBA (IDE-Duero, 2021) from pluviometry station PL47 “Covaleda” and 
gauging station “Molinos de Duero” respectively (Fig. 1b). Flash hye-
togram and hydrograph events are shown in Fig. 1c. 

On the other hand, this area is characterized by a predominantly 
Mediterranean climate, highly continental, with moderately warm 
summers and severe winters, where the altitude conditions the tem-
perature. This produces significant areas of the climate of the high 
mountains (CH-Duero, 2022). The hydrological regime is pluvio-nival of 
a temporary nature (MITECO, 2022), with an average of 30 days per 
year with precipitation in the form of snow, annual average rainfall of 
935 mm (with mean values around 100 mm per month between 
November and February), and a mean temperature of the 9.4 ◦C (SIGA, 
2022). 

Regarding the area’s geology, there are alternations in cycles of 
quartz sandstones and claystones, combined with conglomerates, 
gravels, sandstones, and marls (IGME, 2022). 

3. Results 

Results section is described and articulated following the main 
methodological stages. This is a clearer way of explaining the results 
obtained so the reader can better understand the whole process and the 
sectorial results achieved. 

3.1. Graphical/analytical method from hydrograph 

3.1.1. Representativeness of pluviometry of downstream flow behaviour 
This is done through a mathematical adjustment between rainfall 

and runoff data series in the case study. Therefore, a Johnson SB dis-
tribution is fitted with the following results. Fig. 2 and Table 1 show the 
high association level between rainfall and runoff series and the good fit 
with Johnson SB distribution function through four representations 
which are a) Probability Density Function (PDF); b) Cumulative Distri-
bution Function (CDF); c) Survival function; d) Risk Function (RF). Es-
timates of the four parameters, obtained through maximum likelihood 
method, are, γ̂ = 1.9706; δ̂ = 0.46334; λ̂ = 10.379; ζ̂ = − 0.01896. 

A Cramer’s V test was developed through SPSS (IBM). Cramer’s V is 
an effect size measure for the chi-square test of independence. It mea-
sures how strong is the association of two fields. In this sense, obtained 
results strongly support the previous analysis and posterior causal 
analysis. The results drawn from the test are shown as follows (Table 1): 

3.1.2. Independency of events 
Independency of events are developed on the hydrograph, selecting 

those complete events that starts are finish in cero (baseflow) and they 
are separated enough from the previous event to lose the soil field ca-
pacity. This is the way to guarantee that those events are comparable, 
and the runoff process is not considerably affected by a previous mois-
ture of the soil (Fig. 3a). 

3.1.3. Calculation and subtraction of response time 
To assure that a particular rainfall event produces effective runoff, 

we have calculated the average Response Time (RT) as an indicator that 
represents the time since starts raining and produce the corresponding 
runoff. This is developed through a graphic method directly in the 
hydrograph. Furthermore, to remove the Rainfall-Runoff delay and 
make rainfall and runoff series as more parallel as possible, the RT was 
removed from the time series (Fig. 3b). 

3.1.4. Calculation and subtraction base-flow rate 
To simplify the upcoming BCM and try to capture the maximum 

degree of causality, the base-flow was calculated from the hydrograph 
and then removed. Therefore, the beginning and the end of the 

Fig. 1. General methodology.  
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Fig. 2. (a) Case study location. (b) River basin, pluviometry station PL47 and gauging station code number 2101 “Molinos de Duero”. (c) Flash hyetogram and 
hydrograph events. 

Fig. 3. Pluviometry mathematical adjustment. a) Probability Density Function (PDF); b) Cumulative Distribution Function (CDF); c) Survival function; d) Risk 
Function (RF). 
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hydrograph starts from the same plane (Fig. 3c). 

3.2. Bayesian causal modelling Translation (BCMT) 

3.2.1. Learning and training 
Learning was done automatically through a learning wizard imple-

mented in HUGIN ® Expert version 8.9 (HUGIN, 2021). Learning 
comprised two series of data “Rainfall” and “Runoff (WithoutBase-
flow)”, one series per variable involved in this model. Both series were 
discretized into five intervals and then, in the structure constraint phase, 
connect from “rainfall” node (parent) to “runoff” node which is the child 
(Fig. 4). Training phase was developed with the initial part of the series 
(20 h) and then compared to the mathematical adjustment developed 
through Johnson SB Distribution. 

Fig. .4. Graphical method to data pre-process for BCMT. (a) Independence of events. (b) Calculation and subtraction of Response Time (RT). (c) Calculation and 
subtraction base-flow rate. 

Table 1 
Results from Cramer’s V test for rainfall and runoff variables.  

Symmetric Measures  

Value Approximate Significance  
Nominal by Nominal Phi 5.742  0.001  

Cramerś V 0.971  0.001 
N of valid cases 265    

Fig. 5. (a) Logic structure of the bivariate causal model. (b) Average Simulation. (c) Simulation of the maximum event. Source: Hugin Expert. Version 8.9.  

J.-L. Molina et al.                                                                                                                                                                                                                               



Journal of Hydrology 610 (2022) 127929

8

3.2.2. Simulation 
The simulated event comprised 45 h of data representing the 

maximum rainfall of the year with 9 mm (l/m2). As aforementioned, 
“Rainfall” node was discretized into five equal range intervals: 0–1.8 
mm; 1.8–3.6 mm; 3.6–5.4 mm; 5.4–7.2 mm; 7.2–9 mm. Results show a 
very similar behaviour with the mathematical adjustment. In this sense, 
the average probability of runoff is 26.15 m3/s (Fig. 5b) while in the 
maximum peak is 92.11 m3/s (Fig. 4c). 

3.2.3. Sensitivity analysis and validation 
In this sense, p-value of the relation rainfall-runoff is 5*10− 6; Mutual 

Information for Rainfall node is 0.74, for Runoff node is 0.59 and for the 
causal relationship is 0.6029. Furthermore, Total Entropy of rainfall 
node is 0.81 and for the runoff node has a value of 1.02. Consequently, 
Conditional Entropy is 0.07 for rainfall and 0.43 for the runoff node. The 
interpretation of these values is discussed in the next section. 

On the other hand, for the validation process, the conditional prob-
ability function has been compared with the correlation analysis made 
in the previous section and mathematically adjusted with Johnson SB. It 
is worthy to highlight the great degree of probabilistic correlation 
reached between the different intervals in which the distribution prob-
ability function is discretized belonging to “runoff” variable in the 
bivariate causal modelling (Fig. 4). 

4. Discussion 

This paper is mainly aimed to show the development of a method 
called “HydroPredicT_Extreme” based on Bayesian Casual Modelling 
(BCM), a technique within Artificial Intelligence (AI). This modelling 
approach becomes a joint bivariate causal model, generated to predict 
the runoff in high-flow events. The simplicity of the BCM process should 
not be seen as a weakness of this method because the stronger the pre- 
process of the data is the simpler the BCM can become. In other 
words, the detailed analysis of information that feeds the BCM is crucial 
to develop a simple but robust causal model. One of the key issues here is 
the question about the need of developing a mathematical calibrate 
physical model for feeding with its output the BCM development. From a 
technical standpoint it is not compulsory because BCM can be fed by any 
type of data, but it is highly recommended because it is necessary a clear 
identification and understanding of the cause (rainfall) and its response/ 
effect (flow).The values of probabilities for the posterior “Runoff” var-
iable through the average simulation and the peak simulation (Fig. 4b,c) 
shows a very high similarity with the behaviour observed at the gauging 
station and then simulated through Johnson SB Distribution. The 
simulated event was an annual maximum with a Return Period of 25 
years. Of course, this method and research is applicable to other even 
stronger hydrological events. This application is the starting point of a 
brand-new research line on the prediction of the hydrological extremal 
behaviour. Next steps will comprise, among others: to analyze and 
model the non-symetric hydrograph events, to develop a BCM including 
base-flow, to enrich the method and tool with the identification, char-
acterization, analysis and modelling of other types of events, or to 
analyze and model in a probabilistic way, the climatic conditions so the 
main meteorological events that cause the main hydrological events can 
be predicted as well. 

The values for sensibility analysis of the BCM proves the degree of 
accuracy of this method. Especially the extremely low rate of P-Value 
which is the degree of independency between the causal relationship of 
two variables, assures the dependence of the hydrological rainfall-runoff 
process. Furthermore, values of Mutual Information are very high when 
means that there are an important dependence and causality between 
rainfall and runoff in this water system. It is worthy to highlight the 
extremely low value of Total Entropy for the rainfall, which means that 
there is not significative uncertainty on the rainfall process prediction. 

5. Conclusions 

HydroPredicT_Extreme is a method that predict in a robust and 
simple way the runoff associated with a high rainfall event. This makes 
this method very powerful for anticipate future great flood risk as well as 
catastrophic impacts on the nature and human environment. The fact 
that values of probabilities are completely aligned with the mathemat-
ical extreme function called Johnson SB Distribution validates the 
method for this hydrological event type (Annual Maximum). 

This tool is intended to take part of a broader developing package of 
tools based on BCM aimed to deliver knowledge for the anticipation of 
potential damaging processes due to natural or human driving factors. 

This whole methodology will become a digital and technological 
package in the form of Digital Application and Software that could be 
extrapolated to several similar cases studies. This maybe coupled with 
posterior devices for the prevention of catastrophic flood consequences 
in the form of MultiHazard-Early Warning System (MH-EWS) or others 
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