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In this work, we present a micromagnetic study of a magnetic domain wall dynamics influenced by magnetic
fields and/or spin-polarized currents in systems characterized by perpendicular magnetization including crys-
talline defects. The dynamics in two different systems is studied: one showing the effect of defects in the flow
regime, and the second one presenting the thermally activated depinning from a single defect. In the latter case,
the thermal depinning can be analyzed within the framework of a single energy barrier process. In such
situation, the current density can be assimilated to an applied field. We found that the energy barrier depends
linearly on the applied field and on the injected current.
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I. INTRODUCTION

The perspective of new applications based on domain
walls1 has renewed the interest in the dynamics of these
magnetic objects. Their control through spin polarized cur-
rent, theoretically predicted by Berger,2 seems to be the most
appealing choice because it allows device miniaturization.
The recent progress in understanding and mastering of the
current-induced domain wall �DW� motion expose the im-
portance of DW pinning due to defects and the thermal acti-
vation phenomenon.

First, the control of DW pinning and depinning on spe-
cifically designed artificial defects �i.e., geometrical constric-
tions� is a prerequisite to the use of DW motion in any
memory devices. In that case, the total extrinsic pinning
strength is the result of the addition of the pinning due to
artificial defects and that due to natural defects.

Second, perpendicularly magnetized systems appear to be
more interesting than their in-plane magnetized counterpart,
since they are developing thinner DW. More importantly,
they are exhibiting higher efficiencies of spin transfer and
DW velocities.3,4 Since in these materials, the magnetization
reversal by an applied field is mainly controlled by DW pin-
ning, one can expect that properties like critical currents may
be linked to the strength of DW pinning on natural defects,5,6

in a similar fashion to coercive fields. The types of DWs
appearing in these materials, Bloch and Néel walls, make
them especially appealing for comparison with the one-
dimensional �1D� analytical models of current driven DW
motion.7,8 In these models, the effect of defects6 and
temperature9–11 has been also incorporated.

Third, the DW behavior at finite temperature is affected
by thermal activation, hence motion is observed even for
excitations below the zero temperature critical current and
field values.5 The thermally activated depinning is, therefore,
the dominating effect on the velocity. As a result of its sto-
chastic nature, the DW behavior is random.12 Such effects

have to be studied carefully for current-induced DW motion,
especially since stochasticity was evidenced in recent DW
depinning experiments.1,13 Thus, the role of thermal activa-
tion in DW depinning cannot be neglected.

The goal of the present work is to shed a light on the
randomness of the wall behavior. This study focuses on sys-
tems characterized by strong magnetocrystalline perpendicu-
lar anisotropy: CoPt multilayers and FePt L10 layers. In both
systems, the DW dynamics is dominated by the natural crys-
talline defects occurring randomly along the sample.

By using micromagnetic modeling, we studied the viscous
motion and the thermally activated depinning of a DW, using
an external excitation in the form of either a magnetic field
or a spin-polarized current. Both the spin transfer related
effects and the thermal fluctuations were implemented in the
micromagnetic solver WALL_ST.14 In general, the combined
effect of the charge current and the spin current on a DW can
be split in two terms, added to the classical Landau-Lifshitz-
Gilbert equation, and the final equation yielding:
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where u is a vector pointing in the current direction with an
absolute value given by u=JappPg�B /2�e�Ms�with the dimen-
sion of a velocity�. The first added term is known as the
adiabatic term and the second as the nonadiabatic spin torque
term. The origin of the nonadiabatic spin torque term, to-
gether with the value of the nonadiabatic spin transfer pa-
rameter, �, is still under discussion. Different physical ef-
fects have been proposed, such as spin transfer,7,15–18 and
momentum transfer.6,19 The � value in narrow DWs is ex-
pected to be large, due to their large gradients6 and to the
small dimensions that become comparable to, or smaller than
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the Fermi length19 or the Larmor precession length.18 The
value of � is difficult to measure, and it depends on the
model used to interpret the experimental data. Nevertheless,
two scenarios seem to be the most plausible in both perpen-
dicularly and longitudinally magnetized systems: ���
�Ref. 13� or � much larger than �.20 Across this paper, the
value of � is varied depending on the material considered.
The following section, concerning CoPt nanowires, aims to
explore a rather general case. � was set to 0.02, a value
slightly larger than �. In the third section, a FePt system is
studied with a � value varying from 0 to 1. For all simula-
tions reported here the polarization P is chosen to be equal to
1.

The paper is organized as follows. In Sec. II, we study the
influence of a random distribution of magnetocrystalline an-
isotropy values on the displacement of a DW. In Sec. III, we
present the simulations of the thermally activated depinning
from a single crystalline defect, calculating the dependence
on the field and the current of the energy barrier. Finally, the
conclusions are given in the Sec. IV.

II. DOMAIN WALL MOTION AND RANDOM ANISOTOPY

Most of the present theories and numerical results con-
cerning DW motion deal with ideal systems, which might be
far from real samples. For instance, it was shown that in
Permalloy nanowires the characteristic defects—the surface
roughness-prevented formation of antivortices.21 This re-
sulted in a faster motion of the walls, compared to ideal
nanowires. We are interested in checking if the same behav-
ior is observed when introducing a random anisotropy distri-
bution in a CoPt nanowire, with out-of-plane magnetization
orientation. Apparently, in such materials, crystalline defects
act as very important pinning sites due to the narrowness of
the wall.22 In order to address the effect of crystalline defects
on the motion of a Bloch wall, we studied their direct influ-
ence on the wall structure, and on the average wall velocity
taking into account the possibility of pinning.

Following this idea, we considered a wire of size
512�120�11 nm3, divided in regular cells of
4�4�11 nm3. We used the following material parameters:
the exchange stiffness Aex=1·10−11 J /m, the saturation
magnetization MS=254·103 A /m, the damping constant
�=0.01 �Ref. 23� and the nonadiabatic parameter �=0.02.
For the ideal wire, the magnetocrystalline anisotropy �MC�
constant is Ku,ideal=1.27·105 J /m3. The direction of the MC
anisotropy field was kept constant along the z direction,
perpendicular to the wire plane �Fig. 1�a��. At the
same time, the value of the magnetocrystalline anisotropy
constant Ku was varied in each discretization cell. Two types
of distributions of Ku, were generated. In the first �second�
sample D1 �D2�, Ku was varied in the range �0.5, 1� ·Ku,ideal
��0.5, 1.5� ·Ku,ideal��, respectively. With an average aniso-
tropy of 	75% of the Ku,ideal, sample D1 corresponds to a
softer material than the initial one. In the second configura-
tion �sample D2�, the average anisotropy value is very close
to the Ku,ideal. It has been determined experimentally that the
length scale of the modulation of Ku is determined by the
grain size, measured to be around 5–10 nm in polycrystalline

films.23 Therefore, associating anisotropy cells with the dis-
cretization cells seems to be an appropriate choice. The Ku
distribution for the sample D1 is depicted in Fig. 1�a�.

We compare results obtained for an ideal �uniform Ku�
CoPt-like nanowire to those obtained for wires with a ran-
dom variation of Ku. In Figs. 1�b� and 1�c�, the dependence
of the domain wall position as a function of time is shown,
for Japp=5 ·1010 A /m2 and Japp=50·1010 A /m2, respec-
tively. Two kinds of behavior are identified:

�i� For low-current density �Fig. 1�b��, the domain wall
displacement seems to be sensitive to the presence of the
random anisotropy distribution, exhibiting several plateaus
�red and green curves online�. Furthermore, if the pinning
potential is strong enough, the current values are too weak to
release the DW, which stays pinned in a certain location for
several tens of nanoseconds �green curve online�. At this
point, it is worth to note that the same kind of stochastic
behavior for small values of the field is suggested by recent
experimental results12,22 of field-induced depinning.

�ii� In the high-current regime �Fig. 1�c��, the curves look
similar to the ideal one, which correspond to the flow re-
gime. As the current is increased, the curves are getting
smoother suggesting that the domain wall motion is less af-
fected by the pinning. This behavior is reminiscent to that
obtained for field-induced dynamics, where current-induced
DW motion undergoes a transition between a thermally acti-
vated depinning regime and a flow regime, where the dy-
namics is mainly governed by precession.

In Fig. 2, we show the time evolution of the wall position
for current range between 5·1010 A /m2 and 50·1010 A /m2

for the sample D2. A critical current above which DW ther-
mally assisted depinning occurs is identified around
5·1010 A /m2. To get rid of the natural pinning, a critical
current above 20·1010 A /m2 must be injected. This value
can be viewed as a characteristic for the transition between
the low and high-current regimes.

In Fig. 3, we plot the magnetization configurations for the
ideal wire and the sample D1. These configurations show
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FIG. 1. �Color online� �a� Magnetocrystalline anisotropy pattern
of sample D1. Time evolution of the DW position for �b�
Japp=5 ·1010 A /m2 and �c� Japp=50·1010 A /m2.
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that the DW structure in the sample D1 is far from being
uniform, since very significant changes in the orientation of
the magnetization occur inside the wall. Here, the DW is
neither pure Bloch nor pure Néel wall type, nor the transition
between these two, as in the case of the ideal wire.

It is well known that the wall velocity is intimately related
to the domain wall structure. If the domain wall is of pure
Bloch or pure Néel type, the wall has zero velocity. On the
other hand, a transition from one configuration to the other
causes the velocity to oscillate between minimal and maxi-
mal values. These observations were valid for the ideal sys-
tems, but, as we reported earlier, the magnetization orienta-

tion is not uniform inside the domain wall, in a wire with
anisotropy distribution. From the displacement versus time
curves in case of high-current densities, where pinning is
negligible, the effective velocity has a similar value to the
ideal wire. These values seem to be slightly affected by the
disorder. For example, if Japp=50·1010 A /m2, the velocity
in the ideal wire is 113 m/s, whereas for D1�D2� sample a
value of 126 m/s �103 m/s� is obtained. The same holds for
the smaller current of Japp=20·1010 A /m2, where the values
are: for the ideal wire 51m/s, with D1 37m/s and with D2
45m/s.

During its displacement, the domain wall will try to avoid
the regions with high anisotropy and in counterbalance to
favor the regions with low anisotropy. As a consequence, the
domain wall movement might be stopped, and the domain
wall pinned if the energy barrier to overcome is too high.

III. THERMAL DEPINNING FROM SINGLE
DEFECT

In this section, we study the effect of a single crystalline
defect, to gain a deeper insight on the pinning and depinning
processes. For this purpose, we simulated wires tailored in
FePt/MgO thin films, with very large crystal anisotropy.24

The simulated sample has a size of 80�50�5 nm3 and
includes a defect in the center with a size of
5�10�5 nm3 �Fig. 4�a��. The material parameters are: Ku
=5·106 J /m3, Aex=6.9·10−12 J /m and MS=1.03·106 A /m.
For the damping parameter, a value of �=0.1 was used.25

The easy axis of the material is perpendicular to sample
plane �z direction�. Such materials are known to form narrow
domain walls �Bloch parameter �=
Aex /Ku=1.17 nm�, so
in order to ensure a good accuracy, the system has been
discretized in cells of size �x��y ��z=0.5�1�5 nm3.
The defect is modeled as a region with a lower anisotropy
constant Kdef=0.5 Ku, keeping the rest of parameters un-
changed. The calculated depinning field at 0 K, for a domain
wall pinned at the defect in this sample is found to be
�0Hdep�T=0 K�=0.225 T, which is of the same order of
magnitude as the coercitive field measured in these materials.
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FIG. 2. �Color online� Time evolution of the domain wall posi-
tion for several current values, for the sample D2.
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FIG. 3. �Color online� Magnetization distribution at several
times, for the ideal wire �a�, and for the sample D1 �b�. The injected
current is Japp=50·1010 A /m2. The area represented is
240�120 nm2.
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FIG. 4. �Color online� �a� Schematic view of the system and
coordinates. �b� Equilibrium state under applied field
�0Happ=0.18 T at T=0 K. �c� Configuration at T=400 K corre-
sponding to one depinning event.
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A magnetic field lower than the depinning field is applied in
the z direction and the sample temperature T was kept 400 K.
The temperature was included in the form of a Gaussian
distributed thermal field Hth, which is added to the total ef-
fective field. The thermal fluctuations have the following
properties:26

�Hth,i�t�� = 0, �2�

�Hth,i�t�Hth,i�t��� =
2�kBT

�0�0MS�x�y�z
�ij��t − t�� , �3�

where kB is the Boltzmann constant. The initial configura-
tion, corresponding to the zero temperature equilibrium, con-
tains a DW pinned on the defect. The DW character is not
purely Bloch type, but, due to the presence of the defect, is a
two-dimensional one �Fig. 4�b��. The magnetization in the
defect region as a function of time is plotted in Fig. 5, for
several depinning events. During the initial stages, the mag-
netization evolves under the effect of thermal fluctuations,
and, after several attempts, DW successfully overcomes the
barrier, and gets out of the box defined by the defect �Fig.
4�c��. We define the depinning time as the one at which the
value of �Mz /MS� becomes larger than 0.95 �Fig. 5�. After
the depinning, the DW will move under the effect of the
applied excitation, but this motion is not relevant for the
experiments of thermal depinning. The dynamics prior to
depinning is in the range of nanoseconds, while the experi-
ments of thermal depinning can extend to the scale of sec-
onds. However, due to the limitations in the computing time,
we restricted our computations to 100 ns. We repeated the
simulations several hundred times �at least 200�, to ensure
enough statistics, for plotting the distribution of number of
events with determined depinning time. This allows the
evaluation of the cumulative distribution function, which
gives the probability of being depinned after time t.

The analysis of the thermally activated processes is in
general a complicated task. However, if the process
corresponds to the crossing of a single energy barrier
and that barrier is much larger than the thermal energy,

�i.e., EB	kBT, where EB is the energy barrier that the DW
has to overcome�, the process can be described by an expo-
nential probability law.26,27 In that case, the cumulative dis-
tribution function is

F�t� = 1 − exp�−
t



� , �4�

where 
 is the Arrhenius-Néel relaxation time, given by

=
0 exp�EB /kBT�, where 
0 is the attempt frequency.

Figure 6�a� shows the cumulative probability for different
applied fields. For the smallest field value at T=400 K, the
simulations confirm the exponential law, in accordance with
experimental results.12 In this case, it is clear that thermal
activation is observed in our simulation with an apparent
single energy barrier process. This also holds well for the
curve calculated at T=300 K and �0Happ=0.18 T �Fig. 6�a�,
open circles�. The exponential law for the cumulative prob-
ability does not hold for larger field values, at T=400 K.
This fact can be explained assuming two different time
scales in the depinning, one corresponding to the time scale
of thermal activation, and the other corresponding to the time
in which the successful event takes place �see Fig. 5�. When
both time scales are comparable, the exponential law is not
obeyed.

In Fig. 6�b�, we plot the time parameter 
 as a function of
the applied field, for T=400 K. If the cumulative distribu-
tion follows Eq. �2�, the average depinning time becomes
equal to 
. Increasing the applied field reduces the average
depinning time. The fitting of the logarithm of 
 versus field

FIG. 5. �Color online� Time evolution of mean value of Mz /MS

calculated inside the defect for three different events. The applied
field is �0Happ=0.18 T at T=400 K. The black line is the value
�Mz /MS�=0.95, which corresponds to the depinning criterion.

(

(

FIG. 6. �a� Cumulative probability of depinning as a function of
time for different applied field values and no current. �b� Depinnig
time constant variation with the applied field at T=400 K.
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yields the dependence of EB on the applied field, considering
that the attempt frequency 
0 is independent or slightly de-
pendent on the field values. For quite a large range of applied
fields, we found a linear dependence of the energy barrier on
the field value. Thus, we can express the energy barrier as:

EB = 2MsV�Hdep − Happ� = aHHapp + bH, �5�

where V is the activation volume. This expression represents
the weak pinning limit,28 and was confirmed
experimentally.12 However, there are differences in the time
scales and the actual value of depinning fields. The first one
can be assigned to the difficulties in extending our calcula-
tion beyond the nanosecond time scale, the latter to the lack
of an accurate model for the defect. Nevertheless, the physics
of the system is preserved, and the same behavior is ob-
tained. From our simulations we deduced an activation vol-
ume of V=327 nm3. We can define the length of the energy
barrier dividing the activation volume by the cross section of
the defect. The length is equal to 6.55 nm, which is larger
than the length of the defect �5 nm�. This indicates that en-
ergy barrier is comparable to the difference in the Zeeman
energy corresponding to the defect magnetization reversal,
but the thermal mechanism is still an inhomogeneous pro-
cess.

In the following, we fixed the magnetic field and applied
current densities flowing parallel to the long axis of the wire
�x direction�. Figure 7�a� shows the cumulative probability

for different current densities, for �0Happ=0.155 T. Since
the origin of the nonadiabatic term can be assigned to the
mistracking of the electron spins with respect to the local
magnetization direction, the nonadiabatic term is expected to
have larger values in perpendicular anisotropy materials,
where the domain walls are narrow and comparable to the
characteristic lengths of the electrons. For this reason we
choose a value of �=1 throughout this section.

An appreciable effect on the average depinning time is
observed even at low-current densities. Moreover, an asym-
metric behavior of the probability with respect to the current
polarity is present. The effect of negative current is to slow
down the depinning, while positive current reduces the de-
pinning time. This result is also consistent with the experi-
mental observations.13 In Fig. 7�b�, we plot the time constant
versus the current density for two different applied field val-
ues. Again, we observed a linear dependence of the energy
barrier on the current density

EB�Japp� = aJJapp + bJ, �6�

which was also obtained experimentally.13 The slope of the
curves in Fig. 7�b� is slightly different for the two field val-
ues. In general aJ is field dependent because the field value
will alter the gradient of the magnetization according to the
Eq. �1�. The linear dependence and the parameter aJ have
been derived from the Fokker-Planck equation, in a 1D
model of thermal activation.10,11

In the one dimensional model of DW motion without ther-
mal activation, the nonadiabatic term is equivalent to an ap-
plied field.7 This equivalence suggests an experimental pro-
cedure to measure the value of �. In the case of thermal
activation, we found that the effects of currents and fields are
similar, as ln�t� is proportional to both Happ and Japp. We can
thus establish equivalence between two sets of current and
field values, which have the same depinning probability dis-
tributions and, therefore, equal average depinning times. This
is shown in Fig. 8 for two different sets of parameters. In this
case, the equivalent field for the given current is the differ-
ence between the corresponding applied field values of the
sets. We define the efficiency � as the ratio between the
equivalent field and the current density as7

(a)

(b)

FIG. 7. �a� Cumulative probability of depinning as a function of
time at T=400 K for �0Happ=0.155 T with �=1 and different in-
jected current values. �b� Depinnig time constant variation with the
injected current at T=400 K.

FIG. 8. Equivalence between injected the effects of current and
applied field.
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� =
�P�

2�e�MS�
. �7�

However, this 1D formula for the efficiency is not valid
for our nanowire, since we are studying thermal activation in
the framework of a three-dimensional �3D� micromagnetic
model. In our simulations, we found that there is a linear
relation between the energy barrier and the applied field
and/or injected current. Therefore, it is easy to establish the
equivalence for two sets of currents and applied fields with
equal energy barrier. We calculated the efficiency as the ratio
between the parameters of the energy barrier, thus
obtaining a value of �=aJ /aH=2.4·10−13 Tm2 /A for
�0Happ=0.155 T.

Finally, we also calculated the 
 dependence on the cur-
rent density in the adiabatic case, �=0, and in the case
�=�, and the results are shown in Fig. 9. For the case
�=� and intermediate current densities, a linear dependence
of the logarithm of average depinning time on current is
again obtained. Equation �7� and Ref. 11 indicate a direct
proportionality of the efficiency with �. In agreement with
that fact, the slope in Fig. 9 for �=1 is 10 times the slope
for the case �=�. The adiabatic ��=0� case can be separated
in two regions: one with zero slope, in agreement with the
1D formula,11 and one with appreciable reduction for
large densities, comparable to the total critical current
�Jc�T=0 K�=7.75·1011 A /m2�. In the adiabatic case, there
is an additional contribution to the pinning known as intrin-
sic pinning6 originated, in perpendicular anisotropy materi-
als, by the in-plane anisotropy. The reduction of the depin-

ning time is due to the modification of the two-dimensional
�2D� equilibrium configuration produced by the applied
current.

IV. CONCLUSIONS

Determination of � by dynamical measurements requires
the knowledge of whether the DW motion is beyond the
velocity breakdown,7 similar to the field case Walker limit.29

For current densities below that breakdown, the 1D model
predicts a velocity proportional to �. Beyond that limit, the
value of � can be obtained from the oscillation frequency of
the observed structural changes, similar to those observed in
Fig. 3�a�. From the evolution shown in Fig. 3�b�, it is clear
that those oscillations will be perturbed by the presence of
defects and the value of � will be not accessible. So the role
played by the defect is twofold: first, it determines the criti-
cal current for the motion through extrinsic pinning, and sec-
ond, it suppresses the appearance of a single frequency DW
precession.

In the second case studied the model reproduces qualita-
tively the experiments and the analytical theory of thermal
depinning due to defects. Namely, there is a linear depen-
dence of the energy barrier on the applied field and current,
and an asymmetric behavior with respect to the current. The
exponential law indicates that the thermal depinnig is well
described by a single barrier process. In addition, we found
an equivalence between current and field, which can be ex-
pressed in the form Heq=�Japp. However, in order to address
the question about the real value of �, the proportionality
factor in the linear dependence of the energy barrier has to be
extracted from the theory and compared to experiment. This
factor has been studied in 1D system10,11 from a quadratic
pinning potential, but an equivalent derivation is beyond the
scope of this article. Finally, the results suggest that the
nonadiabatic term is necessary to obtain non-negligible ef-
fect of the current for low densities. This represents an addi-
tional proof of the necessity to include a nonadiabatic term in
spin transfer theories.
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