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Abstract
Arapidly converging domain decomposition algorithm is introduced for a time delayed
parabolic problem with mixed type boundary conditions exhibiting boundary layers.
Firstly, a space-time decomposition of the original problem is considered. Subse-
quently, an iterative process is proposed, wherein the exchange of information to
neighboring subdomains is accomplished through the utilization of piecewise-linear
interpolation. It is shown that the algorithm provides uniformly convergent numerical
approximations to the solution. Our analysis utilizes some novel auxiliary problems,
barrier functions, and a new maximum principle result. More importantly, we showed
that only one iteration is needed for small values of the perturbation parameter. Some
numerical results supporting the theory and demonstrating the effectiveness of the
algorithm are presented.
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1 Introduction

In the mathematical modeling of various physical phenomena in bioscience and con-
trol theory, delay differential equations arise frequently, for instance, in population
dynamics [12], immunology [5], physiology [6], and neural networks [11]. The pres-
ence of the delay term in these models is due to feedback control because a finite time
is required to sense and react to the data like the immune period, the time between a
cell is infected and the new virus is produced, the stages of the life cycle, the duration
of the infectious period, etc. [28]. In delay models, the evolution of the solution and
its derivatives involve the past history also. Singularly perturbed delay differential
equations form a significant category among these equations. When the highest order
derivative term is multiplied with a small positive parameter, the delay differential
equations are called as singularly perturbed delay differential equations. Some appli-
cations include modeling of the human pupil-light reflex [17], variational problems in
control theory [8], the study of bistable devices [7], and chemical processes [2]. The
following Hutchinson’s equation [3]

ut (y, t) = εuyy(y, t) + ru(y, t)[1 − u(y, t − τ)], (1)

is a singularly perturbed differential equation in mathematical ecology, where τ rep-
resents the time lag and ε is the perturbation parameter. This equation serves as a
fundamental model for the evolution of a population with density u(y, t). The follow-
ing singularly perturbed partial differential equation is used to model the processing
of metal sheets [3]

ut = εuyy + v( f (u(y, t − τ)))uy + a[g(u(y, t − τ)) − u(y, t)], (2)

where u denotes the temperature distribution in the metal sheet with velocity v and
heated by a source g. The fixed delay of length τ is introduced by the controller’s
speed.

Consider the singularly perturbed time delayed parabolic problem

Lu(y, t) := Lu(y, t) + b(y, t)u(y, t − τ) = f (y, t), (y, t) ∈ Q, (3)

with initial condition

u(y, t) = gb(y, t), (y, t) ∈ γb = [0, 1] × [−τ, 0],

and mixed boundary conditions

{
Γ�u(y, t) := α1u(y, t) − δ1

√
εuy(y, t) = g�(t), on γ� = {(0, t) : 0 ≤ t ≤ T },

Γr u(y, t) := α2u(y, t) + δ2
√

εuy(y, t) = gr (t), on γr = {(1, t) : 0 ≤ t ≤ T }, (4)

where

Lu(y, t) = ut (y, t) − εuyy(y, t) + a(y, t)u(y, t).
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WedefineQ := D×(0, T ],D = (0, 1). Supposeγ = γ�∪γb∪γr andγ = γ�∪γo∪γr ,

where γo = [0, 1] × {0}. Also, assume that 0 < ε ≤ 1, a(y, t) + b(y, t) ≥ β > 0,
with 0 < α ≤ a(y, t), b(y, t) ≤ 0, and τ > 0. Further, the terminal time T is
assumed to be T = στ, for some integer σ > 1. We assume that the coefficients of
the mixed boundary conditions verify α1 > 0, δ1 ≥ 0, α1 ≥ δ1, and α2, δ2 ≥ 0 with
α2 + δ2 > 0. The data of problem (3)-(4) is supposed to be enough smooth and satisfy
appropriate compatibility conditions [31]. With these assumptions, there is a unique
solution of (3)-(4) exhibiting boundary layers near y = 0 and y = 1.

It is well known that the classical discretization methods are unable to provide
satisfactory results for problems with boundary layers, as they require a large number
ofmesh points to resolve the boundary layers and leads to a high computational cost. To
address this issue, a variety of robust/uniformnumericalmethods have been considered
in the literature, see, e.g. [3, 4, 9, 13, 32] for delay differential equations with Dirichlet
boundary conditions and [29, 31] for delay differential equations with Robin boundary
conditions. Additionally, some new developments addressing singularly perturbed
delay differential equations can be observed in [19–25].

Domain decomposition-based numerical methods have gained significant popu-
larity for solving partial differential equations. Schwarz’s groundbreaking study on
domain decomposition in 1870 [30] is acknowledged as the initial work in this field.
Domain decomposition enables the application of distinct treatments to each subdo-
main, allowing the use of different discretization techniques. This approach enables
localized handling of singularities within specific subdomains. Additionally, domain
decomposition methods offer the advantage of avoiding non-uniform meshes. Fur-
thermore, these methods can be effectively implemented in parallel to enhance the
computational efficiency of numerical computations. Most work on domain decom-
position for singularly perturbed partial differential equations is restricted to Dirichlet
boundary conditions (see [1, 14, 15, 27, 32] and the references therein). For an in-
depth exploration of domain decomposition methods, it is recommended to refer to
[26, 33]. The existence of a time delay in the differential model and the inclusion of
mixed boundary conditions do, indeed, set the theoretical aspect apart. Consequently,
problem (3)-(4) has received less attention in the literature.

As far aswe are aware, there is no studyondomain decomposition for singularly per-
turbed partial differential equations with a time delay and mixed boundary conditions.
So, the purpose of this paper is two-fold: firstly, to develop a novel domain decompo-
sition method for solving problem (3)-(4), and secondly, to provide a comprehensive
error analysis of the developed method. We split the domain into three overlapping
subdomains (a regular subdomain and two layer subdomains) with the help of a subdo-
main parameter. Subsequently, an iterative process is proposed, wherein the exchange
of information to neighboring subdomains is accomplished through the utilization
of piecewise-linear interpolation. It is shown that the algorithm provides uniformly
convergent numerical approximations to the solution. More importantly, we showed
that only one iteration is needed for very small values of the perturbation parameter ε.

Numerical results are presented that support the theory and demonstrate the effective-
ness of the algorithm. The current research introduces several novel aspects in terms
of analysis. Our analysis utilizes some novel auxiliary problems, barrier functions,
and a new maximum principle result.
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Thework is arranged as follows. The continuousmaximumprinciple and the bounds
of the derivatives of the solution are discussed in Sect. 2. In Sect. 3 we introduce an
algorithm which is analyzed in Sect. 4. Numerical results are presented in Sect. 5 for
two test problems and some concluding remarks are included in Sect. 6.

Notation: C is assumed to be a positive constant independent of the discretization
parameters Ny , Δt , the iteration parameter k and the perturbation parameter ε. We
define a function hi,n = h(yi , tn), for h ∈ C([0, 1] × [0, T ]). The norm ‖.‖DNy ,Mt

is defined as discrete maximum norm corresponding to the maximum norm ‖.‖D on
a bounded and closed subset D of [0, 1] × [0, T ]. And for a mesh function Z , In Z
denotes a piecewise linear interpolation at time tn .

2 A priori estimates

We obtain some bounds on the derivatives of the solution of (3)-(4). For this purpose,
first we introduce a continuous maximum principle for the operator L.

Lemma 1 Let w be a sufficiently differentiable function in Q. Suppose Γ�w(0, t) ≥
0, Γrw(1, t) ≥ 0 on (0, T ] andw(y, t) ≥ 0 on γb. Then Lw(y, t) ≥ 0 onQ implies
that w(y, t) ≥ 0 on Q.

Proof The proof can be obtained using the arguments in [21, 31]. �	

Lemma 2 Suppose z is a sufficiently differentiable function satisfying Γ�z(0, t) ≥
0, Γrz(1, t) ≥ 0 on (0, T ] and z(y, t) ≥ 0 on γb. Then Lz(y, t) ≥ 0 on Q implies
that z(y, t) ≥ 0 on Q.

Proof We assume thatw = z for (y, t) ∈ D×[−τ, τ ]. Therefore, we havew(0, t) ≥
0, w(1, t) ≥ 0 on (0, τ ], and w(y, t) ≥ 0 on γb. Further,

Lw(y, t) ≥ −b(y, t)w(y, t − τ) ≥ 0, (y, t) ∈ D × (0, τ ],

as b ≤ 0 and w ≥ 0 for (y, t) ∈ D × [−τ, 0]. Therefore, z = w ≥ 0 for (y, t) ∈
D×[0, τ ] by Lemma 1. Repeating the above arguments and using the fact that z ≥ 0
for (y, t) ∈ D × [(n − 1)τ, nτ ], we can show that z ≥ 0, ∀ (y, t) ∈ D × [nτ, (n +
1)τ ], n ≥ 1. �	

Using the aforementioned maximum principle, we can readily derive the following
stability estimate.

Lemma 3 The solution u of problem (3)-(4) satisfies

‖u‖Q ≤ max

{
1

α
‖Lu‖Q , ‖Γ�u‖γ�

, ‖Γr u‖γr , ‖u‖γb

}
. (5)

Furthermore, the continuous solution u of (3)-(4) satisfies the following estimates.
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Lemma 4 Suppose a, b, f ∈ C (2+μ,1+μ/2)(Q), g�, gr ∈ C
3+μ
2 ([0, T ]), gb ∈

C (4+μ,2+μ/2)(γb), μ ∈ (0, 1). If the compatibility conditions are satisfied up to
the second order, then there exists a unique solution to problem (3)-(4) such that
u ∈ C (4+μ,2+μ/2)(Q). Furthermore, it is true that

∥∥∥∥ ∂s1+s2u

∂ ys1∂t s2

∥∥∥∥
Q

≤ Cε−s1/2 for 0 ≤ s1 + 2s2 ≤ 4. (6)

Proof The first part is proved by using [16]. Now, by using the transformation ỹ =
y/

√
ε, we transform problem (3)-(4) as follows

ũt − εũ ỹ ỹ + ãũ = −b̃ũ(ỹ, t − τ) + f̃ , in Qε,

Γ�ũ(ỹ, t) = g�(t), in γ�,ε,

Γr ũ(ỹ, t) = gr (t), in γr ,ε,

ũ(ỹ, t) = gb,ε(ỹ, t), in γb,ε,

(7)

where Qε = (0, 1/
√

ε) × (0, T ], γ�,ε = γ�, γr ,ε = {(1/√ε, t) : t ∈ (0, T ]}, γb,ε =
[0, 1/√ε] × [−τ, 0]. Now, we use the result from [16, p. 352] to obtain

∥∥∥∥ ∂s1+s2 ũ

∂ ỹs1∂t s2

∥∥∥∥
D̃δ

≤ C(1 + ‖ũ‖D̃2δ
),

for all D̃δ in Q̃ε . Here, 0 ≤ s1 + 2s2 ≤ 4, s1, s2 ≥ 0, and D̃δ is a δ−neighbourhood
in Q̃ε of diameter δ.

Transitioning back to the original variable we get

∥∥∥∥ ∂s1+s2u

∂ ys1∂t s2

∥∥∥∥
Q

≤ Cε−s1/2(1 + ‖u‖Q), 0 ≤ s1 + 2s2 ≤ 4, s1, s2 ≥ 0.

Therefore, the proof is completed using Lemma 3. �	
A further decomposition of the solution u is required to prove the convergence

analysis of the numerical algorithm. The actual solution u is decomposed as u = v+w.
The component v is further decomposed as v = v0 + εv1, where v0 and v1 are the
solutions of the problems

∂tv0 + av0 = −bv0(y, t − τ) + f , in Q,

v0 = gb, in γb
(8)

and

Lv1 = −bv1(y, t − τ) + ∂2v0
∂x2

, in Q,

Γ�v1 = 0, in γ�, Γrv1 = 0, in γr ,

v = 0, in γb.

(9)
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Thus, the component v solves

Lv = −bv(y, t − τ) + f , in Q,

Γ�v = Γ�v0, in γ�, Γrv = Γrv0, in γr ,

v = gb, in γb.

The component w solves

Lw = −bw(y, t − τ), in Q,

Γ�w = g� − Γ�v0, in γ� Γrw = gr − Γrv0, in γr ,

w = 0, in γb.

(10)

Lemma 5 Suppose a, b, f ∈ C (4+μ,2+μ/2)(Q), g�, gr ∈ C
5+μ
2 ([0, T ]), gb ∈

C (6+μ,3+μ/2)(γb), μ ∈ (0, 1), and appropriate compatibility conditions hold. Then,
one can split u as u = v+w,where v andw are the regular and singular components,
respectively, satisfying

∥∥∥∥ ∂s1+s2v

∂ ys1∂t s2

∥∥∥∥
Q

≤ C(1 + ε(2−s1)/2), (11)

∣∣∣∣ ∂s1+s2w

∂ ys1∂t s2

∣∣∣∣ ≤ Cε−s1/2
(
e−y

√
1/ε + e−(1−y)

√
1/ε

)
, (12)

for (y, t) ∈ Q, 0 ≤ s1 + 2s2 ≤ 4, s1, s2 ≥ 0.

Proof The bounds are derived as follows. Note that v0 is the solution of problem (8),
which is a problem that does not involve ε. Hence, using a classical argument, we get

∥∥∥∥∂s1+s2v0

∂ ys1∂t s2

∥∥∥∥
Q

≤ C .

Moreover, v1 is the solution to a problem in a form for which Lemma 4 is applicable.
Consequently, it holds

∥∥∥∥∂s1+s2v1

∂ ys1∂t s2

∥∥∥∥
Q

≤ Cε−s1/2.

Since v = v0 + εv1, the necessary bounds for the component v and its derivatives
follow from the above two bounds. The bounds for the componentw and its derivatives
can be proved using the arguments in [10]. �	

3 The numerical algorithm

The computational domain Q is divided into three overlapping subdomains Qp, p =
�,m, r , where Q� = (0, 2ρ) × (0, T ] and Qr = (1 − 2ρ, 1) × (0, T ] are the layer
subdomains, and Qm = (ρ, 1 − ρ) × (0, T ] is the regular subdomain with
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ρ = min

{
1

4
, 2

√
ε

β
ln Ny

}
. (13)

Here, ρ is the subdomain parameter, which is chosen as the Shishkin transition point.
Each subdomain Qp = Dp × (0, T ], where Dp = (c, d), is discretized using a
rectangular mesh which is formed by uniform meshes in both directions. We define

γb,p = Dp × Ωo, where Ωo = [−τ, 0]. The uniform mesh D
Ny
p in the spatial

direction is defined asD
Ny
p = {yi = c+ ih p, h p = (d−c)/Ny}Ny

i=0, whileΩ
mτ

o ,Ω
Mt

are the meshes in time direction with uniform length Δt = T /Mt , which are obtained
by dividing [−τ, 0] and [0, T ] in a number of subintervals mτ and Mt = σmτ ,

respectively. Defining D
Ny
p = D

Ny
p ∩ Dp and ΩMt = Ω

Mt ∩ (0, T ], then on each

subdomain, the meshesQ
Ny ,Mt
p and γ

Ny ,mτ

b,p are defined asQ
Ny ,Mt
p = D

Ny
p ×ΩMt and

γ
Ny ,mτ

b,p = D
Ny
p × Ω

mτ

o where Ny and Mt are the discretization parameters in space
and time directions respectively.

On each subdomain Q
Ny ,Mt
p , p = �,m, r , the backward Euler scheme and central

differencing are employed to discretize in time and space respectively. Thus, we have

L
Ny ,Mt
p Up(yi , tn) + b(yi , tn)Up(yi , tn−mτ ) = f (yi , tn), (14)

where

L
Ny ,Mt
p Up(yi , tn) = F−

t Up(yi , tn) − εDyUp(yi , tn) + a(yi , tn)Up(yi , tn).

Theboundary conditions are discretizedwith a special secondorder schemeas follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Γ
Ny ,Mt
� Up(0, tn) ≡ α1U(0, tn) − δ1

√
εF+

y U(0, tn) + h�δ1
2
√

ε
(aU + F−

t U)(0, tn)

= g�(tn) + h�δ1
2
√

ε
(−b(0, tn)U(0, tn−mτ ) + f (0, tn)),

Γ
Ny ,Mt
r Up(1, tn) ≡ α2U(1, tn) + δ2

√
εF−

y U(1, tn) + hr δ2
2
√

ε
(aU + F−

t U)(1, tn)

= gr (tn) + hr δ2
2
√

ε
(−b(1, tn)U(1, tn−mτ ) + f (1, tn)),

Up(yi , tn) = gb(yi , tn).

(15)

Here,

[DyY]i,n = Yi+1,n − 2Yi,n +Yi−1,n

h2p
,

[F−
t Y]i,n := Yi,n −Yi,n−1

Δt
, [F+

y Y]i,n := Yi+1,n −Yi,n

h p
, [F−

y Y]i,n := Yi,n −Yi−1,n

h p
.

In this approach, we discretized the boundary conditions using a combination of
spatial and temporal discretizations. It is important to observe that employing the
typical upwind discretization for mixed boundary conditions results in linear accuracy.
However, with the proposed methodology, we have the possibility to increase this
accuracy to a quadratic order by refining the truncation error in both space and time.
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SettingQ
Ny ,Mt := (Q

Ny ,Mt
� \Qm)∪Q

Ny ,Mt
m ∪ (Q

Ny ,Mt
r \Qm), the numerical solution

of (3)-(4) is computed using the step by step process defined as follows. Suppose the
initial approximation U[0] is

U[0](yi , tn) =
{
0, (yi , tn) ∈ (0, 1) × (0, T ],
u(yi , tn), (yi , tn) ∈ [0, 1] × [−τ, 0],

and compute U[k]
p , p = �,m, r , for k ≥ 1, by solving the following set of equations

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

[LNy ,Mt
� U

[k]
� ]i,n + bi,nU

[k]
�;i,n−mτ

= fi,n, (yi , tn) ∈ Q
Ny ,Mt
� ,

U
[k]
� (yi , tn) = gb(yi , tn), (yi , tn) ∈ γ

Ny ,mτ

b,� ,

Γ
Ny ,Mt
� U

[k]
� (0, tn)

= g�(tn) + h�δ1
2
√

ε
(−b(0, tn)U(0, tn−mτ ) + f (0, tn)), tn ∈ ΩMt ,

U
[k]
� (2ρ, tn) = InU

[k−1](2ρ, tn), tn ∈ ΩMt ,

(16)⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

[LNy ,Mt
r U

[k]
r ]i,n + bi,nU

[k]
r;i,n−mτ

= fi,n, (yi , tn) ∈ Q
Ny ,Mt
� ,

U
[k]
r (yi , tn) = gb(yi , tn), (yi , tn) ∈ γ

Ny ,mτ

b,r ,

U
[k]
r (1 − 2ρ, tn) = InU

[k−1](1 − 2ρ, tn), tn ∈ ΩMt ,

Γ
Ny ,Mt
r U

[k]
r (1, tn)

= gr (tn) + hr δ2
2
√

ε
(−b(1, tn)U(1, tn−mτ ) + f (1, tn)), tn ∈ ΩMt ,

(17)⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[LNy ,Mt
m U

[k]
m ]i,n + bi,nU

[k]
m;i,n−mτ

= fi,n, (yi , tn) ∈ Q
Ny ,Mt
m ,

U
[k]
m (yi , tn) = gb(yi , tn), (yi , tn) ∈ γ

Ny ,mτ

b,m ,

U
[k]
m (ρ, tn) = InU

[k]
� (ρ, tn), tn ∈ ΩMt ,

U
[k]
m (1 − ρ, tn) = InU

[k]
r (1 − ρ, tn), tn ∈ ΩMt .

(18)

The aforementioned process is repeated until the condition ||U[k+1]−U[k]||
Q
Ny ,Mt ≤ δ

is not met, where δ represents a tolerance specified by the user and the approximate
solutionU[k] of (3)-(4) is defined by

U[k](yi , tn) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

U
[k]
� (yi , tn), (yi , tn) ∈ Q

Ny ,Mt
� \Qm,

U
[k]
m (yi , tn), (yi , tn) ∈ Q

Ny ,Mt
m ,

U
[k]
r (yi , tn), (yi , tn) ∈ Q

Ny ,Mt
r \Qm .

(19)

4 Convergence analysis

Toprove the convergence of the proposedmethodwefirst introduce themaximumprin-

ciple for the discrete operators [LNy ,Mt
p Up]i,n and [LNy ,Mt

p Up]i,n = [LNy ,Mt
p Up]i,n+
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bi,nUp;i,n−mτ
for (yi , tn) ∈ Q

Ny ,Mt
p . Suppose the operators G

Ny ,Mt
p , p = �,m, r , are

defined asG
Ny ,Mt
� Z(0, tn) = Γ

Ny ,Mt
� Z(0, tn),G

Ny ,Mt
r Z(1, tn) = Γ

Ny ,Mt
r Z(1, tn) and

G
Ny ,Mt
p Z(a, tn) = Z(a, tn) at the points a = ρ, 1 − ρ, 2ρ, 1 − 2ρ for tn ∈ ΩMt .

Lemma 6 Let Z p, p = �,m, r , be a mesh function satisfying G
Ny ,Mt
p Z p(y0, tn) ≥

0, G
Ny ,Mt
p Z p(yNy , tn) ≥ 0, tn ∈ ΩMt and Z p(yi , tn) ≥ 0, (yi , tn) ∈ γ

Ny ,mτ

b,p . Then

L
Ny ,Mt
p Z p(yi , tn) ≥ 0, (yi , tn) ∈ Q

Ny ,Mt
p implies that Z p(yi , tn) ≥ 0 for (yi , tn) ∈

Q
Ny ,Mt
p .

Proof We prove the result for p = �. A similar argument can be used for p = m, r .
Suppose the mesh function Z� attains its minimum at (yi , tn), that is,

Z�(yi , tn) = min
(yi ,tn)∈QNy ,Mt

�

Z�(yi , tn) < 0.

Clearly, (yi , tn) is not a member of γ
Ny ,Mt
b,� . If (yi , tn) ∈ Q

Ny ,Mt
� , then

L
Ny ,Mt
� Z�(yi , tn) = (F−

t Z� − εDyZ� + aZ�)(yi , tn) < 0,

since F−
t Z�(yi , tn) ≤ 0 and Dy Z�(yi , tn) ≥ 0, which contradicts the assumption.

Now, suppose (yi , tn) ∈ γ
Ny ,Mt
� , then

G
Ny ,Mt
� Z�(yi , tn) =

(
α1Z� − δ1

√
εF+

y Z� + h�δ1

2
√

ε
(aZ� + F−

t Z�)

)
(yi , tn) < 0,

since F−
t Z�(yi , tn) ≤ 0 and F+

y Z�(yi , tn) ≥ 0, which contradicts the assumption.
Hence, the proof is complete. �	

Lemma 7 Let Yp, p = �,m, r , be a mesh function satisfying G
Ny ,Mt
p Yp(y0, tn) ≥

0, G
Ny ,Mt
p Yp(yNy , tn) ≥ 0, tn ∈ ΩMt and Yp(yi , tn) ≥ 0, (yi , tn) ∈ γ

Ny ,mτ

b,p . Then

L
Ny ,Mt
p Yp(yi , tn) ≥ 0, (yi , tn) ∈ Q

Ny ,Mt
p implies that Yp(yi , tn) ≥ 0 for (yi , tn) ∈

Q
Ny ,Mt
p .

Proof Define Q
Ny ,mτ

p,q1 = D
Ny
p × Ω

mτ

q1 , p = �,m, r , q1 = 0, 1 . . . , n, where Ω
mτ

q1 is
defined by splitting [(q1 − 1)τ, q1τ ] into mτ intervals of equal length. Further, we

introduceQ
Ny ,mτ

p;q1,q2 = D
Ny
p ×Ω

mτ

q1,q2 , where Ω
mτ

q1,q2 is obtained by splitting the interval[(q1 − 1)τ, q2τ ] into (q2 − q1 + 1)mτ intervals of equal length.

Assume that Z p(yi , tn) = Yp(yi , tn), for (yi , tn) ∈ Q
Ny ,mτ

p;0,1 . Therefore, we have

Z p(yi , tn) ≥ 0, (yi , tn) ∈ γ
Ny ,mτ

b,p and

G
Ny ,Mt
p Z p(y0, tn) ≥ 0, G

Ny ,Mt
p Z p(yNy , tn) ≥ 0, tn ∈ Ω

mτ

1 ,
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and

[LNy ,Mt
p Z p]i,n ≥ −bi,n Z p(yi , tn−mτ ) ≥ 0,

(yi , tn) ∈ Q
Ny ,mτ

p,1 .

Hence, Lemma 6 implies that Yp(yi , tn) = Z p(yi , tn) ≥ 0, for (yi , tn) ∈ Q
Ny ,mτ

p,1 .

Similarly, for q1 ≥ 2, we can establish Yp(yi , tn) ≥ 0, for (yi , tn) ∈ Q
Ny ,mτ

p,q1 using the

fact Yp(yi , tn) ≥ 0 for (yi , tn) ∈ Q
Ny ,mτ

p,q1−1. �	
Next, we define some values that will be used in further analysis.

χρ = max

{
max

tn∈ΩMt
|(Um − U�)(ρ, tn)|, max

tn∈ΩMt
|(Um − Ur )(1 − ρ, tn)|

}
,

χ2ρ = max

{
max

tn∈ΩMt
|(U� − Um)(2ρ, tn)|, max

tn∈ΩMt
|(Ur − Um)(1 − 2ρ, tn)|

}
,

χ [k] = max

{
max

tn∈ΩMt
|(U� − InU

[k−1])(2ρ, tn)|, max
tn∈ΩMt

|(Ur − InU
[k−1])(1 − 2ρ, tn)|

}
,

ξ [k] = max

{
||U� − U[k]||

Q
Ny ,Mt
� \Qm

, ||Um − U[k]||
Q
Ny ,Mt
m

, ||Ur − U[k]||
Q
Ny ,Mt
r \Qm

}
.

Further, we define the following auxiliary problems that will be used to prove the
convergence of the method.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[LNy ,Mt
� U�]i,n + bi,nU�;i,n−mτ

= fi,n, (yi , tn) ∈ Q
Ny ,Mt
� ,

U�(yi , tn) = u(yi , tn), (yi , tn) ∈ γ
Ny ,mτ

b,� ,

Γ
Ny ,Mt
� U�(0, tn) = Γ

Ny ,Mt
� U[k](0, tn), U�(2ρ, tn)

= u(2ρ, tn), tn ∈ ΩMt ,⎧⎪⎨
⎪⎩

[LNy ,Mt
m Um]i,n + bi,nUm;i,n−mτ

= fi,n, (yi , tn) ∈ Q
Ny ,Mt
m ,

Um(yi , tn) = u(yi , tn), (yi , tn) ∈ γ
Ny ,mτ

b,m ,

Um(ρ, tn) = u(ρ, tn), Um(1 − ρ, tn) = u(1 − ρ, tn), tn ∈ ΩMt ,⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

[LNy ,Mt
r Ur ]i,n + bi,nUr;i,n−mτ

= fi,n, (yi , tn) ∈ Q
Ny ,Mt
r ,

Ur (yi , tn) = u(yi , tn), (yi , tn) ∈ γ
Ny ,mτ

b,r ,

Ur (1 − 2ρ, tn) = u(1 − 2ρ, tn), Γ
Ny ,Mt
r Ur (1, tn)

= Γ
Ny ,Mt
r U[k](1, tn), tn ∈ ΩMt .

Lemma 8 Let u be the exact solution of (3)-(4) and Up the approximate solution
provided by the proposed algorithm. Then, it holds that

||u − Up||QNy ,Mt
p

≤ C(Δt + N−2
y ln2 Ny). (20)

123



A rapidly converging domain decomposition algorithm

Proof For (yi , tn) ∈ Q
Ny ,Mt
p , p = �,m, r ,

L
Ny ,Mt
p (u − Up)(yi , tn) = L

Ny ,Mt
p u(yi , tn) − Lu(yi , tn)

= (
F−
t u − ut

)
(yi , tn) − ε

(
Dyu − uyy

)
(yi , tn). (21)

Applying Taylor expansions and using the bounds in (6) with h� ≤ C
√

εN−1
y ln Ny

we obtain

∣∣∣[LNy ,Mt
� (u − U�)]i,n

∣∣∣ ≤ 1

2
(tn − tn−1) ‖utt (y, .)‖[tn−1,tn ]

+ ε

12
h2�

∥∥uyyyy(., tn)
∥∥[yi−1,yi+1]

≤ C(Δt + N−2
y ln2 Ny). (22)

Next, for tn ∈ ΩMt we have (u − U�)(ρ, tn) = 0 and equations (4) and (15) give

Γ
Ny ,Mt
� (u − U�)(0, tn) = (α1u − δ1

√
εF+

y u + h�δ1

2
√

ε
(au + F−

t u) − (α1u − δ1
√

εuy))(0, tn)

−h�δ1

2
√

ε

(−b(0, tn)u(0, tn−mτ ) + f (0, tn)
)

= δ1
√

ε
(
uy − F+

y u
)

(0, tn)

+h�δ1

2
√

ε
((au − f + ut )(0, tn) + b(0, tn)u(0, tn−mτ ))

+h�δ1

2
√

ε

(
F−
t u − ut

)
(0, tn)

= δ1
√

ε

(
uy − F+

y u + h�

2
uyy

)
(0, tn) + h�δ1

2
√

ε

(
F−
t u − ut

)
(0, tn).

Now, using Taylor expansions and the bounds in (6), we get

∣∣∣Γ Ny ,Mt
� (u − U�)(0, tn)

∣∣∣ ≤ δ1
√

ε

6
h2�

∥∥uyyy(., tn)
∥∥[yi−1,yi+1]

+h�δ1

4
√

ε
(tn − tn−1) ‖utt (yi , .)‖[tn−1,tn ]

≤ C(Δt + N−2
y ln2 Ny).

Further, applying Lemma 7 to the mesh function ϕ±(yi , tn) = C(Δt+N−2
y ln2 Ny)±

(u − U�)(yi , tn), we get

||u − U�||
Q
Ny ,Mt
�

≤ C(Δt + N−2
y ln2 Ny).

Similarly,

||u − Ur ||QNy ,Mt
r

≤ C(Δt + N−2
y ln2 Ny).
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Now, we consider two cases to find an estimate for ||u − Um ||
Q
Ny ,Mt
m

.

Case 1: If ρ = 1/4, then hm = 1/(2Ny) and ε−1 ≤ C ln2 Ny . Now, using (6) and
equation (21), from Taylor expansions we get

∣∣∣[LNy ,Mt
m (u − Um)]i,n

∣∣∣ ≤ C(Δt + N−2
y ln2 Ny), (yi , tn) ∈ Q

Ny ,Mt
m .

Case 2: If ρ = 2
√

ε
α
ln Ny , then hm ≤ CN−1

y . So by using Taylor expansion and (6),
we get

∣∣(F−
t u − ut

)
(yi , tn)

∣∣ ≤ CΔt for (yi , tn) ∈ Q
Ny ,Mt
m .

To get a bound of the term ε
∣∣(Dyu − uyy

)
(yi , tn)

∣∣we use the solution decomposition
u = v + w such that

ε
∣∣(Dyu − uyy

)
(yi , tn)

∣∣ ≤ ε
∣∣(Dyv − vyy

)
(yi , tn)

∣∣ + ε
∣∣(Dyw − wyy

)
(yi , tn)

∣∣ .

Now, by using Taylor expansions and the bounds in (11), (12), we get

ε
∣∣(Dyu − uyy

)
u(yi , tn)

∣∣ ≤ Cεh2m
∥∥vyyyy(., tn)

∥∥[yi−1,yi+1] + Cε
∥∥wyy(., tn)

∥∥[yi−1,yi+1]
≤ CN−2

y .

Thus, for (yi , tn) ∈ Q
Ny ,Mt
m , we have

∣∣∣[LNy ,Mt
m (u − Um)]i,n

∣∣∣ ≤ C(Δt + N−2
y ln2 Ny).

Now, applying Lemma 7 to themesh functionC(Δt+N−2
y ln2 Ny)±(u−Um)(yi , tn),

we get

||u − Um ||
Q
Ny ,Mt
m

≤ C(Δt + N−2
y ln2 Ny).

Therefore, by combining the aforementioned bounds, the desired result can be
obtained. �	
In the underlying theorem we have shown that the method converges uniformly for

ρ = 2
√

ε
β
ln Ny .

Theorem 1 The solution of (3)-(4) and the first iterate of the proposed scheme satisfy

||u − U[1]||
Q
Ny ,Mt ≤ C(Δt + N−2

y ln2 Ny).
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Proof Suppose

Ψ ±(yi , tn) = Ψ�(yi , tn) ± (U� − U
[1]
� )(yi , tn),

is the mesh function, where Ψ� is the solution of following problem

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

F−
t Ψ�(xi , tn) − εDyΨ�(xi , tn) + β

2Ψ�(xi , tn)

+β
2Ψ�(xi , tn − mτ ) = 0, (yi , tn) ∈ Q

Ny ,Mt
� ,

Ψ�(yi , tn) = χ [1] ϕ2ζ
i
1−ϕ1ζ

i
2

ϕ2ζ
Ny
1 −ϕ1ζ

Ny
2

, (yi , tn) ∈ γ
Ny ,mτ

b,� ,

Γ̃
Ny ,Mt
� Ψ�(0, tn) = 0, tn ∈ ΩMt ,

Ψ�(2ρ, tn) = χ [1], tn ∈ ΩMt ,

(23)

where the operator Γ̃
Ny ,Mt
� is defined as

Γ̃
Ny ,Mt
� Ψ�(0, tn) = α1Ψ�(0, tn) − δ1

√
εF+

y Ψ�(0, tn) + h�δ1

2
√

ε
(βΨ� + F−

t Ψ�)(0, tn),

ϕ1 = 2α1
√

εh� − 2δ1ε(ζ1 − 1) + δ1h2�a , ϕ2 = 2α1
√

εh� − 2δ1ε(ζ2 − 1) + δ1h2�a
and ζ1 = β1 + β2, ζ2 = β1 − β2 with

β1 = 1 +
(

ρ

Ny

√
β

ε

)2

, β2 = 2

(
ρ

Ny

√
β

ε

)√√√√1 +
(

ρ

Ny

√
β

ε

)2

,

and U� − U
[1]
� satisfies

L
Ny ,Mt
� (U� − U

[1]
� )(yi , tn) = 0, (yi , tn) ∈ Q

Ny ,Mt
� ,

(U� − U
[1]
� )(yi , tn) = 0, (yi , tn) ∈ γ

Ny ,mτ

b,�

and Γ
Ny ,Mt
� (U� − U

[1]
� )(0, tn) = 0, |(U� − U

[1]
� )(2ρ, tn)| ≤ χ [1], tn ∈ ΩMt .

The solution of problem (23) is

Ψ�(yi , tn) = χ [1] ϕ2ζ
i
1 − ϕ1ζ

i
2

ϕ2ζ
Ny
1 − ϕ1ζ

Ny
2

, (24)

which satisfies Ψ�(yi , tn) ≥ 0, (yi , tn) ∈ Q
Ny ,Mt
� and it is monotonically increas-

ing. Also, we have Ψ ±(yi , tn) ≥ 0 for (yi , tn) ∈ γ
Ny ,mτ

b,� , Γ
Ny ,Mt
� Ψ ±(0, tn) ≥

0, Ψ ±(2ρ, tn) ≥ 0 for tn ∈ ΩMt , andL
Ny ,Mt
� Ψ ±(yi , tn) ≥ 0, for (yi , tn) ∈ Q

Ny ,Mt
� .
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Thus, by applying Lemma 7 to the mesh function Ψ ±(yi , tn), we get

|(U� − U
[1]
� )(yi , tn)| ≤ Ψ�(yi , tn) for (yi , tn) ∈ Q

Ny ,Mt
� .

Since yi ≤ ρ for (yi , tn) ∈ Q
Ny ,Mt
� \Qm , equation (24) implies that

Ψ�(yi , tn) ≤ χ [1] ϕ2ζ
Ny/2
1 − ϕ1ζ

Ny/2
2

ϕ2ζ
Ny
1 − ϕ1ζ

Ny
2

= χ [1] λζ
Ny/2
1 − ζ

Ny/2
2

λζ
Ny
1 − ζ

Ny
2

,where λ = ϕ2/ϕ1,

= χ [1]

λζ
Ny/2
1 + ζ

Ny/2
2

[
λ2ζ

Ny
1 − ζ

Ny
2

λζ
Ny
1 − ζ

Ny
2

]
.

Therefore, we have

Ψ�(yi , tn) ≤ χ [1]

λζ
Ny/2
1 + ζ

Ny/2
2

[
λ2 − ζ

Ny
2 /ζ

Ny
1

λ − ζ
Ny
2 /ζ

Ny
1

]
≤ χ [1] Cλ

λζ
Ny/2
1 + ζ

Ny/2
2

,

since λ > 1 and ζ2/ζ1 < 1, and hence we get

[
λ2−ζ

Ny
2 /ζ

Ny
1

λ−ζ
Ny
2 /ζ

Ny
1

]
≤ Cλ. Thus, we have

Ψ�(yi , tn) ≤ χ [1]C
ζ
Ny/2
1

.

Further, employing the arguments presented in [18, Lemma 5.1] and utilizing the
inequality χ [1] ≤ C , we can establish that Ψ�(yi , tn) ≤ CN−2

y for (yi , tn) ∈
Q

Ny ,Mt
� \Qm . Thus, it is

||U� − U
[1]
� ||

Q
Ny ,Mt
� \Qm

≤ CN−2
y . (25)

Proceeding in a similar way we can arrive at

||Ur − U[1]
r ||

Q
Ny ,Mt
r \Qm

≤ CN−2
y . (26)

Now, takeUm − U
[1]
m , which satisfies the following

[LNy ,Mt
m (Um − U[1]

m )]i,n = 0, (yi , tn) ∈ Q
Ny ,Mt
m ,

(Um − U[1]
m )(yi , tn) = 0, (yi , tn) ∈ γ

Ny ,mτ

b,m ,

|(Um − U[1]
m )(η, tn)| ≤ χρ + CN−2

y , (η, tn) ∈ {ρ, 1 − ρ} × ΩMt .

Thus, Lemma 7 gives

||Um − U[1]
m ||

Q
Ny ,Mt
m

≤ χρ + CN−2
y , (27)
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and hence

ξ [1] ≤ χρ + CN−2
y . (28)

Also, we note that χρ ≤ C(Δt + N−2
y ln2 Ny) using Lemma 8 and (ρ, tn) ∈ Q

Ny ,Mt
� ,

(1 − ρ, tn) ∈ Q
Ny ,Mt
r . Thus, we get the result by combining (28) and Lemma 8. �	

In the following theorem, for ρ = 1/4, we find a bound on ||U� − U
[k]
� ||

Q
Ny ,Mt and

then combine it with Lemma 8 to establish a bound on ||u − U[k]||
Q
Ny ,Mt .

Theorem 2 The exact solution of problem (3)-(4) and the approximate solution U[k]
defined by (19) satisfy

||u − U[k]||
Q
Ny ,Mt ≤ C(Δt + N−2

y ln2 Ny) + C

(
5

6

)k

. (29)

Proof Let consider the mesh function

Φ±(yi , tn) = yi + √
ε

2ρ + √
ε
χ [1] ± (U� − U

[1]
� )(yi , tn),

where U� − U
[1]
� satisfies

L
Ny ,Mt
� (U� − U

[1]
� )(yi , tn) = 0, (yi , tn) ∈ Q

Ny ,Mt
� ,

(U� − U
[1]
� )(yi , tn) = 0, (yi , tn) ∈ γ

Ny ,mτ

b,� ,

Γ
Ny ,Mt
� (U� − U

[1]
� )(0, tn) = 0, |(U� − U

[1]
� )(2ρ, tn)| ≤ χ [1], tn ∈ ΩMt .

For tn ∈ ΩMt , we have

Γ
Ny ,Mt
� Φ±(0, tn) = Γ

Ny ,Mt
�

[
yi + √

ε

2ρ + √
ε
χ [1]

]
± Γ

Ny ,Mt
� (U� − U

[1]
� )(0, tn)

= χ [1]

2ρ + √
ε

[
α1(y0 + √

ε) − δ1
√

ε

(
y1 − y0

h�

)

+h�(ai,n + bi,n)δ1
2
√

ε
(y0 + √

ε)

]

= χ [1]

2ρ + √
ε

(
α1y0 + (α1 − δ1)

√
ε + h�(ai,n + bi,n)δ1

2
√

ε
(y0 + √

ε)

)

≥ 0,

i.e. Φ±(yi , tn) ≥ 0, (yi , tn) ∈ γ
Ny ,mτ

b,� and Γ
Ny ,Mt
� Φ±(0, tn) ≥ 0, Φ±(2ρ, tn) ≥

0, tn ∈ ΩMt .
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For (yi , tn) ∈ Q
Ny ,Mt
� , it is

L
Ny ,Mt
� Φ±(yi , tn) = (ai,n + bi,n)

(
yi + √

ε

2ρ + √
ε

)
χ [1] ≥ 0.

Then, Lemma 7 leads to

|(U� − U
[1]
� )(yi , tn)| ≤

(
yi + √

ε

2ρ + √
ε

)
χ [1] for (yi , tn) ∈ Q

Ny ,Mt
� .

Hence, for (yi , tn) ∈ Q
Ny ,Mt
� \Qm , we get

||U� − U
[1]
� ||

Q
Ny ,Mt
� \Qm

≤ 5χ [1]/6, since yi ≤ ρ. (30)

Similarly, we can show that

||Ur − U[1]
r ||

Q
Ny ,Mt
r \Qm

≤ 5χ [1]/6. (31)

Since (ρ, tn) ∈ Q
Ny ,Mt
� and (1 − ρ, tn) ∈ Q

Ny ,Mt
r , we have the following

L
Ny ,Mt
m (Um − U[1]

m )(yi , tn) = 0, (y, tn) ∈ Q
Ny ,Mt
m ,

(Um − U[1]
m )(yi , tn) = 0, (yi , tn) ∈ γ

Ny ,mτ

b,m ,

|(Um − U[1]
m )(η, tn)| ≤ χρ + 5χ [1]/6, (η, tn) ∈ {ρ, 1 − ρ} × ΩMt .

So, applying Lemma 7, we get

||Um − U[1]
m ||

Q
Ny ,Mt
m

≤ χρ + 5χ [1]/6. (32)

Next, we calculate a bound of ξ [2] for which we need to estimate χ [2] first. We note

that (2ρ, tn), (1 − 2ρ, tn) ∈ Q
Ny ,Mt
m . Consequently

|(U� − InU
[1])(2ρ, tn)| ≤ χ2ρ + χρ + 5χ [1]/6,

|(Ur − InU
[1])(1 − 2ρ, tn)| ≤ χ2ρ + χρ + 5χ [1]/6.

Therefore, we have χ [2] ≤ χ2ρ + χρ + 5χ [1]/6. Hence, it is

max{ξ [1], χ [2]} ≤ Υ + 5χ [1]/6, Υ = χ2ρ + χρ.

By performing the aforementioned procedure, we have

max{ξ [k], χ [k+1]} ≤ Υ + 5χ [k]/6.
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Simplifying the above expression we obtain

χ [k] ≤ 6Υ + 5k−1χ [1]/6k−1,

and therefore

ξ [k] ≤ 6Υ + 5kχ [1]/6k . (33)

Further, Lemma 8 gives Υ ≤ C(Δt + N−2
y ln2 Ny), since (2ρ, tn), (1 − 2ρ, tn) ∈

Q
Ny ,Mt
m , and (ρ, tn) ∈ Q

Ny ,Mt
� and (1 − ρ, tn) ∈ Q

Ny ,Mt
r . Also, we have χ [1] ≤ C .

Hence, we get the proof by combining (33) and Lemma 8. �	

5 Numerical results

Here, two test problems are considered to illustrate the numerical scheme dis-
cussed earlier. We compute the uniform error and convergence rate as E

Ny ,Mt =
maxε E

Ny ,Mt
ε and R

Ny ,Mt = log2
(

E
Ny ,Mt

E
2Ny ,4Mt

)
, taking ε ∈ {10−1, 10−2, ..., 10−8} and

different values of the discretization parameters Ny, Mt . The formula for computa-

tion of errors E
Ny ,Mt
ε is given below. The approximate solutions are computed using

Algorithm 1. The stopping criterion of the algorithm for the considered problems is
||U[k+1] − U[k]||

Q
Ny ,Mt ≤ N−2

y .

Algorithm 1: Algorithm
1. Initialize U[0] such that U[0](yi , tn) = 0, (yi , tn) ∈ (0, 1) × (0, T ] and

U[0](yi , tn) = 0, (yi , tn) ∈ [0, 1] × [−τ, 0]. Set k = 1.

2. ComputeU[k]
�

andU[k]
r by solving (16) and (17), respectively. Then computeU[k]

m
by solving (18).

3. Update U[k] by (19).
4. The final solution U[k] is obtained if the stopping condition is fulfilled; if not, set k = k + 1

and go to Step 2.

Example 1 Consider

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∂u(y,t)
∂t − ε

∂2u(y,t)
∂ y2

+ (1 + ye−t )u(y, t) − 0.9u(y, t − 1)

= f (y, t) (y, t) ∈ Q := D × (0, 2],
u(y, t) − √

ε ∂u
∂ y (y, t) = g�(t) (y, t) ∈ {0} × (0, 2],

u(y, t) + √
ε ∂u

∂ y (y, t) = gr (t) (y, t) ∈ {1} × (0, 2],
u(y, t) = gb(y, t) (y, t) ∈ [0, 1] × [−1, 0].

where gb, f , g� and gr are determined with the help of the exact solution

u(y, t) = t
[
e−y/

√
ε+e(y−1)/

√
ε

1+e−1/
√

ε
− cos2 π y

]
.
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Table 1 Maximumpointwise errorsE
Ny ,Mt
ε , uniform errorsENy ,Mt and uniform convergence rateRNy ,Mt

for Example 1

ε = 10−p Ny = 26 Ny = 27 Ny = 28 Ny = 29 Ny = 210

Mt = 42 Mt = 43 Mt = 44 Mt = 45 Mt = 46

p = 1 1.683E−04 4.279E−05 1.067E−05 2.675E−06 6.686E−07

2 7.490E−04 1.872E−04 4.679E−05 1.169E−05 2.924E−06

3 7.205E−03 1.811E−03 4.535E−04 1.134E−04 2.835E−05

4 6.669E−02 1.776E−02 4.511E−03 1.132E−03 2.834E−04

5 7.316E−02 2.647E−02 8.832E−03 2.815E−03 8.708E−04

6 7.316E−02 2.647E−02 8.832E−03 2.815E−03 8.708E−04

7 7.316E−02 2.647E−02 8.833E−03 2.815E−03 8.708E−04

8 7.316E−02 2.647E−02 8.833E−03 2.815E−03 8.708E−04

E
Ny ,Mt 7.316E−02 2.647E−02 8.833E−03 2.815E−03 8.708E−04

R
Ny ,Mt 1.466 1.583 1.649 1.692

Table 2 Required iteration counts to attain the convergence for Example 1

ε = 10−p Ny = 26 Ny = 27 Ny = 28 Ny = 29 Ny = 210

Mt = 42 Mt = 43 Mt = 44 Mt = 45 Mt = 46

p = 1 5 6 6 7 7

2 2 2 2 2 2

3 1 1 1 1 1

4 1 1 1 1 1

5 1 1 1 1 1

6 1 1 1 1 1

7 1 1 1 1 1

8 1 1 1 1 1

Table 3 Uniform error ENy ,Mt and uniform convergence rate RNy ,Mt for Example 1

Methods Ny = 26 Ny = 27 Ny = 28 Ny = 29 Ny = 210

Mt = 42 Mt = 43 Mt = 44 Mt = 45 Mt = 46

Proposed method E
Ny ,Mt 7.316E−02 2.647E−02 8.833E−03 2.815E−03 8.708E−04

R
Ny ,Mt 1.466 1.583 1.649 1.692

Method [31] E
Ny ,Mt 7.082E−02 2.803-02 9.918E−03 3.284E−03 1.440E−03

R
Ny ,Mt 1.337 1.4999 1.594 1.653

The maximum pointwise errors for this example are evaluated as E
Ny ,Mt
ε = ||u −

UNy ,Mt ||
Q
Ny ,Mt , where u is the exact solution andUNy ,Mt is the approximate solution

with the proposed scheme.

123



A rapidly converging domain decomposition algorithm

Table 4 Maximumpointwise errorsE
Ny ,Mt
ε , uniform errorsENy ,Mt and uniform convergence rateRNy ,Mt

for Example 2

ε = 10−p Ny = 26 Ny = 27 Ny = 28 Ny = 29 Ny = 210

Mt = 42 Mt = 43 Mt = 44 Mt = 45 Mt = 46

p = 1 1.7501E−03 4.4629E−04 1.1214E−04 2.8072E−05 7.0201E−06

5.0496E−03 1.2733E−03 3.1903E−04 7.9800E−05 1.9953E−05

1.0580E−02 2.6743E−03 6.7038E−04 1.6771E−04 4.1935E−05

2.8278E−02 7.3827E−03 1.8647E−03 4.6736E−04 1.1691E−04

3.1430E−02 1.1480E−02 3.8707E−03 1.2453E−03 3.8822E−04

3.1426E−02 1.1479E−02 3.8705E−03 1.2453E−03 3.8822E−04

3.1425E−02 1.1479E−02 3.8705E−03 1.2453E−03 3.8822E−04

3.1425E−02 1.1479E−02 3.8705E−03 1.2453E−03 3.8822E−04

E
Ny ,Mt 3.1425E−02 1.1479E−02 3.8705E−03 1.2453E−03 3.8822E−04

R
Ny ,Mt 1.453 1.568 1.636 1.682

Table 5 Required iteration counts to attain the convergence rate RNy ,Mt for Example 2

ε = 10−p Ny = 26 Ny = 27 Ny = 28 Ny = 29 Ny = 210

Mt = 42 Mt = 43 Mt = 44 Mt = 45 Mt = 46

p = 1 5 6 6 6 7

2 2 2 2 2 2

3 1 1 1 1 1

4 1 1 1 1 1

5 1 1 1 1 1

6 1 1 1 1 1

7 1 1 1 1 1

8 1 1 1 1 1

Table 6 Maximumpointwise errorsE
Ny ,Mt
ε , uniform errorsENy ,Mt and uniform convergence rateR

Ny ,Mt∗
for Example 2

ε = 10−p Ny = 25 Ny = 26 Ny = 27 Ny = 28 Ny = 29

Mt = 23 Mt = 24 Mt = 25 Mt = 26 Mt = 27

p = 1 3.4408E−03 1.7690E−03 8.9756E−04 4.5203E−04 2.2684E−04

9.9801E−03 5.0470E−03 2.5377E−03 1.2725E−03 6.3713E−04

2.0719E−02 1.0478E−02 5.2684E−03 2.6416E−03 1.3226E−03

2.5421E−02 1.2764E−02 6.4047E−03 3.2086E−03 1.6060E−03

2.8453E−02 1.3283E−02 6.6825E−03 3.3515E−03 1.6783E−03

2.8455E−02 1.3394E−02 6.7437E−03 3.3836E−03 1.6948E−03

2.8456E−02 1.3423E−02 6.7598E−03 3.3920E−03 1.6990E−03

2.8456E−02 1.3432E−02 6.7646E−03 3.3945E−03 1.7003E−03

E
Ny ,Mt 2.8456E−02 1.3432E−02 6.7646E−03 3.3945E−03 1.7003E−03

R
Ny ,Δt
∗ 1.083 0.989 0.995 0.997
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Table 7 Required iteration counts to attain the convergence rate R
Ny ,Δt
∗ for Example 2

ε = 10−p Ny = 25 Ny = 26 Ny = 27 Ny = 28 Ny = 29

Mt = 23 Mt = 24 Mt = 25 Mt = 26 Mt = 27

p = 1 5 6 6 7 7

2 2 2 2 2 2

3 1 1 1 1 1

4 1 1 1 1 1

5 1 1 1 1 1

6 1 1 1 1 1

7 1 1 1 1 1

8 1 1 1 1 1

In Table 1 we present the maximum pointwise errors E
Ny ,Mt
ε , uniform errors ENy ,Mt

and uniform convergence rateRNy ,Mt for Example 1, which verify the theoretical find-
ings that we have proved earlier in Theorems 1 and 2. The iteration counts mentioned
in Table 2 display the number of iteration needed to satisfy the stopping criterion for
the algorithm. From Table 2 we can notice that only one iterate is required to stop
the iterative procedure for small values of the perturbation parameters, i.e. we can get
the desired approximate solution only after one iteration of the algorithm. Further, a
comparison between our method and method [31] is given in Table 3. Notably, our
method demonstrates lower errors than [31].

Example 2 Consider

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∂u(y,t)
∂t − ε

∂2u(y,t)
∂ y2

+ (1 + ye−t )u(y, t) − 0.9u(y, t − 1)

= f (y, t) (y, t) ∈ Q := D × (0, 2],
u(y, t) − √

ε ∂u
∂ y (y, t) = g�(t) (y, t) ∈ {0} × (0, 2],

u(y, t) + √
ε ∂u

∂ y (y, t) = gr (t) (y, t) ∈ {1} × (0, 2],
u(y, t) = gb(y, t) (y, t) ∈ [0, 1] × [−1, 0].

where gb, f , g� and gr are calculated by the following exact solution

u(y, t) = (1 − e−t )
[
e−y/

√
ε+e(y−1)/

√
ε

1+e−1/
√

ε
− cos2 π y

]
.

The maximum pointwise errors, uniform errors and uniform rates of convergence are
also computed for this example. Table 4 displays the numerical results for Example 2,
which agree with the theoretical findings established in Theorems 1 and 2. From this,
we can conclude that the rate of convergence of the proposed scheme is almost two.
This is evident by the fact that in this case, the space discretization errors dominate
the global errors. To indicate the contribution of time discretization errors to global
errors the following formula is used

R
Ny ,Mt∗ = log2

(
E
Ny ,Mt

E
2Ny ,2Mt

)
.
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Fig. 1 Solution plot for Example 1 with ε = 10−7 and Ny = 64, Mt = 32

Fig. 2 Solution plot for Example 2 with ε = 10−7 and Ny = 64, Mt = 32
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Fig. 3 Error plot corresponding to Example 1
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Fig. 4 Error plot corresponding to Example 2
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The results are collected in Table 6. From this data, we can observe that the rate of
convergence is one. Tables 5 and 7 show how many iterations the iterative procedure
requires to reach the required accuracy.

The numerical solutions and corresponding loglog plots for Examples 1 and 2 are
represented in Figs. 1, 2 and 3, 4 respectively. FromFigs. 1 and 2we can clearly observe
the multiscale character of the solutions near the boundary points and that the slope
obtained in the error plots validates the convergence order.

6 Conclusion

We developed a rapidly converging domain decomposition algorithm for solving
singularly perturbed time delayed parabolic problems with mixed type boundary con-
ditions. The numerical algorithm is proved to be robust convergent, with an accuracy
of order one in time and almost two in space. Also, we observed that the numerical
results obtained by the proposed numerical algorithm corresponding to the test prob-
lems validate the theoretical findings. The data displayed in Tables 2 and 5 illustrate
that a single iteration is adequate to meet the specified threshold for low magnitudes
of the perturbation parameter.
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