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Abstract
The development of new coherent and ultrashort light sources is of great relevance for exploring
fundamental processes and different applications in science. The most successful technique for
generating ultrashort laser pulses, in terms of energy and pulse duration, is using hollow
capillary fibre (HCF) compressors. The different strategies to further increase the pulse energy
and to achieve shorter pulses at non-conventional wavelengths, lead to continuous improvement
of this technique. In this work, we present the theoretical framework of the nonlinear
propagation in HCFs through the propagation equation and the spatio-temporal effects that
appear in the nonlinear dynamics. To numerically study the nonlinear propagation of the pulse
in the HCF, we present different numerical models considering only the spatial effects, (1 + 1)D
model, the full spatio-temporal dynamics and ionization, (2 + 1)D model, or the case with lack
of cylindrical symmetry, (3 + 1)D model. To show the performance of some of these models in
a particular case, we study the generation of ultrashort and energetic dispersive waves (DWs)
inside the HCF. We show that the emission of a DW at a fixed wavelength for different pump
wavelengths is possible by parameter scaling.

Keywords: nonlinear optics, hollow capillary fibres, numerical simulations, GNLSE,
dispersive wave emission

(Some figures may appear in colour only in the online journal)

1. Introduction

Over the last 60 years, the possibility of generating new ultra-
fast and ultrabroadband light sources to explore different phe-
nomena in science has been one of the main goals in the sci-
entific community. In particular, ultrashort laser pulses are
useful for a great number of applications due to their very short
duration, so they can be used to induce and measure ultrafast
phenomena with femtosecond time resolution. In this work,

∗
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we will focus on the basics of the techniques to generate these
ultrashort pulses.

The invention and continuous development of laser sys-
tems motivated the search for new applications. One of the
most important was the use of optical fibres for pulse post-
compression, as the pulse propagates over long interaction
lengths enhancing the nonlinear response [1]. Using these
optical fibres, a breakthrough for ultrafast science was repor-
ted with the first post-compression of a laser pulse down to
6 fs after spectral broadening due to the self-phase modu-
lation effect [2, 3]. However, the possibility of generating
short pulses with energies above the nanojoule level with these
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devices was challenging. This limitation, together with the
possibility of generating more intense and shorter laser pulses
using the Chirped Pulse Amplification technique [4], led to the
research of new fibre designs.

Significant progress in energy scaling was possible with the
invention of photonic crystal fibres (PCFs) [5]. These devices
provide exceptional control of pulse dispersion and, in addi-
tion, they have an extremely small core (with a cross-section of
a few µm2) that enhances the nonlinearity and can be hollow,
providing a higher damage threshold compared to standard
optical fibres [6]. Once that the few-femtosecond pulse regime
was achieved with these PCFs, the interest in even more ener-
getic few-cycle laser pulses for different applications motiv-
ated the research of new techniques to scale the pulse energy
up to the millijoule level.

The most commonly used method to generate these
ultrashort, energetic pulses is through gas-filled hollow capil-
lary fibres (HCFs), which is the topic of this work. A simple
scheme of a HCF compressor is shown in figure 1. This
technique was proposed and experimentally demonstrated by
Nisoli et al [7]. The energy of the generated few-cycle pulses
was more than three orders of magnitude higher than that
obtained in previous experiments. This was possible due to the
low nonlinearity of the gas medium inside the HCF and the
increment of the core size compared to PCFs. Although this
technique is well known, the search for different strategies to
scale the output pulse energy up and to obtain ultrashort pulses
at non-conventional wavelengths leads to further investigation
of this technique.

1.1. Pulse post-compression in HCFs

One of the advantages of the HCF is the interaction of laser
pulses with a gas medium, since it has a higher damage
threshold than other nonlinear media and is not permanently
damaged if ionized. For these reasons, HCFs and hollow-core
PCFs have been a successful tool in this post-compression
context in the last decades. Another main advantage of both
devices is that the nonlinearity and dispersion of the system
can be easily tuned by simply changing the gas pressure or
the type of gas inside the fibre. Compared to hollow-core
PCFs, large-core HCFs (larger than 100 µm) are used when
propagating intense (millijoule-scale) laser pulses over lengths
of a few meters. However, HCFs present higher propagation
losses, as the guiding is based on grazing-incidence reflec-
tion and it is very sensitive to bending. There is a limit on
the input pulse energy to avoid detrimental nonlinear effects,
such as self-focusing and plasma [8] that worsen the compres-
sion of the output pulse. Despite these limitations, the output
pulses from HCFs are essential, for instance, to generate isol-
ated attosecond pulses via high-order harmonic processes in
noble gases [9].

In the last decades, several advances related to pulse dur-
ation and energy scaling in HCF compressors have been
achieved with different strategies, such as using short input
pulses [10], circular polarization [11] or two-stage HCF

Figure 1. Post-compression scheme based in HCFs technique.

configurations [12, 13]. In terms of energy scaling, gas ion-
ization sets an upper limit on the input peak intensity of the
pulse to avoid detrimental nonlinear effects in the propagation,
which at the same time restricts the HCF core size. However,
for a chosen core size, to obtain the desired spectral broadening
it is possible to change the type of gas, its pressure or the HCF
length to enhance the nonlinearity. Increasing the gas pressure
is also a constraint, since it is convenient to avoid the critical
value at which self-focusing occurs. A possible solution to this
problem is to use pressure gradients inside the HCF to avoid
self-focusing and ionization of the gas at the HCF entrance.
The strategy is to apply the gas at the output side and it flows
to the entrance through the fibre, but with the disadvantage
of reducing the effective interaction length [14]. On the other
hand, it is possible to increase the HCF length, but the bend-
ing of the fibre itself sets a limit. This problem was solved by
using flexible HCFs, whose ends can be pulled to keep the fibre
straight [15]. By combining all the methods mentioned above
for energy scaling, it is possible to obtain compressed pulses
of 3.8 fs and 6.1 mJ with a peak power of 1.2 TW [16].

A different method to obtain high-energy pulse compres-
sion, while avoiding the ionization of the medium, is the
propagation of long input pulses of a few hundred femto-
seconds. Nevertheless, to compress them to the few-cycle
regime, a large compression ratio is needed. It has been repor-
ted that the use of molecular gases, and taking advantage of
the non-instantaneous nonlinear Raman response related to the
alignment of molecules in the field direction, enhances the red
side of the spectrum. This technique can be improved to obtain
a two-octave spectrum and a compression factor of 45 [17].

In general, HCF postcompression is one of the most suc-
cessful techniques, being able to reach the high-energy few-
cycle regime with above-mJ and sub-3-cycle pulses [16, 18].

1.2. Pulse soliton self-compression in HCFs

An alternative nonlinear compression technique would be
the soliton self-compression dynamics during nonlinear
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propagation inside the HCF. With this technique, it is pos-
sible to obtain few-cycle pulses with multi-octave spectral
spanning without the need for additional phase compensa-
tion after the HCF. However, the self-compression dynamics
is highly dependent on the parameters of the input pulse and
HCF, since the laser pulse must propagate in the anomalous
dispersion regime inside the HCF. During the pulse propaga-
tion, the anomalous dispersion experienced by the pulse can
be balanced by the self-phase modulation effect, leading to
the soliton formation and soliton self-compression process that
results in an ultrashort pulse with a high intensity peak. The
maximum possible compression is limited by higher-order
linear and nonlinear effects that can cause the break-up of
the soliton into its fundamental components, a phenomenon
known as soliton fission [19].

This technique has been studied in detail for infrared pulses
in filaments [20], bulk material [21] and PCFs [22]. In HCFs,
this process has been reported by Travers’ group obtain-
ing much higher soliton self-compression energy after care-
fully choosing the HCF and laser parameters [23]. To select
the right parameters for the self-compression effect, we have
to take into account that the linear dispersion experimented
by the laser pulse inside the HCF depends on the gas dis-
persion and the HCF contributions. Moreover, the nonlinear
response depends not only on the gas properties and pres-
sure configuration [24], but also on the mode confinement. For
instance, since both linear and nonlinear propagation proper-
ties depend on the spatial profile of the beam inside the capil-
lary (see section 2.3 for an explanation of the HCF spatial
modes), the use of high order hybrid modes [25–27] or struc-
tured beams with different number of lobes [28, 29] have been
proposed to obtain self-compression in HCFs.

Travers’s group has scaled the soliton effects to the multi-
millijoule energy level and terawatt peak power level, orders
of magnitude above optical fibres and PCFs. They experiment-
ally observed the self-compression of a 10 fs laser pulse, pre-
viously post-compressed, down to 1.2 fs in a 3 m flexible HCF
with 125 µm inner radius filled with 0.4 bar of helium. In addi-
tion, they generated tunable few-cycle ultraviolet pulses by
changing the gas pressure. This effect is observed at the point
of maximum compression, when the soliton fission occurs.
At the same time, part of the energy is transferred resonantly
from the soliton to a certain frequency in the normal disper-
sion region, separated from the soliton spectrum, in a phase-
matching process. This effect, named dispersive wave (DW)
generation, sets the foundations for a new topic in nonlinear
optics due to the possibility of generating ultrashort tunable
pulses in the ultraviolet. Wavelength-tunable DW emission
from the ultraviolet to the infrared has also been demonstrated
in gas-filled PCFs [30, 31], antiresonant PCFs [32] and also in
downscaled HCF systems [33].

Usually, the way of generating these UV pulses for dif-
ferent applications is through frequency-conversion schemes,
such as those using nonlinear crystals [34, 35], high-harmonic
generation [36], selecting the desired wavelength from a
broadband spectrum [37] or through the four-wave mixing

[38] and third-harmonic generation in gases [39]. In general,
these techniques are limited by the optical damage to the
material and the post-compression setups, making the gener-
ation of ultrashort and energetic pulses in this spectral region
with these techniques challenging. DW generation in HCFs
has several advantages compared to the previous ones: the
wavelength can be tuned through the fibre geometry, gas spe-
cies and pressure, the conversion efficiency is higher than in
the high-harmonic process and its duration can be only a few
femtoseconds at the generation [40]. In addition, HCFs have
broad ultraviolet transparency and a high damage threshold,
which allows scaling up the energy. The tunability of the DW
makes this emission an important tool for different applica-
tions, such as photoelectron spectroscopy and attosecond spec-
troscopy, as it is currently the only technique that allows to
obtain UV pulses shorter than 5 fs at the microjoule level.

In this workwewill present the theoretical basis and numer-
ical methods to model the nonlinear propagation of short laser
pulses inside HCFs. In section 2, we will present the pulse
propagation equation and some of the HCF spatial modes. In
section 3, we will explain in detail the (1+ 1)D, (2+ 1)D and
(3+ 1)D numerical models for different scenarios. Finally, we
will apply these models to simulate the DW emission at a fixed
wavelength for different pump wavelengths in section 4.

2. Theoretical methods

In the present section we derive the equation that governs the
pulse nonlinear propagation in HCFs. This equation describes
the propagation of an ultrashort laser pulse through a nonlinear
dispersive medium.

The propagation of an electric field in a dielectric, homo-
geneous and isotropic medium can be described by the wave
equation derived from Maxwell’s equations [41]:

∇2E−µ0
∂2D
∂t2

= 0 (1)

whereE is the electric field, µ0 is the vacuum permeability and
D= ϵ0E+P is the displacement field (or electric flux dens-
ity), being, ε0 the vacuum permittivity and P the polarization
vector. The displacement field, D, represents the response of
the bound charges in the medium to the effect of the propagat-
ing electric field, which induces an electric dipole moment.
Considering the linear and nonlinear response of the polar-
ization vector, P = PL + PNL, we can express the displace-
ment field as D= DL+PNL, where DL = ϵ0E+PL would be
a linear displacement field. Introducing these expressions into
equation (1)

∇2E− 1
c2

∂2DL

∂t2
=

1
ϵ0c2

∂2

∂t2
PNL (2)

where c is the speed of light in vacuum. From equation (2)
we deduce that the polarization acts as a source of the electro-
magnetic field. If the intensity of the field applied to a dielec-
tric material is high enough, the response of this material to
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light becomes nonlinear. The origin of this nonlinear response
is mainly related to the anharmonic motion of bound electrons
under the interaction with the applied field. However, we can
assume that PNL is treated as a small perturbation to PL since,
for instance, the changes in the refractive index due to the non-
linear effects are<10−6 [41]. To study the propagation of short
laser pulses inside a HCF, both dispersive and nonlinear effects
must be considered. The linear and nonlinear part of the polar-
ization vector are related to the electric field by

P= PL+PNL = ϵ0χ
(1) ·E

+ ϵ0

(
χ(2) : EE+χ(3)...EEE+ . . .

)
(3)

where χ( j)( j= 1,2, . . .) is the jth order susceptibility, which
in general is a tensor of rank j+ 1. We also assume that the
electric field maintains the polarization along the propaga-
tion inside the HCF, so that a scalar approach is valid.
Since the pulse is going to propagate through a cylindrical
HCF filled with gas as nonlinear medium, the Laplace oper-
ator in equation (2) has the form ∇2 = ∂2/∂z2 + ∂2/∂r2 +
(1/r)∂/∂r+

(
1/r2

)
∂2/∂θ2 in cylindrical coordinates. We

can express both the electric field and the nonlinear polariz-
ation vector as:

E(r,θ, t,z) = A(r,θ, t,z)ei(k0z−ω0t) + c.c (4)

PNL(r,θ, t,z) = pNL(r,θ, t,z)ei(k0z−ω0t) + c.c (5)

where ω0 is the central frequency of the pulse, k0 = n0ω0/c is
the wavevector and n0 = nL(ω0) is the linear refractive index
of the medium at ω0. The expressions for E and PNL repres-
ent non-plane waves with complex time- and space-dependent
varying amplitudes, A(r,θ, t,z) and pNL(r,θ, t,z).

We assume that DL and E in the frequency domain
are related by the linear dispersion relation D̃L(r,θ,ω,z) =
ϵ0ϵ

(1)(ω)Ẽ(r,θ,ω,z), where ϵ(1)(ω) is the linear relative per-
mittivity, a dielectric complex scalar quantity in the case of a
dissipative and isotropic medium. It is possible to define the
complex refractive index of the medium as n2(ω) = ϵ(1)(ω),
considering low losses inside the HCF in the wavelength
region of interest, so the imaginary part of ϵ(ω) is small
compared to the real part. Doing the Fourier Transform of
DL, E and PNL and using the linear dispersion relation in
equation (2), we can obtain the Helmholtz equation in the fre-
quency domain

∇2Ẽ(r,θ,ω,z)+
(ω
c

)2
ϵ(1)(ω)Ẽ(r,θ,ω,z)

=− ω2

ϵ0c2
P̃
NL
(r,θ,ω,z). (6)

The envelopesA(r,θ, t,z) and pNL(r,θ, t,z) in the frequency
domain are related to Ẽ(r,θ,ω,z) and P̃NL(r,θ,ω,z) by [41]

Ẽ(r,θ,ω,z)≃ Ã(r,θ,ω−ω0,z)e
ik0z (7)

P̃
NL
(r,θ,ω,z)≃ p̃NL(r,θ,ω−ω0,z)e

ik0z. (8)

Introducing these expressions into equation (6)

∇2(Ãeik0z)+ k(ω)Ãeik0z =− ω2

ϵ0c2
p̃NLeik0z (9)

where we use Ã and p̃NL for simplicity and k(ω) = nL(ω)ω/c,
being nL the linear part of the refractive index. Considering that
the complex amplitude A(r,θ, t,z) evolves slowly in z over a
wavelength, we can neglect the terms ∂2/∂z2

∂

∂z
Ã− i

2k0

[
∇2

⊥ +
(
k2(ω)− k20

)]
Ã=

i
2k0

ω2

ϵ0c2
p̃NL. (10)

The diffraction of the beam is represented by the trans-
verse Laplacian on the left-hand side. The nonlinear polariz-
ation term includes several contributions from second, third
and higher orders, as can be seen in equation (3). Since these
effects are perturbative in the range of intensities considered
in this work, only the first contributions will be significant.
The second-order susceptibility χ(2) is responsible for second-
harmonic generation, optical rectification and sum-frequency
generation. However, it is nonzero only for media that lack
an inversion symmetry at the molecular level. In gases, χ(2)

vanishes and the first nonlinear contribution to the nonlin-
ear polarization is χ(3). The third-order susceptibility χ(3) is
responsible for third-harmonic generation, four-wave mixing
and nonlinear refraction effects, among others. Most nonlin-
ear effects in waveguides are a consequence of the nonlin-
ear refraction effect. In this case, the refractive index of the
medium in the presence of an intense laser beam does not
only depend on its frequency but also on the spatiotemporal-
dependent intensity I(r, t) of the laser [42] by

n(r, t) = nL+ nNLI(r, t) (11)

where nL is the linear part and nNL is the nonlinear part of the
refractive index related to the third order susceptibility χ(3).
The nonlinear coefficient nNL is positive in general, leading
to an increase of the refractive index with the intensity of the
beam.

The nonlinear polarization in the time domain for self-
induced effects in waveguides becomes [43]

PNL(r,θ, t) = ϵ0χ
(3)E(r,θ, t)

ˆ t

−∞
R(t− τ1)|E(r,θ,τ1)|2dτ1.

(12)

R(t) being the nonlinear response function normalized in
a manner similar to the delta function, i.e.

´∞
−∞R(t)dt= 1,

and it includes the electronic and vibrational contributions.
In equation (12) we consider that the electric field and the
induced polarization vectors point along the same direction.
We also assume that R(t) obeys the causality condition R(t) =
0 for t− τ1 < 0, so the nonlinear polarization only depends on
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the past values of the electric field. In general, the functional
form of R(t) can be written as

R(t− τ1) = (1− fR)δ(t− τ1)+ fR · hR(t− τ1) (13)

where the first term is the instantaneous electronic response
(the optical Kerr effect) and the second term is the retarded
vibrational response (the stimulated Raman scattering).

2.1. Nonlinear spatial effects: self-focusing

In the case of a monochromatic laser beam, i.e. a sufficiently
long laser pulse with central frequency ω0 and a narrow spec-
trum, we can neglect the temporal dependence of the field
since only the spatial effects are significant during the propaga-
tion in this case. In addition, we assume cylindrical sym-
metry, so we only take into account the spatial and longitudinal
dimensions Ã(r,θ,ω,z) = A(r,z)δ(ω). For the case of a mater-
ial with an instantaneous third-order response, we can derive
the polarization amplitude from equation (12)

pNL(r,z) = 3ϵ0χ
(3)|A(r,z)|2A(r,z) (14)

χ(3) = 2/3nLnNL being the third-order susceptibility [41] and
the units of |A(r,z)|2 are Wcm−2. Introducing this expression
in equation (10)

∂

∂z
A− i

2k0(r)

[
∇2

⊥ +
(
(kR(r))2 − k20(r)

)]
A+

α(r)
2

A

= i
ω0

c
nNL(r)|A|2A (15)

where ∇2
⊥ = ∂2/∂r2 +(1/r)∂/∂r and we have expressed

k(r) = kR(r)+ iα(r)/2 [44], kR being the propagation con-
stant,α(r) the linear absorption due to the gas and the propaga-
tion losses in the HCF. If the leaks are low and the absorption
of the gas is negligible at the wavelengths considered here,
then kR ≫ α and we can neglect the terms α2 and assume that
kR(r)/k0(r)≈ 1.

In equation (15) we can identify which effects change the
field amplitude during the propagation. The second term on
the left-hand side represents the diffraction of the pulse and
the nonlinear term on the right-hand side represents the optical
Kerr effect. The consequence of this nonlinear intensity-
dependent term is the self-focusing of the beam towards the
highest intensity regions, usually its central part. This process
is activated when a laser beam with peak power above a crit-
ical value, called critical power (Pcr) [45], propagates through
a material for which nNL is positive. As a result, the medium
acts as a positive lens and the beam self-focuses. This process
is of great practical importance, because if the intensity of the
laser beam is high enough, it can damage the material.

2.2. Nonlinear spatio-temporal effects

Since we are in a context of short pulses, we also need to
study the temporal nonlinear effects in addition to the spatial

effects. For this reason, we include the temporal dependence
of the field amplitude and calculate the second order derivat-
ive in time of the nonlinear polarization that appears on the
right-hand side of equation (2). Now the propagation constant
k(ω) = n(ω)ω/c represents the linear response of the medium
including all the dispersion terms and the absorption, being
n(ω) the complex refractive index. Approximating k(ω) as a
power series in ω−ω0

k(ω) = k0(ω0)+ k1(ω0)(ω−ω0)+ D̃(ω) (16)

D̃(ω) =
∞∑
m⩾2

1
m!
km(ω0)(ω−ω0)

m (17)

where D̃ represents the high-order dispersion terms: km(ω0) =
[(∂k/∂ω)m]ω=ω0

. The first term k0 = kR0 + iα/2 together with
the rest km terms represent the complete linear dispersion
response.

We can express the wave equation in the time domain intro-
ducing equations (16) and (17) into equation (9), going back
to the time domain and using a frame moving with the pulse
T= t− k1z and z ′ = z.(

∂

∂z
− i

2k0
∇2

⊥T̂
−1 − iD+

α

2

)
A(r,θ,T,z)

=
ik0

2ϵ0n20
T̂pNL(r,θ,T,z) (18)

where we rename z′ as z for simplicity. The termD is the differ-
ential operatorD(T) =

∑∞
m⩾2(1/m!)km(i∂/∂T)

m. The refract-
ive index n0 is defined as n0 = nL(ω0). We have assumed
that kR0 ≈ k0 since the imaginary part of the refractive index
is very small in our case and we can substitute the term
k1/k0 ≈ 1/ω0 ignoring the correction of the dispersion in this
expression [41]. All the terms D2, α2 and ∂2/∂z2 are also
considered invariably small so we can neglect them. The
operator T̂ is defined as T̂= [1+(i/ω0)∂/∂T]. Equation (18)
includes the linear effects that appear in the propagation: the
diffraction, the spatio-temporal coupling (represented by T̂−1,
which improves the model above the slowly varying envelope
approximation) and the high-order dispersion terms through
D. The spatial dynamics of the beam due to diffraction is rep-
resented by the transverse Laplacian. Related to the nonlinear
dynamics, the self-steepening effect is represented by the dif-
ferential operator T̂ in the right-hand side. By considering this
linear spatio-temporal coupling, we impose the slowly varying
amplitude approximation in the propagation direction z, but
not in time, which is useful in the case of ultrashort pulses (this
approximation is known as the slowly evolving wave approx-
imation, SEWA) [42].

It is usually stated that envelope pulse propagation descrip-
tion is limited to those regimes that can be described as quasi-
monochromatic. However, the nonlinear envelope equation,
which corresponds to equation (18) and was derived by Brabec
and Krausz [44], is valid for ultrashort, broadband spectrum

5



J. Opt. 25 (2023) 024005 A Crego et al

Figure 2. Self-phase modulation and self-steepening effects in a nonlinear propagation. The initial intensity and spectrum are represented
in blue dashed lines.

laser pulses due to different ‘correction terms’ beyond the
slowly varying envelope approximation. This equation can
manage pulses with broad spectrum and fast temporal features,
even though the field is described through its envelope.

2.2.1. Self-phase modulation and self-steepening. The sub-
sequent step is to assume a material with purely electronic
instantaneous third-order response. In that case, according to
equation (12) the polarization amplitude takes the form

pNL(r,θ, t,z) = 3ϵ0χ
(3)|A(r,θ, t,z)|2A(r,θ, t,z) (19)

where χ(3) = 2/3nLnNL is the third-order susceptibility, so
|A(r,θ, t,z)|2 is expressed in Wcm−2 [41]. Introducing this
expression in equation (18), we obtain(

∂

∂z
− i

2k0
∇2

⊥T̂
−1 − iD+

α

2

)
A= i

ω0

c
nLnNL
n0

T̂|A|2A. (20)

The term on the right-hand side of the equation describes
the self-phase modulation and self-steepening effects. Self-
phase modulation is a consequence of the optical Kerr effect,
the temporal analog of the self-focusing, and it also appears
due to the nonlinear contribution to the refractive index, nNL,
which self-induces a change in the temporal phase of the pulse
during the propagation and is responsible for the symmetric
and modulated spectral broadening of the pulse. The oper-
ator T̂ on the right-hand side of equation (20) describes the
self-steepening effect. This effect can be understood like an
intensity dependence of the group velocity, vg = dω/dk(ω) =
c/(nL+ωdn(ω)/dω) [41]. In general, the nonlinear refract-
ive index, nNL, is positive and as the pulse envelope propag-
ates with the group velocity, the peak of the pulse with high
intensity slows down with respect to the wings of the pulse.
As a result, the slope of the leading edge decreases while the
slope of the trailing edge becomes steeper, which can lead to an
optical shock wave. This temporal asymmetry induced by the

self-steepening leads to an asymmetry in the spectrum. Since
the slope is higher in the trailing edge of the pulse, there is a
larger spectral broadening in the blue side of the spectrum, as
figure 2 illustrates.

2.2.2. Delayed Raman response. If we now assume a
material with molecular response, which is slower than the
electronic response, we have to consider the non-instantaneous
response of the third-order susceptibility. Taking this into
account, the Kerr term has an instantaneous part and a delayed
part. We have to use the general form of the nonlinear polar-
ization, as defined in equation (12) [43] and the polarization
amplitude takes the form

pNL(r,θ, t,z) = 3ϵ0χ
(3)A(r,θ, t,z)

×
ˆ t

−∞
R(t− τ1)|A(r,θ,τ1,z)|2dτ1. (21)

Introducing this expression in equation (18)(
∂

∂z
− i

2k0
∇2

⊥T̂
−1 − iD+

α

2

)
A

= i
ω0

c
nLnNL
n0

T̂A
ˆ T

−∞
R(T− τ1)|A(τ1)|2dτ1. (22)

The terms on the left-hand side of equation (22) are the dif-
fraction, the space-time coupling, the dispersion and the linear
absorption. On the right-hand side, we describe together the
self-phase modulation and the Raman delayed response, both
affected by self-steepening.

In the particular case of gases, the complete nonlinear
temporal response can be expressed as R(T− t) = (1− fR)δ
(T− t)+ fR/τK · exp[−(T− t)/τK], f R being the ratio between
the self-phase modulation and the Raman effect, and τK the
characteristic time for the Raman response [8]. Because of the
delayed Raman response, the pulse spectrum suffers a red shift
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Figure 3. Pulse spectrum modulated by the Raman response when
propagating through air.

as the pulse propagates inside the HCF (see figure 3). This is
due to the fact that Raman effect is the result of light interac-
tion with the vibrations of the molecules.

The Raman scattering is an inelastic scattering process
in which a medium absorbs a photon and emits a new one
with slightly different frequency. Usually, the frequency of
the emitted photon is lower than the frequency of the one
absorbed. The energy difference is accounted for by a vibra-
tional energy (see figure 4). When this process is stimulated
by the light intensity, it can be described as a nonlinear third
order process in a similar way as the optical Kerr effect, as
we have presented. The new lower frequencies components,
generated from the ground level, are called the Raman Stokes
components. There are also Raman anti-Stokes components,
which consist of transitions from an excited level to the ground
level, but they are much weaker than the Stokes compon-
ents. Of course, if the intensity of the Raman Stokes com-
ponent is large enough, the re-emitted photon can be scattered
again at a lower energy, and so on, which means that the pro-
cess can cascade generating a broadband spectrum at longer
wavelengths.

2.2.3. Ionization effects: plasma generation and multiphoton
absorption. When the intensity of the pulse reaches 1013–
1014 Wcm−2, it can ionize the molecules or atoms of the
medium filling the core of the HCF. These intensity values can
be reached, for example, when the pulse propagates inside the
HCF and self-focuses, leading to the ionization of the medium
and the generation of plasma. The way of introducing the
effects of the ionization in the previous equations is by means
of the plasma current density, Jp, associated with the ionized
medium [46, 47].

∇2E− 1
c2

∂2E
∂t2

=
1

ϵ0c2

(
∂2

∂t2
PL+

∂2

∂t2
PNL+

∂Jp
∂t

)
(23)

∂Jp
∂t

=−σ

2
(1+ iω0τc)ρE− W(|E|2)Ui

2I
(ρat− ρ)E (24)

where Ui is the ionization potential of the gas, ρ(r,θ, t,z) is
the density of ionized electrons, ρat is the atomic density of
the medium, τ c is the collision time (relaxation time) and σ
is the cross-section for the inverse Bremsstrahlung, which is
written as follows

σ =
ω0

nL(ω)cρc

ω0τc
1+ω2

0τ
2
c
. (25)

ρc = ϵ0meω
2
0/e

2 being the value of the critical plasma dens-
ity above which the plasma becomes opaque for the frequency
ω0, and me and e are the electron mass and charge, respect-
ively. The first term of equation (24) is the change in the
refractive index induced by the presence of the ionized elec-
trons. The real part of this first term represents the absorp-
tion of light by the generated plasma itself, while the imagin-
ary part leads to plasma defocusing and blue shifting of the
laser spectrum, typically observed in ionized gases [48]. The
second term accounts for the absorption related to the ioniz-
ation process. The parameter W(|E|2) is the ionization rate,
which depends on Ui, the laser intensity and ω0. We use the
model of Perelomov–Popov–Terent’ev (PPT model) to calcu-
late the ionization rates since it is valid for a wider intensity
range compared to other ionization models and it is able to
describe the ionization both in the multiphoton regime, (I≪
1013Wcm−2), and the tunnel regime, (I≫ 1014Wcm−2),
[42, 49, 50]. Both plasma defocusing and absorption prevent
beam collapse when self-focusing dominates the propagation.

Including these terms, the nonlinear wave equation for
ultrashort pulses is the following(

∂

∂z
− i

2k0
∇2

⊥T̂
−1 − iD+

α

2

)
A= N(|A|2,A,ρ) (26)

where the nonlinear effects mentioned above are included in

N(|A|2,A,ρ) = NKerr(|A|2,A)+Nioniz(A,ρ)+Nabs(|A|2,A,ρ)
(27)

NKerr(|A|2,A) = i
ω0

c
nLnNL
n0

T̂

(ˆ T

−∞
R(T− τ1)|A(τ1)|2dτ1

)
A

(28)

Nioniz(A,ρ) =−iσ
2
ω0τcT̂

−1ρA (29)

Nabs(|A|2,A,ρ) =−W(|A|2)Ui

2|A|2
(ρat− ρ)A− σ

2
T̂−1ρA. (30)

Equation (26) is solved simultaneously with the equation
describing the evolution of the density of electrons, where we
assume that the avalanche ionization and the plasma recom-
bination processes are negligible

∂ρ

∂t
=W(|A|2)(ρat− ρ). (31)
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Figure 4. Left panel: an incident photon (green) can be absorbed by the nonlinear medium and scattered with lower energy (Stokes
components (yellow and orange)). Right panel: an incident photon (green) can be absorbed by the nonlinear medium and scattered with
higher energy (anti-Stokes components (blue and purple)). In the process, there is a molecular transition between different energy states.

2.3. HCF spatial modes

In this subsection, we will introduce the most common spa-
tial modes of the HCF used to study the propagation of a
laser pulse. We consider a dielectric and cylindrical HCF and
we assume that if the wavelength is smaller than the core
radius (λ≪ rF) and the HCF does not present curvature, the
light propagates essentially within the core by grazing incid-
ence reflections against the wall, so there is little energy flux
into the cladding due to refraction [51]. The field in the clad-
ding is weak, and the index difference between the core and
the cladding is high enough that any coupling on the femto-
second timescale from the cladding back to the core is neg-
ligible, as done in previous works [52]. We also assume that
|kz/k− 1| ≪ 1, which means that the axial propagation con-
stant of each mode, kz, is nearly equal to that of free space, so
only modes with low losses are supported.

There are three types of spatial modes supported by this
cylindrical HCF: transverse circular electric modes, transverse
circular magnetic modes and hybrid modes. We will distin-
guish between different spatial modes with two integers, p and
q. The value |p| is the number of periods of each field compon-
ent in the azimuthal direction and q is the number of maxima
and minima of each field component in the radial direction.
The approximate expression of the electric field for the dif-
ferent spatial modes in the core of the HCF can be written as
follows

2.3.1. Circular electric modes TE0q, (p= 0). If (E0q)z = 0
and (E0q)r = 0 everywhere, the electric field has only an
azimuthal component (E0q)θ that can be approximately
expressed as

(E0q)θ = J1

(
u0q

r
rF

)
(32)

where u0q is the qth root of the Bessel function of
the first kind J1 and rF is the core radius of the
HCF. The Bessel function of the first kind Jn is gen-
erally defined as Jn(x) = 1/π

´ π
0 cos(nτ − xsinτ)dτ =

1/2π
´ π
−π

exp(i(nτ − xsinτ))dτ .

Figure 5. First two circular electric modes TE01 and TE02.

The result is a transverse circular electric mode (TE0q, q=
1,2, . . .) in which the electric field lines are transverse concent-
ric circumferences centred on the propagation axis. These spa-
tial modes, which belong to the so-called vector beam family
of the optical beams, present azimuthal polarization and a sin-
gularity in the propagation axis. As a consequence of this spa-
tially varying polarization, the spatial intensity distribution has
a ring-shape profile. A simple representation of the first two
spatial modes of the family, TE01 and TE02 modes, is shown
in figure 5, where vectors represent the polarization direction
of the local field.

2.3.2. Circular magnetic modes TM0q, (p= 0). If
(E0q)θ = 0 everywhere, the other components of the electric
field can be approximately expressed as

(E0q)r = J1

(
u0q

r
rF

)
(33)

where u0q is the qth root of the Bessel function of the first kind
J1. The longitudinal component of these modes, (E0q)z, is very
small if λ≪ rF and we can neglect it. The result is a transverse

8
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Figure 6. First two circular magnetic modes TM01 and TM02.

circular magnetic mode (TM0q, q= 1,2, . . .) in which the elec-
tric field lines are radial lines [51]. These spatial modes, also
named vector beams as the TE0q modes, present radial polar-
ization and a singularity in the propagation axis. As the TE0q

modes, the spatial intensity distribution of the circular mag-
netic modes has a ring-shape profile (see figure 6).

2.3.3. Hybrid modes EHpq(p ̸= 0). In this case, the approx-
imated expressions for each field component are

(Epq)θ = Jp−1

(
upq

r
rF

)
cos(pθ) (34)

(Epq)r = Jp−1

(
upq

r
rF

)
sin(pθ) (35)

where we have neglected the longitudinal component of these
modes, (Epq)z, for the same reason as in TM modes. In
equations (34) and (35), upq is the qth root of the Bessel func-
tion of the first kind Jp−1.

The most interesting modes of this type for the propagation
inside the HCF are the EH1q modes, as they present a uniform
linear polarization and amaximumof intensity on the propaga-
tion axis. In the case of the higher-order modes (q> 1), they
present concentric intensity rings. A simple scheme of the first
two spatial modes of these EH1q modes, EH11 and EH12 is
shown in figure 7. Among the hybrid modes of the first order,
EH11 mode is called the fundamental spatial mode [51] and
it is the most frequently used in standard post-compression
setups.

2.3.4. Necklace beams. These spatial modes are a compos-
ition of two degenerate hybrid modes: EH(−|p|)q+EH(|p|+2)q,
both with the same complex propagation coefficient. If these
two hybrid modes are combined, we obtain a new family of
linearly polarized modes [51] represented by

Figure 7. First two hybrid modes EH11 and EH12.

Figure 8. Two necklace type modes with 6 and 4 beads or lobes.

EH(−|p|)q+EH(|p|+2)q = Jp+1

(
u(p+2)q

r
rF

)
sin [(p+ 1)θ]

(36)

where u(p+2)q is the qth root of the Bessel function of the
first kind Jp+1. Necklace beams are a type of structured laser
beams with amplitude and phase rotational symmetry around
the propagation axis. There are different families of necklace
beams in a HCF depending on the number of rings and beads
they present (see figure 8).

2.3.5. Propagation and absorption coefficients. The
propagation and absorption coefficients of the spatial modes
of the HCF presented before, are the real and imaginary parts
of the axial complex propagation coefficient kz [45]

kz(ω) = βpq(ω)+ iαpq(ω). (37)

9



J. Opt. 25 (2023) 024005 A Crego et al

The expressions for βpq and αpq are the following:

βpq(ω) = nL(ω)
2π
λ

[
1− 1

2

(
upqλ

2πrFnL(ω)

)2
]

(38)

αpq(ω) =
(upq
2π

)2 λ2

nL(ω)2r3F
νp (39)

where nL(ω) is the linear refractive index of the medium in the
core andλ is the central wavelength in vacuum. The expression
for νp depends on the chosen spatial mode:

νp =


(
ν2 − 1

)−1/2
TE0q

ν2
(
ν2 − 1

)−1/2
TM0q

1
2 (ν

2 + 1)
(
ν2 − 1

)−1/2
EHpq

(40)

where ν is the ratio between the refractive index of the clad-
ding and the core. Theequations (38) and (39) can be used as
the propagation constant kR and the absorption coefficient α
defined in the wave equations above.

Special attention should be paid to the expression of βpq
in equation (38). An important topic in nonlinear pulse com-
pression is the dispersion experienced by laser pulses during
the propagation inside the gas-filled HCF. We can notice that
selecting carefully the pulse wavelength, the core radius or the
spatial modes coupled into the HCF, the group velocity dis-
persion can be negative (∂2βpq/∂ω

2 < 0), thus entering into
the anomalous dispersion regime. In this anomalous disper-
sion region, new features arise from the interplay between
the second order dispersion (or group velocity dispersion) and
self-phase modulation. These two effects can cooperate in
such a way that the pulse propagates as an optical soliton and
it can self-compress during the propagation.

On the other hand, the attenuation constant α is propor-
tional to λ2/rF 3. This allows us to decrease the losses by
choosing large core radii, but at the same time, this will reduce
the negative contribution of βpq and enhance the multimode
propagation regime. We can see from the expression for αpq
that high-order modes present higher losses.

3. Numerical methods

The nonlinear partial differential equation (NPDE) (18) is
hard to solve analytically in most of the cases, and a numerical
solution of the nonlinear propagation equation is necessary to
understand the nonlinear effects that affect the propagation of
the pulse. Although there are different methods to obtain the
exact analytical solution of NPDEs [53–56], in the frame of
this work a numerical approach of this solution is enough to
simulate the dynamics observed in the experiments. We have
developed different numerical models according to the effects
that we are interested in or to the symmetry of the spatial pro-
file of the input beam. Several numerical methods can be used
to solve the nonlinear propagation equation. The easiest one to
implement is a split-step scheme in which the linear terms (dif-
fraction, dispersion and absorption) and the nonlinear terms
are solved separately [43]. Although in general, diffraction,

dispersion and nonlinearity act together through the propaga-
tion along the HCF, with the split-step method we can obtain
an approximate solution by assuming that linear and nonlin-
ear effects act independently in a small longitudinal step size.
To solve the linear and nonlinear part, we use a variety of
numerical models like finite-difference scheme, Fourier space
or Runge-Kutta algorithm.

3.1. The time-independent model (1 + 1)D

The first numerical model we have developed is time-
independent, useful for the understanding of the self-focusing
dynamics in HCF, which is a purely spatial effect. In the
literature, the early numerical studies on the self-focusing
dynamics solved a propagation equation including only the
diffraction and self-focusing effects and neglecting any time-
dependent term [57]. In accordance with this approach, we
have developed a time-independent model, (1 + 1)D model,
based on the nonlinear propagation equation (15) to study the
spatial dynamics of a monochromatic laser beam inside the
HCF and how the spatial confinement influences the nonlinear
propagation dynamics. The notation (1+ 1)D refers to the fact
that we only take into account the radial transverse dimension
r plus the propagation dimension z. We assume linear polariz-
ation so the envelope is a scalar quantity A(r,z).

In equation (15), the linear absorption of the spatial mode
propagating inside the HCF is α(r) = 2αpq(r), defined in
equation (39). Both refractive indices, nL and nNL, show radial
dependence since we are including the optical linear and non-
linear response of the core and the cladding of the HCF.
The amplitude of the laser beam A(r,z) has initially, at z= 0,
the radial dependence of a HCF spatial mode, so it can be
expressed as A(r,0) = F(r), F(r) being the modal field dis-
tribution. The intensity |A(r,z)|2 has units of Wcm−2 so that
the product nNL(r)|A(r,z)|2 is dimensionless. Equation (15)
is solved numerically using a standard split-step method. To
understand this method, we write equation (15) in the form of
the two terms that govern the beam propagation, L̂ and N̂.

∂A(r,z)
∂z

= L̂A(r,z)+ N̂(|A|2,A). (41)

The linear part of the propagation equation, L̂, represents
the diffraction and the absorption of the input spatial mode
propagating inside the HCF. The nonlinear part, N̂, represents
the self-focusing process induced by the optical Kerr effect
on the propagation [49]. With the split-step method we solve
equation (41) in two steps. In the first step, the linear operator
L̂ is discretized with a finite-difference scheme for the deriv-
atives in z and r. The resulting system of equations is solved
using a Crank–Nicolson algorithm [49].

∂A
∂z

= F

(
A,r,z,

∂A
∂r

,
∂2A
∂r2

)
(42)

Āj+1
i −Aji
∆z

=
1
2

(
Fj+1
i +F j

i

)
(43)
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where the i subscript refers to the radial points in the grid
and the j superscript refers to the longitudinal points in the
propagation direction. The equation for the Crank–Nicolson
method is a combination of the forward difference at the point
j and the backward difference at point j+ 1 for the longitudinal
coordinate. With this algorithm we solve the unknown envel-
ope at the point j+ 1, Āj+1

i , only including the linear effects.
Discretizing the equation above, we obtain a matrix equation
of the form

BĀj+1 = CAj (44)

where B andC are both tridiagonal matrices.We use Neumann
boundary conditions in r= 0, ∂A/∂r= 0, and since there is a
singularity in r= 0, we apply L’Hôpital’s rule

lim
r→0

(
1
r
∂A
∂r

)
r=0

=
∂2A
∂r2

. (45)

Moreover, we implemented an absorber at the end of the
radial grid to avoid reflections [58]. Thus, the matrices B and
C are the following

B=


1+ 4a− aξ −4a 0 . . . 0
−a(1− ∆r

2r ) 1+ 2a− aξ −a(1+ ∆r
2r ) . . . 0

...
...

. . . . . .
...

0 0 . . . −a(1− ∆r
2r ) 1+ 2a− aξ

 (46)

C=


1− 4a+ aξ 4a 0 . . . 0
a(1− ∆r

2r ) 1− 2a+ aξ a(1+ ∆r
2r ) . . . 0

...
...

. . . . . .
...

0 0 . . . a(1− ∆r
2r ) 1− 2a+ aξ

 (47)

where a= i∆z/4k0∆r2 and ξ =∆r2
[
(kR)2 − k20

]
, ∆z and ∆r

being the longitudinal and radial step sizes, respectively. We
have approximated the derivatives in the transverse Laplacian
with a finite-difference method, with the forward difference in
z and the centred difference in r.

In the second step, the nonlinearity acts individually
and it is solved as an exponential operator exp(∆zN̂),
which means introducing an intensity-dependent phase factor
i(ω0/c)nNL|A|2.

∂A
∂z

= i
ω0

c
nNL|A|2A (48)

Aj+1 = exp
(
i
ω0

c
nNL

∣∣Āj+1
∣∣2∆z) Āj+1. (49)

Āj+1 being the solution obtained when solving linear part with
the Crank–Nicolson algorithm. This model can simulate the
spatial dynamics of the pulse propagating inside the HCF.

3.2. The time-dependent model (2 + 1)D

Since HCFs are multimode systems, it is not surprising that
their multimode nature could be relevant to fully understand
the pulse dynamics during the propagation inside the HCF.
In the (1 + 1)D model the diffraction is modelled solving
the transverse Laplacian, so we do not take into account the
full dynamics of the different spatial modes, since this model
does not consider that each mode propagates differently. How-
ever, if the pulse intensity is sufficiently high, the nonlinear

propagation through the HCF induces an important energy
transfer between different spatial modes [52]. In addition, con-
sidering the short pulse duration of the laser beams, the disper-
sion and nonlinear temporal effects could also play a signific-
ant role in the propagation. For this reason, a numerical model
that includes the temporal dynamics is needed and instead of
solving the radial effects directly, this model decomposes the
electric field into the spatial modes considering only the spatial
structure in the core of the HCF. Since these are leaky modes,
the propagation losses of each mode are also included in the
model.

The time-dependent model, (2 + 1)D model, includes the
spatial and temporal dynamics of the pulse. We refer to this
model as (2+ 1)D model, meaning two dimensions, the radial
r and the temporal T dimensions, plus the propagation dimen-
sion z.We assume linear polarization so the envelope is a scalar
quantity A(r,T,z). Considering cylindrical symmetry again,
the propagation equation for the temporal envelope of the
pulse, A(r,T,z), is the one obtained in equation (26), where we
include the spatio-temporal dynamics and the effects related to
the ionization of the gas filling the HCF. Since we are consid-
ering only the propagation in the core, now nL and nNL, the lin-
ear and nonlinear refractive indices of the gas filling the HCF,
do not show radial dependence as before. Once more, we write
equation (26) in the form of the two terms that govern the beam
propagation, L̂ and N̂.

∂A(r,T,z)
∂z

= L̂A(r,T,z)+ N̂(|A|2,A,ρ) (50)
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where A(r,T,z) can be expressed initially as A(r,T,0) =
F(r)exp

(
−T2/T20

)
, F(r) being the initial modal field distribu-

tion. Equation (50) is solved again with a split-step method, as
is described in detail in [8]. In this case, the linear part is solved
decomposing the input pulse in the family of spatial modes
of the HCF, and the nonlinear part is solved by means of a
fourth-order Runge-Kutta algorithm in the time domain. The
nonlinear operator includes self-focusing, self-phase modula-
tion, self-steepening, Raman, ionization and the losses due to
the ionization process and plasma absorption. The model uses
a finite number ofmodes,N, for themodal decomposition, usu-
ally 30, which are enough to model the beam dynamics.

To solve the linear part we start from the premise that we
already know the pulse envelopeA(r,T,z) in a certain point but
our goal is to obtain A(r,T,z+∆z). The envelope can always
be expressed as the combination of different spatial modes in
the Fourier domain

Ã(r,ω,z) =
N∑
q=1

cpq(ω,z)Fpq(r) (51)

where Ã(r,ω,z) represents the Fourier Transform of A(r,T,z)
andFpq(r) is the family of pq-spatial modes propagating inside
the HCF (the modes TE0q, TM0q and EHpq with q= 1,2,3 . . .).
The coefficients of the decomposition, cpq, are calculated by
doing the inverse Hankel Transform of the spatial beam distri-
bution in the core of the HCF [59].

cpq(ω,z) =
1

r2FJ
2
p (upq)

ˆ rF

0
Ã(r,ω,z)Jp−1

(
upq

r
rF

)
rdr (52)

where upq are the qth-zeros of the Jp−1 Bessel function of the
first kind of order p− 1.

In the first part of the equation (50) the operator L̂ represents
the linear propagation effects: diffraction, absorption and also
dispersion, that we solve using the propagation and absorption
coefficients of each mode, βpq(ω) and αpq(ω) in the frequency
domain.

A(r,ω,z+∆z) =
N∑
q=1

cpq(ω,z)Fpq(r)exp

× [i(βpq(ω)+ iαpq(ω))∆z] . (53)

In this case, the spatio-temporal coupling is included in the
propagation constant of each mode βpq(ω), as a correction to
the dispersion relation k(ω) in free space [60].

The nonlinear part, N̂, not only includes self-focusing but
also self-phase modulation, self-steepening, Raman, the ion-
ization and all the losses related to it. The analytical expres-
sion that we use for each nonlinear term is standard and can
be found in equations (28)–(30). Equation (26) is solved sim-
ultaneously with the evolution of the density of electrons in
equation (31). At each step in the propagation direction, z,
the ionization is calculated based in the intensity at that step
and introduce in the nonlinear operator N̂. To solve the non-
linear operator, we use a fourth-order Runge-Kutta algorithm
in the time domain. The evolution of the free-electron density

is also solved with a fourth-order Runge-Kutta method, using
the rates obtained from the PPT model.

This model simulates the complete spatiotemporal dynam-
ics of the pulse propagating inside the HCF.We could simplify
it ignoring the spatial dynamics to study only the temporal
effects with a (1 + 1)D model in time. In this case the input
field can be expressed as A(T,0) = A0 exp

(
−T2/T20

)
. We will

use this time-dependent (1 + 1)D model in section 4 to study
the DW emission in HCFs.

3.3. The non-cylindrical symmetry model (3 + 1)D

In the case of nonlinear propagation of laser beams without
cylindrical symmetry, such as necklace beams, we need to
modify the previous models to include the azimuthal depend-
ence in the spatio-temporal dynamics. We have developed
a three-dimensional (3 + 1)D model, that includes the two
transverse dimensions (radial r and azimuthal θ) and the tem-
poral dimension T, plus the propagation dimension z. We
assume linear polarization so the envelope is a scalar quant-
ity A(r,θ,T,z). The propagation equation for the envelope
of the pulse in cylindrical coordinates, A(r,θ,T,z), is again
equation (26) but including now the azimuthal coordinate,
which means that the transverse Laplacian is expressed now as
∇2

⊥ = ∂2/∂r2 +(1/r)∂/∂r+
(
1/r2

)
∂2/∂θ2. As the previous

models, this equation is also solved with a split-step method.

∂A(r,θ,T,z)
∂z

= L̂A(r,θ,T,z)+ N̂(|A|2,A,ρ) (54)

where A(r,θ,T,z) can be expressed initially as A(r,θ,T,0) =
F(r,θ)exp

(
−T2/T20

)
, F(r,θ) being the initial modal field dis-

tribution. The first term, L̂, represents the linear effects, namely
the diffraction, the linear losses and the dispersion of the laser
beam in the HCF. The expression that we have used for these
effects in this case is:

L̂=
i

2k0

(
∂2

∂r2
+

1
r

∂

∂r
+

1
r2

∂2

∂θ2

)
T̂−1 − α

2
+

∞∑
m⩾2

im+1

m!
km

∂m

∂Tm

(55)

where k0 = n0ω0/c and n0 is the linear refractive index at ω0,
α= 2αpq is the absorption coefficient of the input spatial mode
and km = (∂mk/∂ωm)ω0 , k(ω) = nL(ω)ω/c being the disper-
sion relation of the gas, where nL(ω) is represented by the cor-
responding Sellmeier equation.

The second term, N̂, represents the most significant nonlin-
ear effects. The expressions that we have used for these effects
are the same we use in the (2 + 1)D model. This model is a
3D extension of the (2 + 1)D model, enhanced to study the
nonlinear propagation of beams without cylindrical symmetry
through gas-filled HCFs.

We solve equation (54) by using a split-step method again.
Although it is possible to perform a mode decomposition
for beams without cylindrical symmetry, it is quite time-
consuming since we should consider spatial modes from dif-
ferent families and the coupling between them. Hence, it
is more convenient to directly solve the Laplacian operator

12
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including the spatiotemporal coupling.We solve the linear part
at different steps, the dispersion is solved as an exponential
operator evaluated in the Fourier domain using the fast Four-
ier transform (FFT) algorithm.

Ã(r,θ,ω,z+∆z) = exp(∆zk(ω)) Ã(r,θ,ω,z). (56)

The evaluation of equation (56) is straightforward and rel-
atively fast using FFT algorithm. The azimuthal dependence
is solved also in the Fourier space, which involves replacing
the differential operator ∂2/∂θ2 by −l2, where l is the orbital
angular momentum. The diffraction term in equation (55)
is then i/2k0 ·

[
∂2/∂r2 +(1/r)∂/∂r− l2/r2

]
T̂−1 and it can

be solved now using a Crank–Nicolson algorithm, as in
the (1 + 1)D model, applied to each spectral component,
which allow us to consider also the spatio-temporal coup-
ling effect. The matrix equation has the same form as in
equation (44). Since the azimuthal term presents another
singularity at r= 0, we avoid this point and start the sim-
ulation in ∆r/2. We apply again the Neumann boundary
conditions on axis, so (∂A/∂r)r=0 = 0. In this (3 + 1)D
model we only simulate the propagation in the core of
the HCF assuming that the light is confined inside the
core and it does not escape into the cladding, so we apply
the Dirichlet boundary condition at the core edge, where
A= 0 if r= rF. The matrices B and C are the following

B=


1+ a(1+∆r2 l

2

r2 +
∆r
2r ) −a(1+ ∆r

2r ) 0 . . . 0
−a(1− ∆r

2r ) 1+ 2a+ a∆r2 l
2

r2 −a(1+ ∆r
2r ) . . . 0

...
...

. . . . . .
...

0 0 . . . 0 1

 (57)

C=


1− a(1+∆r2 l

2

r2 +
∆r
2r ) a(1+ ∆r

2r ) 0 . . . 0
a(1− ∆r

2r ) 1− 2a− a∆r2 l
2

r2 a(1+ ∆r
2r ) . . . 0

...
...

. . . . . .
...

0 0 . . . 0 0

 (58)

where a=
(
i∆z/4k0∆r2

)
(1+ω/ω0)

−1. The step sizes in the
longitudinal and radial dimensions are ∆z and ∆r, respect-
ively. We have included the angular momentum obtained from
the Fourier transform of the azimuthal coordinate in the diag-
onal terms.

The rest of the terms that appear in equation (26) included
in the nonlinear part, are solved with a fourth-order Runge-
Kutta algorithm in the time domain as in the (2 + 1)D model.

4. Application of the numerical model

With the numerical models presented above, it is possible to
simulate the propagation of a laser pulse through the HCF
in different scenarios. In this case, we are going to show the
application of the model to study a particular situation, the
self-compression of the pulse in the propagation and the sub-
sequent DW generation.

4.1. DW emission in HCFs

The dispersion in the HCF is calculated from the propaga-
tion coefficient βpq(ω) of each spatial mode, defined in
equation (38), and it depends on the gas pressure through
the linear refractive index of the gas. The DW emission
consists of an energy transfer to a certain frequency, which

lies in the normal dispersion regime, produced under perfect
phase-matching conditions. This phase-matching condition
depends on the propagation constants of the soliton and the
DW, βsol and βDW respectively. While the soliton propag-
ates nonlinearly in the anomalous dispersion region, the DW
propagates linearly in the normal dispersion region:

∆β = βDW(ω)−βsol(ω) = 0 (59)

βsol(ω) = βpq(ωsol)+ (βpq(ωsol))1 (ω−ωsol)+
ωsolnNLIsol

2c
(60)

βDW(ω)≈ βpq(ωsol)+ (βpq(ωsol))1 (ω−ωsol)+ D̃(ω) (61)

where we have considered that the soliton and the DW propag-
ate as the pq-spatial mode of the HCF, however, the DW emis-
sion can occur also from different spatial modes. Subscripts
indicate frequency derivatives and D̃(ω) denotes the higher-
order dispersion terms, as defined in equation (17). The para-
meter Isol is the self-compressed peak intensity and ωsol is the
soliton frequency.

One important parameter is the zero dispersion wavelength
(ZDW), which is the wavelength at which the HCF group velo-
city dispersion is zero (∂2βpq/∂ω

2)ωZD = 0. The dispersion
that the pulse experiences is anomalous for pulse wavelengths
longer than the ZDW, and normal for shorter wavelengths. In

13
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Figure 9. Temporal intensity (W cm−2) evolution (top left) and spectral intensity evolution in log scale (top right) of a 50 fs pulse centred in
1800 nm with 0.62 mJ, propagating inside a HCF with 150 µm core radius filled with Ar at 0.2 bar using the time-dependent (1 + 1)D
model. Temporal and spectral intensity profile (bottom left and bottom right respectively) at the point of maximum self-compression
(150 cm). The ZDW is represented as dashed lines.

consequence, to obtain the resonant energy transfer, the pump
and the DW wavelengths must lie in opposite sides of the
ZDW. We use the time-dependent (1 + 1)D model to simu-
late the nonlinear propagation of the fundamental spatial mode
of a HCF, the EH11 mode. The initial condition used to solve
numerically equation (50) is

A(r,T,z= 0)∝
{

J0 (u11r/rF) r⩽ rF
0 r> rF

. (62)

We simulate the propagation of a 50-fs laser pulse with
0.62 mJ input energy and centred at 1800 nm inside a 2-meter
long HCF with 150 µm core radius filled with argon at 0.2
bar. We use the expression for the linear refractive index of
argon given in [61] and the corresponding nonlinear refract-
ive index is nNL = 1.74× 10−23 · p (m2W−1), where p is the
gas pressure in bar [62]. For these particular parameters, the
zero-dispersion wavelength is 737 nm, which means that the
dispersion of the pump pulse is anomalous.

In figure 9 we show the (1 + 1)D propagation dynamics.
The top-left panel shows the evolution of the temporal intens-
ity distribution, while the top-right panel shows the evolution
of the spectral intensity distribution. Both panels represent
the characteristic propagation dynamics in a self-compression
process. It is clear from figure 9 (top left), that the pulse

duration, which is initially 50 fs, becomes shorter along the
propagation until it reaches 2.18 fs, below one-cycle duration
for a pump wavelength of 1800 nm due to the spectral broad-
ening achieved. This optimal pulse self-compression occurs at
zsc = 150 cm inside the HCF.

On the other hand, in figure 9 (top right), we can observe
a symmetric spectral broadening due to self-phase modulation
and, at the point of optimal pulse self-compression, the spec-
trum expands shedding energy in the ultraviolet region (nor-
mal dispersion region). This emission at 204 nm is in good
agreement with the DW wavelength predicted from the phase
matching condition, equation (59), for these parameters. In
figure 9, bottom left and right panels represent the temporal
and spectral intensity profile at the point of maximum self-
compression (150 cm), respectively. In bottom-left panel, the
self-compressed pulse at 150 cm inside the HCF presents an
intensity profile with features from a soliton self-compression
process. It has a long front tail and the peak of the pulse located
at the trailing part. The generated DW propagates at a different
group velocity and, at some point, it interferes with the soliton
causing the appearance of some amplitude oscillations at the
trailing part of the pulse [23]. In the spectral intensity profile at
150 nm (bottom-right), we can observe the spectral broaden-
ing and the emission of a DW at 204 nm. Since the DW lies in
the normal dispersion region, it broadens as it propagates away
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Figure 10. Left panel shows the evolution of the FWHM temporal duration (purple line) and Fourier Limit duration (green line) of the
generated DW. Right panel shows the evolution of the total pulse energy (blue line) and the energy of the DW (orange line) from the
emission point to the HCF output.

from the soliton, which explains the second structure behind
the main peak observed in figure 9 (bottom-left).

To use this emission as an ultrashort source, we have to cal-
culate its duration and the amount of energy transferred to it
from the soliton. For this reason, we have filtered the DW spec-
trally and reconstructed the temporal structure of the ultravi-
olet pulse for the case presented in figure 9 (1800 nm, 50 fs,
0.62 mJ and Ar at 0.2 bar). In figure 10 (left), we show the
evolution of the full width half maximum (FWHM) duration
of the DW (purple line) and the corresponding Fourier Limit
(green line) from zsc, the point where the DW is generated, to
the HCF output. At zsc, the FWHM duration of the DW is 1.87
fs, the same as the Fourier Limit and also similar to the FWHM
duration of the soliton at zsc. However, despite the low pres-
sure, as the DW propagates in the normal dispersion region of
the HCF it broadens reaching 26.75 fs at the HCF output.

Figure 10 (right) shows the energy of the DW (orange line)
together with the total energy of the pulse (blue line). We can
see that at the point of the DW emission (zsc) the energy is low,
less than 4 µJ, but as it propagates in the HCF more energy is
transferred from the soliton until it saturates, reaching 40.62µJ
at the HCF output. The efficiency of the process will be limited
by the phase-matching between the DW and the soliton, the
self-compression process and the consequent spectral broad-
ening, the temporal overlap between the soliton and the DW
and other high-order effects that complicate the propagation of
the pulse in the HCF.We can deduce that it is possible to obtain
an ultrashort source from the DW, if the emission occurs near
the HCF output, but the energy would be low. On the contrary,
if we are interested in an energetic DW, the more it propagates
inside the HCF the more energy it gains, but its duration grows
along the propagation.

4.2. Role of the spatial modes in the DW emission process

Another feature we can study is the multimode nature of the
DWgeneration process and the influence of the spatial dynam-
ics and the ionization of the medium. So far, we have studied
the DW generation process with the time-dependent (1 + 1)D
model. This model includes neither the spatial dynamics nor

the ionization, so the simulations are single mode and the
energy transfer between the soliton and the DW always occurs
in the same spatial mode. However, taking into account the
spatial dynamics could lead to the emission of different DWs
that might be related with the appearance of other spatial
modes, besides the fundamental mode [26], and the genera-
tion of plasma.

We have performed the same propagationwith the (2 + 1)D
model (1800 nm, 50 fs, 0.62 mJ and Ar at 0.2 bar). The
propagation dynamics is similar with both models, meaning
that neither the spatial dynamics nor the ionization are signi-
ficant during the propagation in this case. However, there is a
small disagreement near the DW generation point (150 cm).
We can see in figure 11 a comparison of the spectral intens-
ity profile of the DW obtained with the time-dependent (1 +
1)D model and the (2 + 1)D model at 150 cm (left) and at the
HCF output (centre). There is a red shift of the DWwavelength
obtained with the (2+ 1)D model and the differences between
both models are more important at the HCF output. The DW
obtained from the (2 + 1)D model is significantly more struc-
tured than the one obtained with the (1+ 1)Dmodel. Although
it is hard to identify the exact origin of this structure it must
be related to the ionization and the multimode nature of the
propagation, that is only kept by the (2 + 1)D model.

To expose the relevance of the higher spatial modes
obtained with the (2 + 1)D model in this particular situ-
ation, figure 11 (right) shows the mode decomposition of the
DW, illustrating the substantial contribution of different spa-
tial modes to the emission of the DW along the propagation.

4.3. Fixed DW emission for different pump wavelengths

In this subsection we will study the possibility of generating
a DW at a fixed wavelength, in a one-step process, using dif-
ferent pump wavelengths. We have chosen 150 nm as a target
wavelength for the DW emission, due to its possible interest
in nuclear clocks based on 229Th thorium isomer [63, 64].
Following the theoretical predictions, using neon at 0.5 bar
with a 35 fs pump pulse centred at 800 nm is suitable for the
DW generation at 150 nm, and this will be our reference case.
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Figure 11. Spectral intensity profile of the DW from the time-dependent (1+ 1)D model (orange line) and the (2+ 1)D model (blue line) at
150 cm (left) and at the HCF output (centre). Right panel shows the mode contribution of the first four spatial modes to the DW.

Weperform a simulation using the (1+ 1)D temporal model of
the EH11 mode with 35 fs and 0.33 mJ inside a HCF with 100
µm of core radius filled with neon at 0.5 bar. The nonlinear
refractive index of neon is nNL = 0.14× 10−23 · p (m2W−1)
[62], p being the gas pressure in bar, and for the linear refract-
ive index we use the expression in [65]. With the chosen
parameters, the ZDW (419 nm) is shorter than the pump
wavelength and we expect to activate the self-compression
process, the subsequent soliton formation and the generation
of the DW. Performing the simulation, we can obtain the DW
at 150 nm after 290 cm of propagation inside the HCF (see
figure 12(c)).

To obtain the same dynamics using another pump
wavelength, the interaction between nonlinearity and disper-
sion in the propagation must be similar. Since the dispersion
of the HCF depends on the laser and HCF parameters, we have
to select them carefully.

We find the scaling rules to obtain the same DW generation
process for different pump wavelengths in approximately the
same distance inside the HCF. The method we have followed
to obtain the same interaction between the dispersion and the
nonlinearity, taking as a reference the 800 nm case, consists in
several steps:

4.3.1. Pulse duration. The first thing we change to obtain
the same dispersion is the pulse duration, t0, to match the num-
ber of cycles, nc, of the new pump wavelength, λ(2), with the
800 nm case, λ(1).

t(2)0 = n(1)c
c

λ(2)
=

λ(2)

λ(1)
t(1)0 (63)

where c is the velocity of light in vacuum. Therefore, the dur-
ation of the new pulse, t(2)0 , will be fixed and related with the

duration of the reference one, t(1)0 .

4.3.2. HCF core radius. Assuming that the losses of the
pulse during the propagation correspond to the HCF itself and
they do not depend on the pressure of the filling gas, the next
parameter we have to change to obtain the same dynamics is
the HCF size. This way we obtain the same propagation losses
with the new pump wavelength λ(2).

The HCF losses are given by the absorption coefficient αpq
defined in equation (39). From this equation we assume that
the losses are related with the pump wavelength and the HCF
core radius as

α≈ λ2

rF 3
. (64)

Matching the absorption coefficients of the new pump
wavelength with the coefficient of the reference case, we
obtain the corresponding relation between the HCF core
radii

r(2)F =

(
λ(2)

λ(1)

)2/3

r(1)F . (65)

Therefore, the core size of the new HCF, r(2)F , must be
related to the core size of the HCF used with the refer-
ence pump wavelength, r(1)F . Until this point, equations (63)
and (65) suggest that the scaling parameter could be
(λ(2)/λ(1)).

4.3.3. Gas pressure. By changing the gas pressure we also
adjust the dispersion of the new wavelength, λ(2), to be the
same as the reference case, λ(1). A different gas pressure mod-
ifies the location of the ZDW, but not the location of the phase-
matching wavelength for the DW emission, as we have already
scaled the core radius.

Since longer wavelengths induce a blue shift, and higher
gas pressures lead to a red shift in the DWemission, we change
the gas pressure as follows

p(2) =
λ(2)

λ(1)
p(1). (66)

4.3.4. Pulse energy. With the scaling of the pulse dura-
tion, the core radius and the gas pressure, we have adjus-
ted the dispersion of the pulse to be the same as the refer-
ence case. We also have to adjust the nonlinearity that the
pulse experiences in the propagation. For this purpose, we
scale the input pulse energy comparing the nonlinear phase
accumulated during the propagation through the B-integral,
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Figure 12. Spectral intensity evolution in log scale along the propagation in the HCF for different pump wavelengths using the
time-dependent (1 + 1)D model. The ZDWs are represented as white dashed lines.

Table 1. Laser and HCF parameters for different pump wavelengths, (λp), obtained from the scaling rules: the input FWHM duration (t0),
HCF core radius (rF), Ne pressure (p) and input pulse energy (Ein). The last column shows the zero-dispersion wavelength (ZDW) in each
case.

λp (nm) t0 (fs) rF (µm) p (bar) Ein (mJ) λZD (nm)

500 22.04 73.10 0.33 0.10 332
600 26.45 82.55 0.35 0.17 340
800 35.26 100.00 0.47 0.33 419
1030 45.48 118.35 0.61 0.59 484
1100 48.56 123.65 0.65 0.69 503
1200 52.98 131.04 0.69 0.86 525

B= 2π/λ
´ LF
0 (nNL · p)I0dz, being LF the length of the fibre and

I0 the input intensity,

B(1) = B(2) → I(2)0 =
λ(2)

λ(1)

p(1)

p(2)
I(1)0 (67)

where we have assumed that nNL is proportional to the pres-
sure, which is a good approximation at low and moderate pres-
sures. We use the input pulse intensity as an estimation and
we assume that it is constant along the propagation, since we
do not know how the intensity evolves in advance. We can
describe the intensity as a function of the energy of the pulse
through the following relation

E=

ˆ
I(r,θ, t)drdθdt= πrF

2 (J1(u01))
2 I0It. (68)

It being the integral of the temporal intensity distribution. For
simplicity, we assume a Gaussian distribution, so the temporal

intensity distribution can be expressed as It =
√
π/2t0. The

relation between the input energies can be written as

E(2) =

(
λ(2)

λ(1)

)7/3

E(1). (69)

Again, for longer wavelengths the input energy is higher,
which is translated into a blue-shift of the DW.

We have developed this scaling route to obtain the same
nonlinear dynamics in the HCF and it works within our
model. There are other strategies to implement a similar para-
meter scaling in the literature to obtain the same nonlin-
ear propagation [23, 66–69]. Using the scaling rules defined
above, we have performed a wavelength scan from 500 to
1200 nm. In table 1 we show the different laser and HCF para-
meters obtained for each pump wavelength using the time-
dependent (1 + 1)D model.

In figure 12 we can observe a comparison of the nonlinear
propagation dynamics obtained with the time-dependent (1 +
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1)D model for the different pump wavelengths presented in
table 1. We show the evolution of the spectral intensity distri-
bution in logarithmic scale in each case. We observe that the
spectral broadening dynamics is almost identical and between
300 and 350 cm inside the HCF the DW is emitted at 150 nm.

Since the input pulse in all the cases experiences anomalous
dispersion at the beginning of the propagation (check the ZDW
values in table 1), a soliton self-compression effect is always
observed. For each pump wavelength, the DW generation pro-
cess occurs at similar distances inside the HCF (290 cm), as
expected. To validate the results, we have checked that neither
the ionization nor the spatial dynamics play a significant role
in this regime, performing the same simulations but with the
(2 + 1)D model and obtaining very similar results.

5. Summary

In this work, we present the theoretical model and the differ-
ent numerical strategies to study the nonlinear propagation of
a laser pulse inside a HCF in different scenarios. We explain
diverse numerical models, time-independent (1 + 1)D model,
spatio-temporal (2 + 1)D model and non-cylindrical sym-
metry (3+ 1)Dmodel, depending on the effects and dynamics
under study.

As a particular case, we have studied the DW emission pro-
cess and different features in the dynamics, such as the tem-
poral duration, energy and the role of the high-order modes in
the propagation. We have checked the parameter scaling route
we have proposed to obtain a DW at a certain wavelength for
different pump wavelengths.
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