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Artificial intelligence, and in particular deep learning, is becoming a powerful tool to access complex
simulations in intense ultrafast laser science. One of the most challenging tasks to model strong-
field physics, and in particular, high-order harmonic generation (HHG), is to accurately describe the
microscopic quantum picture—that takes place at the sub-nanometer/attosecond spatiotemporal scales—
together with the macroscopic one—at the millimeter/femtosecond scales—to reproduce experimental
conditions. The exact description would require to couple the laser-driven wavepacket dynamics given
by the three-dimensional time-dependent Schrédinger equation (3D-TDSE) with the Maxwell equations,
to account for propagation. However, such simulations are beyond the state-of-the-art computational
capabilities, and approximations are required. Here we introduce the use of artificial intelligence to
compute macroscopic HHG simulations where the single-atom wavepacket dynamics are described by
the 3D-TDSE. We use neural networks to infer the 3D-TDSE microscopic HHG response, which is coupled
with the exact solution of the integral Maxwell equations to account for harmonic phase-matching. This
method is especially suited to compute macroscopic HHG driven by structured laser beams carrying
orbital angular momentum within minutes or even seconds. Our work introduces an alternative and fast

route to accurately compute extreme-ultraviolet/x-ray attosecond pulse generation.
© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction periments, requires its illustration from both the microscopic and

the macroscopic points of view. At the microscopic level, the non-

More than thirty years after its discovery [1,2], high harmonic
generation (HHG) stands as one of the richest processes in strong-
field physics. Its extraordinary coherence allows to up-convert laser
light from the infrared (IR)/mid-infrared domains into the extreme-
ultraviolet (EUV) or even soft x-rays [3], that can be synthesized
into laser pulses as short as tens of attoseconds [4]. This unique
source has enabled unprecedented studies of time-resolved elec-
tronic excitations [5] and molecular photoionization [6-8], attosec-
ond spectroscopy in solids [9], observation of ultrafast magnetiza-
tion dynamics [10], or x-ray diffractive imaging [11], among many
others [12-14].

In the standard scheme of HHG, high-order harmonics are emit-
ted upon the highly nonlinear interaction of an intense IR laser
pulse with an atomic or molecular gas target. A realistic descrip-
tion of the HHG process, comparable to that present in the ex-
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perturbative interaction of an intense IR laser pulse with an atom
can be explained semiclassically through the so-called three-step
model [15]: first, when the laser field is intense enough, an elec-
tronic wavepacket is detached from the atom through tunnel ion-
ization; second, the wavepacket is accelerated by the laser field,
and due to its oscillatory behavior, it is driven back towards the
parent ion; finally, upon recollision, high frequency radiation is
emitted in the form of multiple harmonics of the driving laser
field. The resulting HHG emission is composed of a plateau of
high-order harmonics with similar intensity and regular phase re-
lationship, that extend towards the EUV or soft x-rays. At the
macroscopic level, the coherent addition of the HHG emission from
each atom in the gas target needs to be considered [16]. Being a
high nonlinear process, the amplitude and phase of the HHG radia-
tion is very sensitive to the details of the driving IR laser pulse. As
a result, phase-matching of the HHG emission is critical to achieve
efficient harmonic radiation [17-19], bright enough to be useful in
experiments. In addition, the macroscopic description is required
to harness the characteristics of the harmonic beam, such as its fo-
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cusing [20-23] or angular momentum [24-26] properties, among
others.

Theory has played a key role in the development of HHG,
not only to understand the physics behind the process, but to
guide fundamental advances. As such, attosecond pulse generation
was theoretically predicted in the 90’s [27,28], before being ex-
perimentally measured at the beginning of the present century
[29,30]. Analogously, the experimental achievement of circularly
polarized harmonics, reported in 2014 [31], was based on the bi-
circular driving technique that was theoretically proposed almost
twenty years before [32,33]. More recently, the complete under-
standing of orbital angular momentum (OAM) conservation in HHG
was understood theoretically [34], before its experimental evidence
[35,36].

However, the exact theoretical description of HHG remains as
a holy grail, due to the extremely expensive computational time
required to achieve it. At the microscopic level, the exact calcu-
lation of HHG is given by the solution of the three-dimensional
time-dependent Schrodinger equation (3D-TDSE), which describes
the laser-driven quantum wavepacket dynamics in the vicinity of
each atom or molecule. A full calculation of the 3D-TDSE must
include the three-dimensional dynamics of all electrons in the
atom or molecule. Fortunately, the main phenomenology of HHG
is properly described by the electron occupying the outermost va-
lence orbital, and thus, the single-active electron approximation is
a reasonable—and widely used—assumption. Such approximation,
however, is not able to describe multielectron effects, whose sig-
nature can be present in HHG under certain situations [37,38]. A
standard single-atom 3D-TDSE HHG calculation under the single-
active electron approximation requires from several minutes to
hours in a single thread, depending mainly on the wavelength,
intensity and temporal duration of the driving field. This calcu-
lation time increases dramatically if one aims to compute the
3D-TDSE single-atom response in all atoms that are present in
an experiment—trillions of them in a standard gas jet. In addi-
tion, the exact calculation at the macroscopic level would require
to couple the single-atom HHG results with the Maxwell equa-
tions to properly describe the propagation of the driving field,
including other perturbative nonlinear effects in addition to HHG—
such as self-phase modulation, plasma defocusing, Kerr effect, etc.
Such calculation is extremely expensive, beyond the state-of-the-
art computation capabilities.

Despite the computation limitations, clever approaches have
been used to successfully simulate HHG. By neglecting the non-
linear propagation of the driving beam in the generating medium,
and considering symmetries to reduce the calculation dimensions
both at the microscopic and macroscopic levels, the 3D-TDSE can
be coupled with the Maxwell equations [39,40], though limited
cases can be reproduced. Under the assumption that once gener-
ated, the harmonics are barely affected by the target, the macro-
scopic calculation can be further simplified [16,20]. At the micro-
scopic level, the development of the strong-field approximation
(SFA) [41-43] has allowed not only to speed-up the calculations,
but to understand the physics beyond the HHG process. In short,
the SFA considers the electronic wavepacket as a Volkov wave once
ionized, and neglects the field-dressing of the bound state un-
der recollision. It thus retains the quantum nature of HHG, and
the properties of the resulting high-order harmonics are in good
agreement against the 3D-TDSE results. The implementation of the
so-called extended SFA [44], which includes the field-dressing in
the recollision step, allows also to improve the quantitative agree-
ment against the 3D-TDSE results. A further approach consists on
applying the saddle-point approximation over the SFA [45], which
describes the HHG process in terms of semiclassical trajectories,
drastically reducing the computational time. Thus, the SFA, in its
different approaches, has been successfully used to speed up the
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macroscopic calculations [46-49]. Other approaches to compute
HHG at the microscopic level are based on calculating ionization
rates [50], or the quantitative rescattering model [51], which has
been also used as a source for macroscopic calculations [52].

In parallel to the development of strong-field theoretical meth-
ods, computer science has been evolving exponentially, not only by
increasing the computational power provided by modern graphical
processor units (GPU)—and corresponding software libraries—but
by offering alternative resources. Among them, Artificial Intelli-
gence (Al), and specifically the development of Neural Networks
(NN), stand as a new paradigm to infer simulation results based
on massive training. In particular, deep learning is becoming a
powerful tool in ultrafast and nonlinear optics. Machine learning
algorithms can predict the X-ray pulse properties of free electron
lasers [53], retrieve complex molecular structures [54,55], recon-
struct femtosecond laser pulses [56], speed up the streaking re-
trieval of attosecond pulse measurements [57,58], or offer alterna-
tive approaches to calculate strong-field time-dependent dynamics
[59]. Al has also been applied to predict characteristics of harmonic
generation in plasmas (such as flux, duration or maximum photon
energy) using particle-in-cell simulations [60]. However, the ap-
plication of Al to HHG has been scarce. At the microscopic level,
Al has been applied to predict the HHG emission from molecules
by training a NN with the two dimensional TDSE for different
molecular parameters [61]. Such approach also showed the poten-
tiality to apply Al to solve the inverse problem, i.e. to retrieve the
molecular parameters from the microscopic HHG spectrum [61]. At
the macroscopic level, Al has been used to predict the harmonic
flux of HHG depending on macroscopic parameters such as the
pulse energy, gas pressure, gas cell position and medium length
[62], where the NN was trained using the SFA-based macroscopic
method [46].

In this work we introduce the use of Al to obtain complete
3D-TDSE-based macroscopic HHG calculations in atomic gases. We
train a NN to infer the microscopic single-atom HHG response
through the solution of the 3D-TDSE for different amplitudes and
phases of the driving laser pulse. To do so, we have implemented
two NN architectures, depending on whether the single-atom HHG
output is trained in the temporal or in the spectral domain. By
using the exact solution of the integral Maxwell equations, we
combine the predicted single-atom emissions in a macroscopic gas
jet and propagate them towards a far-field detector, following the
approach described in [48].

This method, which is extremely fast once the NN is trained, is
particularly fitted to predict the macroscopic HHG response from
structured driving beams in low density gas jets. In such a case,
the variation of the driving laser pulse across the target can be
described through changes in its amplitude and spatial phase. A
paradigmatic example is HHG driven by structured beams carry-
ing OAM. We have applied our method to simulate HHG from two
beams with different topological charges, a scenario that provides
a clear signature of the non-perturbative behavior of the HHG pro-
cess [63,26].

Our results demonstrate that Al applied to HHG provides a
two-fold advancement: (i) it speeds up the calculations, providing
a route towards in-situ strong-field simulations that can be per-
formed within minutes or seconds, in parallel to the experiments;
and (ii) it allows to perform TDSE-based macroscopic simulations
that can reveal hidden signatures neglected in the standard ap-
proximations.

The paper is organized as follows. First we present our Al ap-
proach to compute 3D-TDSE-based macroscopic HHG, introducing
the two architectures used to train the single-atom NN in the tem-
poral and spectral regimes. Then we perform macroscopic HHG
calculations using structured driving beams. We reveal the OAM
content of the harmonics, as well as their emission as structured
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Fig. 1. Scheme of the HHG process driven by structured laser beams. At the macroscopic scale, the interaction of an intense structured IR laser beam with a gas target
results in the emission of high-order harmonics that propagate towards a far-field detector placed at ry. At the microscopic level, in each of the atoms of the gas target the
intense IR laser pulse drives coherent electronic wavepacket dynamics. The resulting dipole acceleration is composed of high-order harmonics that can be synthesized into
attosecond pulses. The exact calculation of the HHG process at the microscopic level is given by the 3D-TDSE. In this work we propose an alternative to drastically reduce

the computation time required to solve the 3D-TDSE, by using neural networks that are properly trained against 3D-TDSE results.

attosecond pulses. In the Supplementary Material we provide cal-
culations based on the extended SFA for comparison, and addi-
tional macroscopic 3D-TDSE HHG calculations.

2. Method: artificial intelligence applied to macroscopic
high-order harmonic generation

The general sketch of HHG in gases is depicted in Fig. 1. An
intense IR laser beam is focused into a gas jet, where high-order
harmonics are produced. The harmonic radiation from each atom
in the target is propagated towards a far-field detector, placed at
ry. In order to simulate the macroscopic response of HHG, we fol-
low the method depicted in [48]. In general, the propagation of the
transverse component of the electric field, E(r, t), is solved through
the wave equation

V2E(r, t) ! 8E(r t)= ! 8J(r t) (1)
’ 292 T e ot

where J is the current density and c the speed of light. The electric
field can be decomposed into that of the propagating driving field,
and that radiated by the gas target upon the nonlinear interaction.
In addition, this latter source can be decomposed into the sum of
the emission from each of the n atoms present in the gas target.
Then, by considering the integral solution of the wave equation,
the total electric field can be expressed as

E(r,t) =Eo(r.t) + Y Ej(r.1), (2)
j=1

where Eq(r, t) is the driving field and E;(r, t) is the harmonic field
radiated from the accelerated charges in the target, given by [64]

1
s
4meq c2|rg —rj(0)] d

_Ira —l'j(O)I}
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Ej(rg,t) =

X 184 X aj |:t (3)
a; is the dipole acceleration evaluated at the retarded time, and sy
is the unit vector pointing to a virtual detector located at ryq (see
Fig. 1). We use the dipole approximation, i.e. we assume that the
charge displacement during the interaction is considerably smaller
than the wavelength of the driving and radiated fields. In addition
we assume that the charge’s dynamics are driven solely by the
intense IR driving field, Eo(r, t).

We consider that the IR driving field propagates in vacuum, an
assumption that is valid in the case of a low density target (gas
jets with densities of ~ 10! atoms/cm® and radial thicknesses
of ~ 102 pm), such as those used in standard HHG experiments.
A detailed analysis of such approximation can be found in [48].
In addition, this assumption is especially suited when structured
IR drivers carrying OAM are used, an scenario where transverse
phase-matching dominates over longitudinal phase-matching, and
thus the gas jet can be approximated as a thin slab [65].

In this work we employ the Laguerre Gauss modes to describe
the spatial structure of the IR driving beam, though the method
can be used for any spatial profile. We thus consider an electric
field linearly polarized along the x-direction, propagating in the z-
direction under the paraxial approximation, and with wavelength
Mo (ko =271 /A0), expressed as Eg(r,t) = EOF(t)LGLp(r)e”‘OZeX. The
spatial dependence is given by the Laguerre-Gauss modes in cylin-
drical coordinates as

LGy p(p,¢,2)
1| 2 —p?
o () g (2 mesn,

“wi \we P\ w2(z)
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c) Datasets: single-atom 3D-TDSE HHG
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Fig. 2. Neural network architectures used to train the single-atom HHG in a) the temporal and b) the spectral domain. Both architectures make use of two inputs (Eg
and ¢s) that are connected to two consecutive fully connected layers (Dense in Keras), with an increasing number of neurons. While in the temporal domain the NN uses
convolutional layers, in the spectral domain we build two NN (to predict the real and imaginary parts of the spectrum), that make use of transpose convolutional layers. In
both cases the output of the last convolutional layer is flatten and connected to a Dense layer, while a second fully connected layer provides the output. While in a) the output
is the temporal evolution of the dipole acceleration aj(t), in b) the output consists on the real and imaginary parts of the harmonic spectrum, a;(w). c¢) The dataset consists
on 3D-TDSE calculations for different input IR driving pulses, scanning over the two input parameters (@5 € [—7, 7], |Eo|? € [3.8 x 103 W/cm?, 1.57 x 10" W/cm?]). The
target output, either a;(t) or aj(w) is filtered to properly reproduce the harmonics above the 12" _order.

where @s(p,¢,2) = £p + g?z—l()zz) + ®¢(z) is the spatial phase of

each mode. The beam waist is given by w(z) = wo+/1 + (2/20)?
with wg the beam waist at focus and zg = kow(z)/Z the Rayleigh
range. R(z) = z[1 + (z0/2)?] is the radius of curvature, ®¢(z) =
—(2p + |€] + 1) arctan(z/zo) the Gouy phase, and L‘Ifl the associ-
ated Laguerre polynomials. The indices £ =0,+1,4+2,... and p =
0,1,2,... correspond to the topological charge and the number of
non-axial radial nodes of the mode, respectively. The temporal evo-
lution of the laser pulse is modeled as F(t) = sin®(wt/NT) sin wot,
where T is the period, wg =27 /T = 2mwc/Ag the field frequency,
and N depicts the temporal duration of the pulse as the total num-
ber of periods.

We compute the charge’s acceleration through the full integra-
tion of the 3D-TDSE, under the single-active electron approxima-
tion. The Hamiltonian governing the interaction is given by

2
H(t,r) = p_(t) + V(r),
2m

(5)

where m is the electron mass, V(r) the Coulomb potential energy,
and p = —iliV — (q/c)A(t), A(t) being the vector potential of the
linearly polarized laser field at the atom’s position, Eg(t,r;), with
q the electron charge. The dipole acceleration, a;(t), is computed
from the mean value of the acceleration operator —(1/m)VV (r).
The integration is carried out using a Crank-Nicolson algorithm in
the finite differences scheme.

The main advance of this work is to train a NN to predict the
3D-TDSE dipole acceleration, a;(t), from the amplitude (Eq) and
spatial phase (¢s) of the driving field. To do so, we fix the wave-
length (X¢) and pulse duration (N) of the linearly polarized driving
field, and we train the NN to infer the dipole acceleration for any
amplitude (Ep) and spatial phase (¢s) of the driving laser pulse.
This allows us to simulate HHG driven by a structured beam rep-
resented by any spatial mode, such as the LG, , modes. As a result,
once the NN is trained and validated, we demonstrate that the
time required to perform a full macroscopic HHG calculation is
drastically reduced by 4 to 5 orders of magnitude, depending on
the size of the far-field detector and the number of microscopic
calculations required to reach the convergence.

2.1. Neural networks trained with the 3D-TDSE

In this work we have implemented two NN architectures to pre-
dict the microscopic HHG response. The two architectures differ
in the output target of the NN training: the dipole acceleration
either in the temporal or in the spectral domain, as depicted in
Figs. 2a and 2b, respectively. Though the results are similar, there
are several differences in the implementation and performance, as
we shall comment. NNs are typically decomposed in three stages:
the input parameters, followed by several hidden layers to process
the input, and the output. In order to reproduce the microscopic
HHG process, we introduce the IR driving laser pulse through two
input parameters—amplitude (Ep) and spatial phase (¢s)—aiming
to obtain as an output the HHG dipole acceleration either in the
temporal, a;(t), or spectral, a;(w), domain.

The NN architectures that we have implemented make use of
convolutional layers, which have been demonstrated to be ex-
tremely useful in image recognition, text processing and time se-
ries data for their ability to identify patterns. In particular we have
used one-dimensional convolutional layers to predict the temporal
evolution of the dipole acceleration (similar to that performed in
[61]), and one-dimensional transpose convolutional layers to pre-
dict the HHG response from the spectral domain. These latter lay-
ers are also commonly used for feature recognition [66]. In Fig. 2
we detail the layer composition used in both architectures, with all
neurons using tanh as their activation function.

Our NNs are implemented with the libraries Keras and Tensor-
flow in Python [67] and trained with GPU acceleration. They take
two inputs (Eg and ¢s) that are connected to two consecutive fully
connected layers (Dense in Keras), with an increasing number of
neurons. The output of the second Dense layer is connected to a
first convolutional layer, that is followed by another one of the
same type. We repeat this block of two consecutive convolutional
layers several times, four in the NN that we use to predict HHG
in the time domain, and three in the ones we use in the spec-
tral domain. Between these blocks, we have an upsampling layer
to duplicate the number of outputs. The output of the last convo-
lutional layer is flatten and connected to a Dense layer. Finally, a
second fully connected layer provides the output of our NNs.
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Fig. 3. NN architecture trained in the temporal domain. a) Training and validation curves of the 3D-TDSE dipole acceleration, a;(t), for dataset sizes of 103 (blue), 10* (green),
and 8 x 10 (orange). Light colors are used for the MSE NN training, while darker colors represent the MSE NN validation. b) Prediction for each dataset size against the
exact 3D-TDSE result (purple) for the case of |Eg|? =1.34 x 10'* W/cm? and ¢ = 1.66 rad. c) Inferred HHG spectrum after performing the Fourier Transform of the results
presented in b). The higher part of the spectrum allows to identify the better accuracy of the bigger dataset sizes. d) and e) show the time-frequency analysis of the exact
3D-TDSE and the predicted case with 8 x 10* data, respectively. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

In order to train the NNs, we have generated a dataset of 3D-
TDSE calculations for different input IR driving pulses. In particular,
we fix the wavelength (1o = 800 nm) and pulse duration (N =8
cycles), which corresponds to 7.7 femtoseconds in full width at
half maximum in intensity (FWHM). We randomly scan over the
two input parameters as follows: all possible phases are consid-
ered (¢s € [—m,]), whereas the amplitude is scanned to cover
peak intensities |Eg|? € [3.8 x 101> W/cm?,1.57 x 10'* W/cm?].
Note that as we are interested in the high-order harmonics, the
lower intensity limit is given by the field amplitude that will not
generate harmonics beyond the 12t"-order. On the other hand, the
upper intensity limit is given by the barrier suppression threshold
in the ionization of the hydrogen atom. The output target values
for the NN training are the temporal (or spectral) distributions
of the dipole acceleration. Note that we spectrally filter the HHG
spectrum below the 12" harmonic order, as depicted in Fig. 2. This
is an important feature of our method. In standard HHG, the high-
order harmonics that are close to the cutoff frequency—those that
we are more interested in—are orders of magnitude weaker than
the fundamental and lower-order ones. Thus, if the low-frequency
part of the HHG spectrum is included in the NN training, the pre-
diction over the high-order harmonics fails.

We have chosen atomic hydrogen as the gas target for simplic-
ity, though our method could be easily extended to any other atom
or molecule. The 3D-TDSE dataset is calculated using 8192 tempo-
ral points (with a grid spacing of 0.94 attoseconds), and a spatial
grid in cylindrical coordinates with 2000 points in the direction of
the field polarization and 800 points in the radial direction (with a

grid spacing of 5.3 x 10~3 nm). Within those parameters, the noise
level in the normalized HHG spectrum is ~ 10~ (see Fig. 2c).

We have trained all our NNs using Adam as the optimizer, with
a learning rate of 51074, and taking the mean squared error
(MSE) as the loss function to be minimized. The training of the
NN in the temporal domain takes place in sets of 2000 epochs for
an increasing batch size of 2™ with m = 3,4,5...9. This training
method has been proven to be faster by reducing the number of
weights updates while keeping accuracy [68]. In Fig. 3a we present
the training and validation of the NN trained in the temporal do-
main for different dataset sizes: 10% in blue, 10* in green, and
8 x 10% in orange. Light colors are used for the MSE NN training,
while darker colors represent the MSE NN validation.

The NN validation fails for the smallest dataset considered (103
3D-TDSE calculations). However, the NN is properly trained if a
dataset of > 10* is used, with an increasing accuracy with the
dataset size. In Fig. 3b we show an example of the prediction
for each dataset size considered in Fig. 3a, for input parameters
|Eg|?> = 1.34 x 10" W/cm? and ¢; = 1.66 rad, compared to the
exact 3D-TDSE calculation (purple line). While the smallest dataset
fails in predicting the 3D-TDSE results, if the dataset is big enough,
the NN is able to predict the attosecond pulse evolution with
great accuracy, as shown in the inset of Fig. 3b. Another com-
parison can be drawn by performing the Fourier Transform and
showing the resulting high-order harmonics in the spectral domain
(Fig. 3c). In this case, the low harmonic signal beyond the max-
imum frequency—the so-called cutoff frequency—allows to easily
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Fig. 4. NN architecture trained in the spectral domain. a) Training (blue) and validation (red) curves of the 3D-TDSE real and imaginary parts of the HHG field, a;(w), for a
dataset sizes of 4 x 10%. b) Prediction of the HHG spectrum (cyan) against the exact 3D-TDSE result (purple) and the prediction with the temporal NN (orange), for the case
of |Eg|> =1.34 x 10'* W/cm? and ¢ = 1.66 rad. c) Inferred temporal evolution of the dipole acceleration after performing the Fourier Transform of the results presented in
b). d) Time-frequency analysis of the predicted case, which directly compares with the exact 3D-TDSE case shown in Fig. 3d.

observe how the accuracy of the NN increases with the dataset
size.

In order to compare not only the spectral intensity but also the
phase of the resulting HHG emission, we show in Figs. 3d and 3e
the time-frequency analysis for the exact 3D-TDSE and the pre-
dicted (using 8 x 10* data) dipole accelerations, respectively. In the
time-frequency analysis, we select a spectral window in the HHG
spectrum and take its Fourier transform. By shifting the window to
cover the entire HHG spectrum, it is possible to resolve the time
in which the different harmonics are generated. In Figs. 3d and 3e
we consider a Gaussian spectral window with FWHM 6wg. The ex-
cellent agreement between the two time-frequency plots allows us
to unequivocally confirm the prediction of our NN. Note that the
positive (negative) slope of the structures in the time-frequency
analyses reflects the contribution from the so-called short (long)
trajectory contributions [69]. Such structures are more complex
at the rear part of the pulse, and for the lower order harmonics,
which reflects the complexity of the quantum wavepacket dynam-
ics described by the 3D-TDSE. Remarkably, all the details of the
time-frequency analysis are perfectly reproduced by the NN. Fi-
nally, it is important to note that although Figs. 3b-e show the
agreement of a single prediction (Ep, ¢s), the low error obtained
in the training after 14000 epochs (Fig. 3a) ensures excellent agree-
ment for all possible cases within the |Eq|? limits considered.

We also propose to train the 3D-TDSE NN by optimizing the
output dipole acceleration in the spectral domain—instead the

temporal domain—as already depicted in Fig. 2. As Tensorflow li-
brary layers can only generate real valued NNs, we use two equal
NNs to predict the real and imaginary parts of the HHG spectrum
(see Fig. 2b). However, in this case there is no need to consider
the whole HHG spectral array, and we can restrict each dataset
to the real and imaginary parts of the spectrum lying in the in-
terval where the high-order harmonics are emitted [12wg, 50wg].
In our particular case, this reduces each dataset from 8192 points
to 2 x 304 points. In Fig. 4a we show the training and valida-
tion of the real and imaginary parts of the HHG spectrum, for
a dataset size of 4 x 10*. The training of the real part NN takes
place in sets of 500 epochs for an increasing batch size of 2™ with
m =3,4,5...9. For the imaginary part NN, once the real part NN
is trained, we consider transfer learning by copying all trainable
parameters of the real part NN into the imaginary part NN. In ad-
dition, all weights of the imaginary part NN are frozen (making
their respective layers non-trainable) except for the last two dense
layers, which are trained in sets of 50 epochs with the same batch
size methodology.

We present in Fig. 4b an example of the prediction (solid cyan
line) from the spectral NN for input parameters |Eg|? = 1.34 x
10" W/cm? and ¢ = 1.66 rad (same as in Figs. 3b-e), compared
to the exact 3D-TDSE calculation (purple line), and the prediction
from the previous temporal NN (orange line). We also show in
Fig. 4c the comparison for the temporal evolution of the dipole
acceleration after performing the Fourier Transform of the results
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presented in Fig. 4b. In addition, Fig. 4d shows the corresponding
time-frequency analysis for the predicted case. It is worth men-
tioning that the NN training of the imaginary part of the spectrum
is much more stable than the training of the real part. This fact is
probably due to the transfer learning carried out, which indicates
that convolutional layers could be an important source of those in-
stabilities.

While both NN architectures perform very well, the NN trained
in the spectral domain reduces the MSE for the same training
dataset size, thus giving a more accurate prediction, as observed
in the higher part of the HHG spectrum in Fig. 4b. However, the
training of the NN in the spectral domain is less stable than in the
temporal domain, as depicted in Fig. 4a. Thus, the NN architecture
trained in the temporal domain, while being more robust, is able
to provide better results for smaller dataset sizes.

3. Results. High harmonic generation driven by structured
driving beams

Our Al-based method to compute macroscopic HHG is espe-
cially suited to study HHG driven by laser beams structured in
their OAM, as their spatial distribution in a low density gas jet
can be fully characterized by Eg and ¢;. The link between the
topological charge (¢) of a light beam and its helical waveform
established in 1992 by Allen and coworkers [70] paved the way
to many applications that make use of the OAM of light, such as
optical communications, quantum optics, imaging, metrology, etc.
[71,72]. One can easily understand the potentiality of translating
these applications into the nanometer and sub-femtosecond scales
if OAM beams are generated in the ultrafast/x-ray regimes. As such,
in the last decade HHG has emerged as a unique process to up-
convert OAM beams from the IR towards the XUV/x-rays. Indeed,
theoretical macroscopic HHG simulations [34] have been essential
to understand the rules of angular momentum transfer in the HHG
process, and thus to create high-order harmonics and attosecond
pulses with OAM. Nowadays we are able to generate high-order
harmonics with high [35,36,73] and low [24,74,75] topological
charges, ultrafast vector beams [76-78], circularly polarized EUV
OAM beams [25,79], high harmonics with time-dependent OAM
[26], or high harmonics from a polarization Mobiiis strip [80],
among others.

Up to now, most of the theoretical calculations performed in
these works of OAM-HHG have been based on the SFA approach,
with a successful comparison against experiments. In this work we
have applied our AI-HHG method to perform the first macroscopic
OAM-HHG calculations based on the 3D-TDSE. In order to show
the performance of our method, we have focused our attention
in HHG driven by two IR driving beams with different topologi-
cal charges, a configuration that has been demonstrated to reveal
the non-perturbative character of HHG as the appearance of addi-
tional OAM contributions in the high-order harmonics [63]. To do
so, we drive HHG with a laser beam composed of two collinear LG
modes (£1=1 and ¢,=2) with same intensity, focused into an atomic
hydrogen slab target with a beam waist of wg =30 pm. We point
out that though in these simulations we are using a thin slab, our
method can properly describe HHG in a thicker low density gas
jet. Each laser pulse is modeled with a temporal duration of N =8
cycles, wavelength Ao =800 nm, and their amplitudes are chosen
to give a maximum peak intensity at focus of 1.57 x 10'% W/cm?.
The spatial intensity and phase profiles of the resulting IR beam
at the target slab are shown in Fig. 5a. It can be observed that all
possible values of (Eg, ¢s) at different target positions were cov-
ered in the training of our NNs. In the following, we have chosen
the predictions from the NN trained in the spectral domain with a
dataset of 4 x 10%.
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In Fig. 5b we show the far-field intensity of the high-order
harmonics as a function of the divergence angle—6, defined in
Fig. 1. Note that the harmonics are spatially integrated along the
azimuthal coordinate. In Fig. 5¢ we show the OAM content of
the 15" and 21% harmonics. The topological charge of the har-
monics is retrieved by performing the Fourier Transform of the
harmonic field along the azimuthal coordinate. It is worth to men-
tion that the OAM spectrum of the harmonics presents several
contributions, following the non-perturbative OAM build-up rule
introduced in [63], with similar results as those obtained with the
macroscopic SFA approach (see Supplementary Material).

Fig. 5d shows the far-field spatial intensity profile of the HHG
beam, integrated spectrally, i.e., where all high-order harmonics
are included. Our TDSE-based method provides a unique oppor-
tunity to look into the synthesized attosecond pulses. In Fig. 5e we
plot the attosecond pulse train and the time-frequency analysis of
the harmonic emission detected at the maximum of the intensity
profile. The attosecond pulse train obtained in the macroscopic pic-
ture is cleaner than the single-atom one (shown in Figs. 3b and 4c).
This can be explained through the time-frequency analysis, where
one can identify the quantum path contributions that are cleared-
up upon macroscopic build-up.

A second example, where the IR driving beam is composed of
two beams with ¢; =1 and ¢; = 3, is shown in the Supplementary
Material. For completeness, we also show in the Supplementary
Material a comparison between the results presented in Fig. 5 and
those obtained with other methods based on the extended SFA (in-
stead of the 3D-TDSE), using both non-Al assisted, and Al-assisted
methodologies.

In Table 1 we show the performance of the Al-based HHG
method within the results presented in this work, using differ-
ent levels of parallelization and hardware. At the single-atom level,
the use of NNs allows to reduce the computational time required
to calculate the dipole acceleration from several minutes to tens
of milliseconds. This gain is translated into the full macroscopic
calculations. For the results presented in Fig. 5, where 10° single-
atom calculations were used, the use of NNs allows to perform
simulations within minutes, compared to several months (estima-
tion) with the standard method. Finally, one should also consider
the computational time required for training the NNs. Using a GPU
architecture, the NN training in the temporal domain took ~ 12
days, whereas the NNs training in the spectral domain took ~ 4
days.

4. Conclusions and perspectives

We provide a fast and accurate method to simulate macro-
scopic HHG, where the single-atom dipole acceleration is obtained
through the 3D-TDSE. To do so, we have trained a NN to predict
the single atom emission. We provide two alternative solutions,
training the NN against 3D-TDSE results in the temporal or in the
spectral domain. While both architectures yield excellent results,
they present some differences. The NN trained in the spectral do-
main reduces the mean square error for the same training dataset
size, thus giving a more accurate prediction. However, the train-
ing of the NN in the spectral domain is less stable, which means
that the NN architecture trained in the temporal domain is able
to provide better results for smaller dataset sizes. Once the NN is
trained, our method is able to compute macroscopic HHG within
minutes or even seconds.

The fast method that we present is particularly suited for com-
puting HHG from structured drivers. We have demonstrated its
feasibility to calculate the far-field harmonic properties—intensity
profile, OAM spectrum, temporal emission—when driven by a com-
bination of two infrared OAM beams, a scenario where the non-
perturbative aspects of HHG are particularly relevant. Remarkably,
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Fig. 5. Results from the Al-based macroscopic HHG method using the NN trained in the spectral domain. a) Intensity and spatial phase profiles of the driving beam, composed
of two beams with £; =1 and ¢, = 2. b) Far-field intensity spectrum, where the harmonics are integrated in the azimuthal coordinate. c¢) OAM spectra of the 15 and 215
harmonics, obtained after performing the Fourier Transform of the harmonic field along the azimuthal coordinate. d) Far-field intensity profile of the HHG beam. e) Attosecond
pulse train and time-frequency analysis of the harmonic signal detected at the maximum of the intensity profile.

Table 1

Performance of the Al-based HHG method. We show the computational time required to compute
both single-atom 3D-TDSE calculations, and the full macroscopic 3D-TDSE simulations. The computa-
tional times are based on the simulations presented in Fig. 5. We have considered different hardware
and parallelization approaches, using Intel Xeon 6240R CPU with 24 cores, and NVIDIA A30 GPU
with 3804 CUDA cores. As it can be observed, the use of NNs outperform all other implementations
by several orders of magnitude. Note that in this table we have not included the computational time

required to train the NN.

Single-atom 3D-TDSE calculation

Time per atom

1 CPU core

24 CPU cores (1 atom per core)
3804 CUDA cores (GPU)

Neural network (1 CPU core)

~70 minutes
~5 minutes
~2 minutes
<0.1 seconds

24 Neural networks (1 atom per CPU core) <0.01 seconds

Full-macroscopic 3D-TDSE (using 10° single-atom calculations) Total time

(Estimation) 1 CPU core ~13 years

(Estimation) 4 processors (96 CPU cores) in parallel (1 core/atom) ~3 months

Neural Network (1 CPU core) ~1 hour

Neural Networks (4 processors, 96 CPU cores) in parallel (1 core/atom) ~1 minute
our method allows to predict the emitted attosecond pulses, in- atomic hydrogen target, our method is universal, and can be used
cluding all the quantum wavepacket dynamics described by the to simulate HHG in thicker low density gas jets, composed of other
3D-TDSE. We point out that although we have presented simula- atomic or molecular species, and driven by structured beams de-

tions of Laguerre-Gauss IR driving beams focused into a thin slab scribed in any other basis.
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However, while our method provides a new route to perform
macroscopic HHG calculations, there is still room for improvement.
Our NNs are trained with two input parameters, the amplitude and
spatial phase of the IR driving beam. This allows us to reproduce
structured infrared beams whose intensity and phase distribution
varies spatially. However, this approach excludes other scenarios
including temporal or spatial chirp of the driving field, the influ-
ence of the neutral atoms or free electrons in the propagation of
the driving beam, or nonlinear propagation effects. In such cases
the NN must include more input parameters, making the training
against the 3D-TDSE more challenging, due to the larger dataset
size required.

From the computational point of view, we have demonstrated
an effective gain of 4 to 5 orders of magnitude in the time re-
quired to achieve macroscopic simulations based on the 3D-TDSE.
Though we have used state-of-the-art high performance compu-
tational tools (such as CPU and GPU parallelization schemes), our
simulations could further benefit from advances in these architec-
tures.
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