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Abstract—In this correspondence, we define convolutional Goppa codes over algebraic curves and construct their corresponding dual codes. Examples over the projective line and over elliptic curves are described, obtaining in particular some maximum-distance separable (MDS) convolutional codes.
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I. INTRODUCTION

Goppa codes are evaluation codes for linear lines over smooth curves over a finite field $\mathbb{F}_q$. Using Forney’s algebraic theory of convolutional codes [1] (see also [2, Ch. 2] and [3]), in [4], we proposed a new construction of convolutional codes, which we called convolutional Goppa codes (CGC), in terms of evaluation along sections of a family of algebraic curves.

The aim of this correspondence is to reformulate the results of [4] in a straightforward language. In Section II, we define CGC as Goppa codes for smooth curves defined over the field $\mathbb{F}_q(z)$ of rational functions in one variable $z$ over the finite field $\mathbb{F}_q$. These CGC are in fact more general than the codes defined in [4], since there are smooth curves over $\mathbb{F}_q(z)$ that do not extend to a family of smooth curves over the affine line $\mathbb{A}^1_{\mathbb{F}_q}$. With this definition, one has another advantage: the techniques of algebraic geometry required are easier than those used in [4]: we use exactly the same language as is usual in the literature on Goppa codes. Section III is devoted to define the dual CGC.

Section IV contains the definition of free distance for a convolutional code together with some remarks about the geometric interpretation of the Hamming weight for Goppa codes and the weight for CGC.

The last two sections of the correspondence are devoted to illustrating the general construction with some examples. In Section V we construct several CGC of genus zero; that is, defined in terms of the projective line $\mathbb{P}^1_{\mathbb{F}_q}$ over the field $\mathbb{F}_q(z)$. Some of these examples are MDS-convolutional codes and are very easy to handle.

In Section VI, we give examples of CGC of genus one; that is, defined in terms of elliptic curves over $\mathbb{F}_q(z)$. These examples are not so easy to study. In fact, a consequence of this preliminary study of CGC of genus one is that a deeper understanding of the arithmetic properties of elliptic fibrations (see, for instance, [5]) and of the translation of these properties into the language of convolutional codes is necessary.

In the Appendix, we propose a way to obtain a geometric interpretation of the weight for CGC.

II. CONVOLUTIONAL GOPPA CODES

Let $\mathbb{F}_q$ be a finite field and $\mathbb{F}_q(z)$ the (infinite) field of rational functions of one variable. Let $(X, \mathcal{O}_X)$ be a smooth projective curve over $\mathbb{F}_q(z)$ of genus $g$.
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Let us denote by $\Sigma_X$ the field of rational functions of $X$ and let us assume that $F_q(z)$ is algebraically closed in $\Sigma_X$ (this is equivalent to assuming that the fibers of the morphism $\pi$ in [4], Section 3) are geometrically irreducible curves. Both Riemann–Roch and the Residue theorems (see, for instance, [6]) still hold under this hypothesis.

Given a set $p_1, \ldots, p_n$ of $n$ different $F_q(z)$-rational points of $X$, if $\mathcal{O}_{X_{p_i}}$ denotes the local ring at the point $p_i$, with maximal ideal $\mathfrak{m}_{p_i}$, and $t_i$ is a local parameter at $p_i$, one has exact sequences

$$0 \rightarrow \mathfrak{m}_{p_i} \rightarrow \mathcal{O}_{X_{p_i}} \rightarrow \mathcal{O}_{X_{p_i}}/\mathfrak{m}_{p_i} \cong F_q(z) \rightarrow 0$$

$$s(t_i) \rightarrow s(p_i).$$

Let us consider the divisor $D = p_1 + \cdots + p_n$, with its associated invertible sheaf $\mathcal{O}_X(D)$. Then, one has an exact sequence of sheaves

$$0 \rightarrow \mathcal{O}_X(-D) \rightarrow \mathcal{O}_X \rightarrow Q \rightarrow 0$$

(1)

where the quotient $Q$ is a sheaf with support at the points $p_i$.

Let $G$ be a divisor on $X$ of degree $r$, with support disjoint from $D$. Tensoring the exact sequence (2) by the associated invertible sheaf $\mathcal{O}_X(G)$, one obtains

$$0 \rightarrow \mathcal{O}_X(G - D) \rightarrow \mathcal{O}_X(G) \rightarrow Q \rightarrow 0$$

(3)

For every divisor $F$ over $X$, let us denote their $F_q(z)$-vector space of global sections by

$$L(F) \equiv \Gamma(X, \mathcal{O}_X(F)) = \{s \in \Sigma_X \mid (s) + F \geq 0\}$$

where $(s)$ is the divisor defined by $s \in \Sigma_X$. Taking global sections in (3), one obtains

$$0 \rightarrow L(G - D) \rightarrow L(G) \rightarrow \cdots \rightarrow L(G) \rightarrow L(G)$$

$$s \rightarrow (s(p_1), \ldots, s(p_n)).$$

Definition 3.1: The convolutional Goppa code $C(D, G)$ associated with the pair $(D, G)$ is the image of the $F_q(z)$-linear map $\beta: L(K + D - G) \rightarrow F_q(z)^n$, given by

$$\beta(\eta) = (\text{Res}_{s_1}(\eta), \ldots, \text{Res}_{s_n}(\eta)).$$

Proof: Following the construction of $C(D, G)$, we start by tensoring the exact sequence (1) by $\mathfrak{m}_{p_i}^* = \text{Hom}_{\mathcal{O}_{X_{p_i}}}(\mathfrak{m}_{p_i}, \mathcal{O}_{X_{p_i}})$, and we obtain

$$0 \rightarrow \mathcal{O}_{X_{p_i}} \rightarrow \mathfrak{m}_{p_i}^* \rightarrow \mathcal{O}_{X_{p_i}}/\mathfrak{m}_{p_i} \cong F_q(z) \rightarrow 0$$

$$t_i^{-1}s(t_i) \rightarrow s(p_i).$$

Again tensoring (4) by $\mathfrak{m}_{p_i}^2/\mathfrak{m}_{p_i}^3$, the tangent space of differentials at the point $p_i$, one obtains

$$0 \rightarrow \mathfrak{m}_{p_i}^2/\mathfrak{m}_{p_i}^3 \rightarrow \mathfrak{m}_{p_i}^* \rightarrow \mathfrak{m}_{p_i}^2/\mathfrak{m}_{p_i}^3 \rightarrow F_q(z) \rightarrow 0$$

$$t_i^{-1}s(t_i)H_i \rightarrow s(p_i)$$

(5)

where $s(p_i) = \text{Res}_{s_i}(t_i^*s(t_i)H_i)$.

This allows us to define a new convolutional Goppa code associated with the pair of divisors $D = p_1 + \cdots + p_n$ and $G$; tensoring (2) by the line sheaf $\mathcal{O}_X(K + D - G)$, one has

$$0 \rightarrow \mathcal{O}_X(K - G) \rightarrow \mathcal{O}_X(K + D - G) \rightarrow Q \rightarrow 0.$$

Taking global sections, one has

$$0 \rightarrow L(K - G) \rightarrow L(K + D - G) \rightarrow \cdots \rightarrow \eta \rightarrow (\text{Res}_{s_1}(\eta), \ldots, \text{Res}_{s_n}(\eta)).$$

The image of $\beta$ is a subspace of $F_q(z)^n$, whose dimension can be calculated by the Riemann–Roch theorem

$$\dim L(K + D - G) - \dim L(K - G)$$

$$= \dim L(K + D - G) - (r - n) + 1 + g - (\dim L(K - D) - r + 1 + g)$$

$$= n - k.$$

Moreover, $\mathcal{I}m\beta$ is the subspace $C(D, G)^+ \subset F_q(z)^n$, since they have the same dimension, and for every $\eta \in L(K + D - G)$ and every $s \in L(G)$ one has

$$\langle \beta(\eta), \alpha(s) \rangle = \sum_{i=1}^n s(p_i)\text{Res}_{s_i}(\eta) = \sum_{i=1}^n \text{Res}_{s_i}(\eta s_i) = 0$$

by the Residue theorem.
Under the hypothesis $2g - 2 < r < n$, the map $\beta$ is injective, and $C^+(D, G)$ is a convolutional code of length $n$ and dimension 
\[ \dim(I(K + D - G)) = n - (1 - g + r). \]

**Remark 3.3:** Our pairing $(\cdot, \cdot) : F_q(z)^n \times F_q(z)^m \rightarrow F_q$ is $F_q(z)$-bilinear, whereas the “time reversal” pairing defined by Rosen- 
thal in [7, Sec. 7.2], given by 
\[ [\cdot] : F_q((z))^n \times F_q((z))^m \rightarrow F_q, \]
\[ (u, v) \mapsto \sum_{i=1}^n (u(i), v(-i)) \]
where $u = \sum u(i)z^i, v = \sum v(i)z^i \in F_q((z))^m$ and $(\cdot, \cdot)$ is the standard bilinear form on $F_q^n$, is $F_q$-bilinear.

The pairing $[\cdot]$ can be expressed in the following way:
\[ [u, v] = \text{Res}_{s=0} \left( \left( u, v \right) \frac{dz}{z} \right) = \sum_{s=1}^n \text{Res}_{s=0} \left( u, v \frac{dz}{z} \right). \]

Thus, the duality for convolutional Goppa codes in Definition 3.1 is related to the residues in the points of $X$, and the duality with respect to 
the pairing $[\cdot]$ is related to the residues in the variables of the base 
field. Accordingly, a more precise study of the relationship between 
both dualities must be done.

IV. MINIMUM DISTANCE AND FREE DISTANCE

Given a vector $u = (u_1, \ldots, u_n) \in F_q^n$, its weight is defined as 
\[ \text{wt}(u) = \# \{ i | u_i \neq 0 \}. \]
The minimum weight (minimum distance) of a linear code is one of the most important parameters in the theory of linear block codes.

For polynomial vectors one has the possibility of defining two kinds of 
weights. Let us consider a polynomial vector 
\[ u = (u_1, \ldots, u_n) \in F_q[z]^n \subset F_q((z))^n, \text{ where } u_i \in F_q[z]. \]
We can also represent the vector $u$ as a polynomial with vector coefficients 
\[ u = \sum_i u(i)z^i, \text{ where } u(i) \in F_q^n. \]

One can define the Hamming weight of $u$ as 
\[ h\text{wt}(u) = \# \{ i | u_i \neq 0 \}. \]

The minimum Hamming weight of a convolutional code does not re- 

clect the performance of convolutional codes over noisy channels in 
convolutional coding theory. Of course the minimum Hamming weight 
of a convolutional Goppa code $C(D, G)$ can be bounded using the Rie- 
mann–Roch Theorem, as in the usual Goppa codes.

The natural notion of weight in convolutional coding theory is as follows 
\[ \text{wt}(u) = \sum_i \text{wt}(u(i)). \]

The free distance of a convolutional code $C \subseteq F_q((z))^n$ is defined by 
\[ d_{\text{free}} = \min \{ \text{wt}(u) | u \in C, u \neq 0 \}. \]

This is one of the most important parameters in convolutional coding theory.

The geometric interpretation of the Hamming weight for Goppa codes 
in terms of the number of zeroes of certain meromorphic functions allows use of the Riemann–Roch Theorem to make very 
precise computations. In the case of convolutional Goppa codes the interpretation of the notion of weight in geometrical terms is much 
more difficult.

In the Appendix, we propose a way to obtain a geometric interpretation 
of the weight in terms of osculating planes to the algebraic curve.

In the next two sections we construct some examples of convolutional 
Goppa codes. The free distance is computed in terms of the gen- 
erator matrix using symbolic calculus software.

V. CONVOLUTIONAL GOCCA CODES OVER THE PROJECTIVE LINE

Let $X = \mathbb{P}(F_q((t))) = \text{Proj} F_q((t))$, $[t_0, t_1, \ldots, t_{n-1}]$ be the projective line over 
the field $F_q((t))$, and let us denote by $t = x_0/x_1$ the affine coordinate.

Let $y_0 = (0, 1)$ be the origin point, $y = (0, 1)$ the point at infinity, and let $p_1, \ldots, p_n$ be different rational points of $P^1$, $p_i \neq \infty$. Let us define the divisors $D = p_1 + \cdots + p_n$ and $G = r D - s p_0$, with 
\[ 0 \leq s \leq r < n. \]

Since $g = 0$, the evaluation map $\alpha : L(G) \rightarrow F_q(z)^n$ is injective, and 
$\text{Im} \alpha$ defines a convolutional Goppa code $C(D, G)$ of length $n$ 
and dimension $k = r + s + 1$.

Let us choose the functions $t^r, \ldots, t^{r+s}$ as a basis of $L(G)$. If 
$\alpha_i \in F_q(z)$ is the local coordinate of the point $p_i$, $i = 1, \ldots, n$, the matrix of the evaluation map $\alpha$ is the following generator matrix for 
the code $C(D, G)$:

\[ G = \begin{pmatrix} \alpha_1^r & \alpha_2^r & \ldots & \alpha_n^r \\ \alpha_1^{r+1} & \alpha_2^{r+1} & \ldots & \alpha_n^{r+1} \\ \vdots & \vdots & \ddots & \vdots \\ \alpha_1^s & \alpha_2^s & \ldots & \alpha_n^s \end{pmatrix}. \]

The dual convolutional Goppa code $C^+(D, G)$ also has length $n$, 
and dimension $n - k = n - r - s - 1$.

To construct $C^+(D, G)$, let us choose in $L(K + D - G)$ the basis 
of rational differential forms 
\[ \left( t^r \prod_{i=1}^n (t - \alpha_i) \right) \left( t^{r+s} \prod_{i=1}^n (t - \alpha_i) \right) \]
and let us calculate the residues
\[ \text{Res}_{\alpha_j} \left( t^r \prod_{i=1}^n (t - \alpha_i) \right) \]
\[ = \frac{\alpha_j^r}{\prod_{j \neq j} (\alpha_j - \alpha_i)}. \]

If one sets 
\[ h_j = \frac{1}{\prod_{j \neq j} (\alpha_j - \alpha_i)}. \]
then the matrix $H$ of $\beta : L(K + D - G) \rightarrow F_q(z)^n$,

\[ H = \begin{pmatrix} h_1 & h_2 & \cdots & h_n \\ h_1 \alpha_1 & h_2 \alpha_2 & \cdots & h_n \alpha_n \\ \vdots & \vdots & \ddots & \vdots \\ h_1 \alpha_1^{r+s} & h_2 \alpha_2^{r+s} & \cdots & h_n \alpha_n^{r+s} \end{pmatrix}. \]

is a generator matrix for the dual code $C^+(D, G)$, and therefore a 
parity-check matrix for $C(D, G)$. In fact, one has $H \cdot G^T = 0$.

**Remark 5.1:** The matrix in (8) suggests that $C^+(D, G)$ is an alter- 
nate code over the field $F_q(z)$, and we can thus apply to $C(D, G)$ some 
kind of Berlekamp–Massey decoding algorithm as a linear code over 
$F_q(z)$.

**Example 5.2:** Let $a, b \in F_q$ be two different nonzero elements, and 
\[ \alpha_i = a^{i-1}z + b^{i-1}, i = 1, \ldots, n, \text{ with } n < q. \]
We present some examples of convolutional Goppa codes with canonical generator matrices [3], whose free distance \( d_{\text{free}} \) attains the generalized Singleton bound, i.e., they are MDS convolutional codes [8], and we include their encoding equations as linear systems

\[
\begin{align*}
\begin{aligned}
z^{-n} s_n &= s A_{nk} x + u B_{nk} \delta \\
u G &= s C_{nk} x + u D_{nk} \delta
\end{aligned}
\end{align*}
\]

where \( \delta \) denotes the degree of the code (in the sense of [3]).

- Field \( F_3(z), F_3 = \{0, 1, \alpha, \alpha^2\} \) where \( \alpha^2 + \alpha + 1 = 0 \)

\[
\begin{align*}
G &= (z + 1 + z + 2) \\
H &= \left( \begin{array}{c}
1 \\
\frac{\alpha + \alpha^2}{\alpha + \alpha^2 + \alpha^3} \\
\frac{\alpha + \alpha^2}{\alpha + \alpha^2 + \alpha^3 + 1}
\end{array} \right) \\
A &= (0), \quad B = (1), \quad C = (1, 1, 1), \quad D = (1, 2)
\]

(\( n, k, \delta, d_{\text{free}} \)) = (2, 1, 1, 4).

- Field \( F_4(z), F_4 = \{0, 1, \alpha, \alpha^2\} \)

\[
\begin{align*}
G &= (z + 1 + z + 2 + \alpha z + \alpha^2 z + \alpha) \\
H &= \left( \begin{array}{c}
1 \\
\frac{\alpha + \alpha^2}{\alpha + \alpha^2 + \alpha^3} \\
\frac{\alpha + \alpha^2}{\alpha + \alpha^2 + \alpha^3 + 1}
\end{array} \right) \\
A &= (0), \quad B = (1), \quad C = (1, 1, 1), \quad D = (1, \alpha^2)
\]

(\( n, k, \delta, d_{\text{free}} \)) = (3, 2, 1, 3).

- Field \( F_5(z), F_5 = \{0, 1, 2, 3, 4\} \)

\[
\begin{align*}
G &= (z + 1 + z + 2 + \alpha z + \alpha^2 z + \alpha) \\
H &= \left( \begin{array}{c}
1 \\
\frac{\alpha + \alpha^2}{\alpha + \alpha^2 + \alpha^3} \\
\frac{\alpha + \alpha^2}{\alpha + \alpha^2 + \alpha^3 + 1}
\end{array} \right) \\
A &= (0), \quad B = (1), \quad C = (1, 1, 1), \quad D = (1, \alpha^2)
\]

(\( n, k, \delta, d_{\text{free}} \)) = (3, 1, 1, 6).

- Field \( F_7(z), F_7 = \{0, 1, 2, 3, 4\} \)

\[
\begin{align*}
G &= \left( \begin{array}{cccc}
z + 1 + z + 2 & z + 3 & 4 z + 4 & 3 z + 2
\end{array} \right) \\
H &= \left( \begin{array}{cccc}
\frac{z + 1}{\alpha + \alpha^2} & \frac{z + 2}{\alpha + \alpha^2} & \frac{z + 3}{\alpha + \alpha^2} & \frac{z + 4}{\alpha + \alpha^2} \\
\frac{z + 1}{\alpha + \alpha^2} & \frac{z + 2}{\alpha + \alpha^2} & \frac{z + 3}{\alpha + \alpha^2} & \frac{z + 4}{\alpha + \alpha^2} \\
\frac{z + 1}{\alpha + \alpha^2} & \frac{z + 2}{\alpha + \alpha^2} & \frac{z + 3}{\alpha + \alpha^2} & \frac{z + 4}{\alpha + \alpha^2}
\end{array} \right) \\
A &= (0, 0, 0, 0), \quad B = (1, 0) \\
C &= (2, 4, 3, 1), \quad D = (1, 4, 1, 1)
\]

(\( n, k, \delta, d_{\text{free}} \)) = (3, 1, 2, 9).

Remark 5.3: In the computation of free distance of these codes we do not take advantage of the fact that they are convolutional Goppa codes, as explained in Section IV.

VI. CGC ASSOCIATED WITH ELLIPTIC CURVES

We can obtain convolutional codes from elliptic curves in the same way. Let \( X \subset \mathbb{F}_{q^2} \) be a plane elliptic curve over \( \mathbb{F}_q \), and let us denote by \( (x, y) \) the affine coordinates in \( \mathbb{F}_{q^2} \). Let \( p \) be the infinity point, and \( p_1, \ldots, p_n \) rational points of \( X \), with \( p_1 = (x_1, y_1, z_1) \).

Let us define \( D = p_1 + \ldots + p_n \) and \( G = rp_\infty \).

The “canonical” basis of \( L(G) \) is \( \{1, x, y, \ldots, x^a y^b\} \), with \( 2a + 3b = r \) (and \( b = 0, 1 \) so that there are no linear combinations). Thus, the evaluation map \( \alpha: L(G) \to \mathbb{F}_q(z) \) is

\[
\alpha(x^a y^b) = (x_1^a y_1^b(z), \ldots, x_n^a y_n^b(z)).
\]

Example 6.1: We consider the curve over \( \mathbb{F}_2(z) \)

\[
y^2 + (1 + z) xy + (z + z^2) y = x^3 + (z + z^2) x^2
\]

and the points

\[
p_1 = (z^2 + z, z^3 + z^2) \\
p_2 = (0, z^2 + z) \\
p_3 = (z, z^2).
\]

\( L(G) \) is the subspace generated by \( \{1, x\} \). Thus, the valuation map \( \alpha \) is defined by the matrix

\[
\begin{pmatrix}
1 & 1 & 1 \\
0 & z & 0
\end{pmatrix}
\]

This code has free distance \( d_{\text{free}} = 2 \). The maximum distance for its parameters is \( 3 \).

Example 6.2: Let us now consider the curve over \( \mathbb{F}_2(z) \)

\[
y^2 + (1 + z + z^2) xy + (z^2 + z^3) y = x^3 + (z^2 + z^3) x^2
\]

and the points

\[
p_1 = (z^3 + z^2, 0) \\
p_2 = (0, z^3 + z^2) \\
p_3 = (z^3 + z^2, z^5 + z^3) \\
p_4 = (z^2 + z, z^3 + z^2) \\
p_5 = (z^2 + z, z^4 + z^2).
\]

Again we take \( L(G) \) as the subspace generated by \( \{1, x\} \). Therefore, the valuation map \( \alpha \) is defined by the matrix

\[
\begin{pmatrix}
1 & 1 & 1 & 1 \\
0 & z^3 + z^2 & 0 & z^3 + z^2 & z^2 + z & 1 & z^2 + z
\end{pmatrix}
\]

This code has free distance \( d_{\text{free}} = 4 \). The maximum distance for its parameters is \( 5 \).

Remark 6.3: Every elliptic curve \( X \) over \( \mathbb{F}_q(z) \) can be considered as the generic fiber of a fibration \( X \to U = \text{Spec} \mathbb{F}_q[z] \), with some fibers singular curves of genus \( 1 \). The global structure of this fibration is related to the singular fibers (see [5]); the translation into the language of coding theory of the arithmetic and geometric properties of the fibration is the first step in the program of applying the general
construction to the effective construction of good convolutional Goppa codes of genus 1.

Appendix

Let us consider a convolutional Goppa code $C(D, G)$ of length $n$ over a curve $X$ defined over $\mathbb{F}_q$ and let us assume that $X$ can be extended to a family of curves $X_U$ over $U = \text{Spec} \mathbb{F}_q[z] = \mathbb{P}^1_{\mathbb{F}_q}$ (as in [4]).

Let $X_0$ be the fiber of $X_U$ over the origin of $U$. The points $p_1, \ldots, p_n$ of the divisor $D$ define sections $p_i(z): \mathbb{P}^1_{\mathbb{F}_q} \to X_U$ and the polynomial words of the code $\langle C(D, G) \rangle$ are defined by evaluating the sections $s \in L(G)$ along the sections $p_i(z)$.

Let $p$ be one of the points defined by $D$, $C_p$ the curve of $X_U$ defined as the image of the section $p(z)$ and $q_0$, the intersection of $C_p$ with $X_0$, that is, $q_0 = p(0)$. Let us assume that $L(G)$ is a very ample linear series [6], and assume that $X_U$ is immersed in $\mathbb{P}^N_{\mathbb{F}_q} \times \mathbb{P}^1_{\mathbb{F}_q}$ using the linear series $L(G)$. Let us denote by $\pi_r(q_0)$ the $r$-th osculating plane to the curve $C_p$ at the point $q_0$. One has a sequence of strict inclusions

$$\pi_0(q_0) = q_0 \subset \pi_1(q_0) \subset \pi_2(q_0) \subset \cdots \subset \pi_r(q_0) \subset \cdots$$

The evaluation of $s$ at $p$, $s(p)$, can be expressed by

$$s(p) = s_0 + s_1 z + \cdots + s_n z^n$$

where $s_0 = s(0)$ and $s_r$, the $r$-th coefficient, can be interpreted as the $r$-th jet of $s(z)$ at the point $q_0$.

With this interpretation in mind, one has that $s_r \neq 0$ if and only if

$$H_s \cap \pi_r(q_0) \neq \emptyset$$

and

$$H_s \cap \pi_{r-1}(q_0) \subsetneq H_s \cap \pi_r(q_0)$$

where $H_s$ is the hyperplane defined by the section $s$.

Hence the problem of computing the number $\# \{ r \mid s_r \neq 0 \}$ can be translated into a problem of enumerative geometry over finite fields.

The main problem here is to develop the classical theory of osculating planes and all the classical computations in the case of finite base fields. This is not an easy problem but its solution would allow one to give a geometric interpretation of the free distance of convolutional Goppa codes.

Acknowledgment

The authors would like to thank J. Prada Blanco for helpful comments that served to stimulate our work.

References


A General Framework for Codes Involving Redundancy Minimization
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Abstract—A framework with two scalar parameters is introduced for various problems of finding a prefix code minimizing a coding penalty function. The framework encompasses problems previously proposed by Huffman, Campbell, Nath, and Drmota and Szpankowski, shedding light on the relationships among these problems. In particular, Nath’s range of problems can be seen as bridging the minimum average redundancy problem of Huffman with the minimum maximum pointwise redundancy problem of Drmota and Szpankowski. Using this framework, two linear-time Huffman-like algorithms are devised for the minimum maximum pointwise redundancy problem, the only one in the framework not previously solved with a Huffman-like algorithm. Both algorithms provide solutions common to this problem and a subrange of Nath’s problems, the second algorithm being distinguished by its ability to find the minimum variance solution among all solutions common to the minimum maximum pointwise redundancy and Nath problems. Simple redundancy bounds are also presented.

Index Terms—Huffman algorithm, minimax redundancy, optimal prefix code, Rényi entropy, unification.

I. INTRODUCTION

A source emits symbols drawn from the alphabet $\mathcal{X} = \{1, 2, \ldots, n\}$. Symbol $i$ has probability $p_i$, thus defining probability mass function vector $p$. We assume without loss of generality that $p_i > 0$ for every $i \in \mathcal{X}$, and that $p_i \leq p_j$ for every $i > j(i, j \in \mathcal{X})$. The source symbols are coded into binary codewords. Each codeword $c_i$ corresponding to symbol $i$ has length $l_i$, thus defining length vector $l$.

It is well known that Huffman coding [1] yields a prefix code minimizing $\sum_{i \in \mathcal{X}} p_i l_i$, given the natural coding constraints: the integer constraint, $l_i \in \mathbb{Z}^+$, and the Kraft (McMillan) inequality [2]

$$\sum_{i \in \mathcal{X}} 2^{-l_i} \leq 1.$$