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Abstract. The demand and interest for personalized, efficient, and inexpensive
healthcare solutions has significantly increased over the last decade to overcome
the major limitations of existing traditional healthcare approaches. This new trend
relies on the definition of intelligent mechanisms that can persuade the end-user to
achieve health-related outcomes and ultimately improve his health condition and
well-being. In this sense, the work here proposed explores a Multi-Agent System
composed by personal agents that follow user preferences and a coaching agent
which relies on a reinforcement learning approach to identify the most impactful
messages to persuade a certain agent to follow established health-related goals.
To validate the proposed system, a set of simulations were performed considering
different types of persuasive messages and we were able to identify the most
adequate sequence ofmessages that can persuade different users to achieve health-
related goals based on their preferences.

Keywords: Reinforcement learning · Healthcare systems · Multi-agent systems

1 Introduction

We are currently witnessing a shift in the healthcare paradigm with all the noticeable
advancements in technology. In a world where the costs of living are increasing at a
daunting rate derived from increasing taxes, lower and lower incomes, pandemic effects,
etc. [1–3], and at the same timeweobserve a significant burdenof thehealthcare providers
[4], the reality is that the quality of traditional healthcare methods fall short of required
to correctly support patients and their needs during their daily lives [5]. We think less
and less about disease-centered solutions and the focus has diverged towards a patient-
centered reality where the patient and the underlying needs and preferences become key
factors to treat and manage his/her own health condition effectively [6]. In this sense, we
observe strong efforts in the literature to develop personalized healthcare solutions that
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can support patients during their daily lives and in return improve their health condition
and well-being. Such solutions rely on the intelligent use of both novel technological
features and successful engagement strategies that can persuade the patient to be an
active player and in return guide him/her to follow healthier behaviors [7–9].

We observe several works in this area already combining engagement strategies such
as Persuasion and Behavior Change Theories [10–12] with Artificial Intelligence meth-
ods such as Natural Language Processing [13, 14], Computer Vision [15], Fuzzy Logic
[16, 17], Reinforcement Learning (RL) [18], etc. Among these works, we highlight the
use of Reinforcement Learning as one of the most effective approaches to draw healthier
outcomes. In the work of [18], the authors identified several domains of application of
RL in the area of Healthcare. They referred toworks done in dynamic treatment regimens
which includes treatment and management of chronic diseases such as diabetes, depres-
sion, and cancer, or diseases that require critical care such as anesthesia or sepsis. They
also referred to the use of RL to process both structured and unstructured data which
can range from medical image processing to free text analysis. Finally, the authors also
pointed towards other interesting and general domains such as using RL for healthcare
resource scheduling, use of RL in surgery procedures, and use of RL in the healthcare
management with the inclusion of healthcare plans to manage physical activities. In the
work of [19] the authors also discussed the many domains of application of RL in the
area of healthcare and suggested the use of RL in the development of dialogue systems
which includes the development of multi-agent systems with conversational agents that
can rely on RL mechanisms to identify the best way to interact with the patient.

In this work we follow the conceptual ideas first discussed in [20] and propose a
Multi Agent System which considers both agents that support the patient and follow
his/her preferences and needs and a coaching agent which persuades other agents to
accomplish health-related goals by using a RL strategy to identify the best sequence
of messages to exchange with those agents (based on their preferences and needs). To
validate our proposed model, we selected different simulation scenarios which include
different types of messages that can be exchanged with the user (by the personal agent)
and we observed how easily the coaching agent was able to identify the best sequence
of action compared to a “normal” coaching agent that did not make use of this approach
and attempted to persuade other agents with random sequences of messages. We were
able to observe significant advantages over the use of RL for this purpose and we also
identified other benefits of our proposal more related with the generic structure that was
applied in the RL process.

2 Proposed Model

The main goal of the proposed work is to identify the most impactful sequence of
interactions that should happen between the healthcare system and a certain patient based
on his preferences and needs. As such we introduce a Multi-Agent System composed by
twomain entities which will interact with each other and understand how to interact with
a patient. These entities are referred as Personal Agent and Coaching Agent (Fig. 1).

It is important to note that this interaction happens always between one PA, that
represents a patient, and the CA. For several patients, a new instantiation for both PA
and CA specific for that patient would be necessary.
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Fig. 1. Multi-agent system architecture

2.1 Personal Agent

The first entity of the proposed system is the Personal Agent (PA), and as the name refers
this agent will interact with the person (patient) and exchange messages throughout the
day tomotivate him/her to followhealth-related goals. To do so, the PAwill followpatient
preferences regarding context variables (for example, preferences regarding which types
of messages are most suited at a certain time of the day, which days of the week the
person prefers to do physical activities, which days of the week the person prefers to rest,
previously accepted or rejected goals based on themessages that were sent to that person,
etc.). Besides that, the PA will also have its own internal Message Evaluation algorithm
to decide whether the person is more or less likely to accept or reject a certain message
to follow a health-related goal (also combining the information from the context). This
evaluation algorithm can be configured to be as simple as to follow a set of preferences
to a more complex and intelligent process that can combine these preferences and other
information obtained from the context and past interactions with the user to better judge
whether a certain interaction is more likely to succeed or not. In the case of this study
and as explained in more detail in the Discussion section, the first case was considered.

2.2 Coaching Agent

The second entity of the proposed system is the Coaching Agent (CA) and has the
main task of selecting the most appropriate messages to send to the patient. To do so,
the CA will process context information which also includes details from all previous
interactions with that patient (information related to goals that were achieved, howmany
messages were exchanged before the patient achieved a new goal, how many goals
were achieved during the current week/month, etc.) and details related with the current
coaching plan given to the user. The structure of a coaching plan has been previously
introduced in [21] and the main idea is to establish health-related goals that can be
improved depending on the patient progress. This information is then combined with
the execution of the RL algorithm to identify the best sequence of messages to exchange
with a certain patient. This process is iterative and depending on the response obtained
from the PA side, the RL algorithm will be improved for the next iteration until a correct
sequence of action is identified for a certain patient. Below we introduce the general
definition of RL as well as the model-free implementation of RL with the Q-Learning
algorithm that is used by the CA.



A Reinforcement Learning Approach to Improve User Achievement 269

Reinforcement Learning. Reinforcement learning is a machine learning process in
which an agent has different goals related to a specific environment and must decide
which action is the most adequate to achieve a goal according to a given state of the
environment. This goal can be represented by a value (reward) and the agent should
attempt tomaximize this valuewhen choosingwhich actions to take (policy) given a state
signal. Over the long run the agent will identify the optimal policy which corresponds
to the policy that provides the highest reward value.

In this work, each action is represented as a set of n messages, or in other words, as
M = {m1,m2, . . . ,mn}, that can be sent to a certain patient before he achieves (or not)
an established health-related goal. An interaction history will be stored with the result of
the interaction after sending M at certain time (or stage) and the corresponding reward
value (which in this case indicates whether the patient achieved or not and established
health-related goal). This flow corresponds to a Markov Decision Process, in which the
CA and the environment (in our case the environment equivalent to the PA) interact with
each other during a set of Y stages. At a stage y ∈ Y , the CA is presented with a state
sy ∈ S from a set of states and must select an action ay ∈ A(sy) from a set of possible
actions available for that state.After selecting that action, the CA receives a reward ry+1
resulting from the action taken and is then presented with a new state sy+1. With this
result, the CA may change (or not) the preferred policy for the next interaction, and
over the long run the RL problem will be “solved” with the CA finding the policy that
achieves the highest reward value. The expected return (the sum of rewards) for the CA
starting in state s, taking action a, and then following policy ρ thereafter is called as
the action-value function for policy ρ. In the context of Q-learning, this function is also
called as Q-function and is denoted as:

Qρ
y (s, a)

.= Eρ

⎡
⎣

Y∑
j=y

rj+1

∣∣∣∣∣∣
sy = s, ay = a

⎤
⎦

It should be noted that we opted to use Q-Learning method in the proposed work, in
comparison to otherRLmethods such asSARSAbecause of the off-policy characteristics
of the Q-Learning method. As a result, it is possible to evaluate and improve policies
that are different from the selected policy in each stage and therefore it is possible to
maintain a continuous exploration process in which the CA can select different policies
while learning what is the optimal policy in a certain environment.

3 Results and Discussion

To validate the proposed model, we defined 3 different simulation scenarios and com-
pared the results according to 3 different levels of complexity. In the first scenario we
tested our model by considering 2 different types of persuasive messages; in the sec-
ond scenario 4 different persuasive messages were considered; and in the third scenario
6 different persuasives messages were considered. For simulation purposes we do not
define each persuasive message but instead refer as Message 1, Message 2, Message 3,
etc., but these message could be easily adapted to refer to some of the most known and
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used persuasive models that were mentioned in the introduction of this study, such as
the six principles of persuasion by Cialdini [22, 23] or the Transtheoretical Model of
Behavior Change [24], among others [10].

Each scenario was tested with a time length of 30 days and we studied both the
accuracy of each set of messages and corresponding interactions as well as the total
number of health-related goals that were achieved after accepting (or not) the messages
sent to the PA. Furthermore, 10 simulations were performed for each scenario and the
results were compared in terms of average values obtained.

To validate our model, we compared the approach here proposed in which the CA
uses the RL algorithm to decidewhatmessages should be sent to the PAwith an approach
where the CA does not use the RL algorithm and instead attempts to send a random set
of messages to the PA.

Fig. 2. Message flow example (2 message types)

For all the scenarios simulated, we considered that the maximum number of inter-
actions between the CA and PA would be of three messages per day, and that a goal
would be achieved only after the PA accepted all three messages exchanged. We chose
this number specifically with given evidence on the literature [25] that recommends the
exchange of messages at certain periods of the day, such as morning, lunch, and early
evening, and these interactions would represent those moments of the day. Furthermore,
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the CAwas also allowed to exchange repeated types of messages during a day. To exem-
plify this, in Fig. 2 it is shown the total number of possible combinations of messages
that can be sent during a day when two types of messages are considered.

For this example, the total number of combinations corresponds to 8 possible out-
comes, and for the remaining scenarios corresponds to a total of n3 possible outcomes,
with n being the number of different types of persuasive messages considered.

The evaluation algorithm defined for the PA was simplified to only select a random
sequence of types of messages as the most impactful, which in turn would persuade the
patient to achieve a health-related goal. This simplification of the evaluation process
was considered since the main goal of this work is to test the performance of the CA
using the RL algorithm and, as such, the way the PA could be modeled to evaluate each
received message in a more or less intelligent way falls out of the scope of this study.

The average results obtained regarding the number of accepted goals and messages
exchanged are presented in Table 1.

After performing all simulations in each scenario, it is possible to observe that the
use of RL compared to a Random approach obtained far better results regarding both
the total number of messages exchanged and the total number of goals completed after
30 days.

Table 1. Simulation results

Day Scenario 1 – 2 Messages Scenario 2 – 4 Messages Scenario 3 – 6 Messages

Goals
– RL

Goals
– RA

Msgs
– RL

Msgs
– RA

Goals
– RL

Goals
– RA

Msgs
– RL

Msgs
– RA

Goals
– RL

Goals
– RA

Msgs
– RL

Msgs
– RA

1 0,1 0,2 1,5 1,7 0 0 1,2 1,1 0 0 1.2 1.2

2 0,6 0,3 4,2 3,5 0 0 2,9 2,5 0 0 2.5 2.5

3 1,3 0,3 7,2 4,9 0,3 0 5,1 4 0.1 0 4.4 3.7

4 2,3 0,4 10,2 6,4 0,9 0 7,8 5,5 0.2 0 7 4.8

5 3,3 0,5 13,2 8,1 1,6 0 10,7 6,8 0.6 0 9.8 6

6 4,3 0,6 16,2 10 2,4 0 13,6 8,1 1 0 12.7 7.2

7 5,3 0,7 19,2 11,7 3,2 0 16,6 9,7 1.6 0 15.6 8.2

8 6,3 0,8 22,2 13,2 4,1 0 19,6 10,7 2.2 0 18.6 9.2

9 7,3 1 25,2 15 5 0 22,6 12,2 3.1 0 21.6 10.2

10 8,3 1 28,2 16,2 6 0 25,6 13,6 4 0 24.6 11.6

11 9,3 1 31,2 17,6 7 0 28,6 14,8 4.9 0 27.6 12.9

12 10,3 1,2 34,2 19,6 8 0 31,6 15,8 5.8 0 30.6 14

13 11,3 1,5 37,2 21,4 9 0 34,6 17 6.8 0 33.6 15.6

14 12,3 1,6 40,2 22,8 10 0 37,6 18,3 7.8 0 36.6 16.6

15 13,3 1,6 43,2 24,4 11 0 40,6 19,8 8.8 0 39.6 17.7

16 14,3 1,6 46,2 25,6 12 0 43,6 21,1 9.8 0 42.6 18.7

(continued)
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Table 1. (continued)

Day Scenario 1 – 2 Messages Scenario 2 – 4 Messages Scenario 3 – 6 Messages

Goals
– RL

Goals
– RA

Msgs
– RL

Msgs
– RA

Goals
– RL

Goals
– RA

Msgs
– RL

Msgs
– RA

Goals
– RL

Goals
– RA

Msgs
– RL

Msgs
– RA

17 15,3 1,7 49,2 27,3 13 0 46,6 22,4 10.8 0 45.6 19.9

18 16,3 1,9 52,2 29,1 14 0 49,6 23,6 11.8 0 48.6 21

19 17,3 2 55,2 30,4 15 0 52,6 25,2 12.8 0 51.6 22.2

20 18,3 2 58,2 32,1 16 0 55,6 26,3 13.8 0 54.6 23.2

21 19,3 2,3 61,2 34,4 17 0 58,6 27,3 14.8 0 57.6 24.3

22 20,3 2,4 64,2 36,5 18 0,1 61,6 28,5 15.8 0 60.6 25.5

23 21,3 2,6 67,2 38,2 19 0,1 64,6 29,5 16.8 0.1 63.6 26.7

24 22,3 2,7 70,2 39,8 20 0,2 67,6 30,8 17.8 0.1 66.6 28

25 23,3 3 73,2 41,5 21 0,2 70,6 32 18.8 0.1 69.6 29.2

26 24,3 3,3 76,2 43,5 22 0,2 73,6 33,1 19.8 0.1 72.6 30.7

27 25,3 3,5 79,2 45,4 23 0,2 76,6 34,6 20.8 0.1 75.6 31.9

28 26,3 3,7 82,2 47,4 24 0,2 79,6 35,8 21.8 0.2 78.6 33.4

29 27,3 3,8 85,2 48,9 25 0,2 82,6 37,2 22.8 0.2 81.6 34.7

30 28,3 3,9 88,2 50,6 26 0,2 85,6 38,4 23.8 0.2 84.6 35.7

Looking at the total number of achieved goals, in the first scenario, both agents
achieved the highest average values compared to the remaining scenarios. However,
while the Random Agent was only able to obtain an average of 4 goals accepted at the
end of 30 days, the RLAgent was able to obtain an average exceeding 28 goals accepted.
In the second and third scenario, the RandomAgent obtained even worse results and was
only able to persuade the PA to achieve a health-related goal in two simulations for each
scenario. On the other hand, the RL Agent still obtained very satisfactory results and
only had a slight decrease in the total number of achieved goals to an average of 26 goals
accepted in the second scenario and nearly 24 goals in the third scenario. Regarding
the number of messages exchanged to persuade the PA to achieve a goal during each
day, both the RL Agent and Random Agent also obtained the best results in the first
scenario, with an average of nearly 88 messages exchanged between the PA and the RL
Agent and 51 Messages between the Random Agent and the PA. In the second and third
scenarios, a significant decrease was observed for the Random Agent (only nearly 39
messages exchanged after 30 days in the second scenario and only nearly 36 messages
exchanged in the third scenario). A less significant decrease was observed in the case
of the RL Agent (nearly 86 messages exchanged after 30 days in the second scenario
and 85 messages exchanged in the third scenario). These results show a clear superior
performance between the RL Agent and the Random Agent, however it still was not
clear if the accuracy of all the interactions performed between the CA and the PA were
also superior in the case of the interactions between the RL Agent and the PA and the
Random Agent and the PA. Therefore, the system was also evaluated regarding the
number of messages that were exchanged per day between each of these two entities
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and the number of messages that were actually successful to persuade the PA to achieve
a health-related goal. These results are shown in Fig. 3, Fig. 4 and Fig. 5 respectively.

Fig. 3. Average accuracy results (1st scenario)

Fig. 4. Average accuracy results (2nd scenario)

A linear increase on the accuracy value was observed from the interactions between
theRLAgent andPA in eachof the three scenarioswith a peakof 100%accuracy achieved
by the 4th day in thefirst scenario, 10th day in the second scenario and13th day in the third
scenario. This accuracy value is supported by the fact of how the Message Evaluation
Algorithmwas configured for the PA in this study. Since we are only considering a set of
Messages the RL Agent learns which set and sequence of messages is most persuading
and then repeats the same set for the remaining days in each scenario. On the other hand,
the highest accuracy value obtained from the interactions between the Random Agent
and PAwas of slightly over 55% in the first scenario. In the remaining scenarios, the peak
observed had a value lower than 20%. These results also reveal a clear performance with
the use of the RL method. In fact, despite the scenario complexity it was still possible
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Fig. 5. Average accuracy results (3rd scenario)

to observe that the RL Agent was able to obtain very similar, yet high results in terms of
accuracy, number of accepted goals and number of messages exchanged. These numbers
are even more significant if we compare them with a less intelligent approach such as
the use of a random strategy to persuade the user to follow health-related goals.

Although these results are very positive, they are still lacking and can be further
improved. First, the proposed model and the performed study was made on the sole
basis that we were trying to identify what was the best approach to interact with a certain
user during a day and that way be able to persuade him to achieve a certain health-related
goal. This approach does not tell us however, what the best approach is to interact with
a certain user, over the time, on each day. In other words, we do not know whether a
certain set of messages work best on a day and a completely different set of messages
work best on the next day or next week because the PA was always modelled to keep
the same initial preferences that were configured. Therefore, additional improvements
could and should be considered in the continuation of this work to have a model that
can learn with the interactions between the user not only during a day but also take into
account the context to make a better judgement of the ideal interaction at any given
moment in time. Second, regarding the RL method considered (in this case and as we
explained, it was opted to use the Q-Learning method), it could and should also be
improved to support scenarios of even higher complexity. Even though we were able to
obtain very fast results in each simulation, we are aware that the algorithm performance
will decrease significantly as the complexity of the scenario increases and in a scenario
with dozens of different types of messages consider, this would force to incorporate
a different approach to measure the ideal set of messages to exchange with the user.
Such approach could consider the use of deep Q-Learning with neural networks to
approximate the Q-Function that was presented. Third, the proposed model should be
further evaluated considering users with different preferences and ways of living (or in
other words, improve the current Evaluation Algorithm). Our goal is to have a system
that is prepared to deal with any type of user, whether they like to perform physical
exercise during the day or work out on weekends or after eating a more indulging meal,
etc. By doing so, the system will be prepared to interact with any user regardless of
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age or gender and correctly support the user during his/her daily life. Finally, although
the proposed Multi-Agent approach currently considers only two types of agents, we
intend to incorporate a third agent (Checker Agent) that will monitor the user progress
in real time and acquire health inputs from devices such as Smart Bands. By doing so,
we will be able to evaluate the accuracy of each interaction even more precisely and
understand how easily (or not) a health-related goal was achieved after exchanging a set
of messages.

4 Conclusions and Future Work

The rising costs of living and the overall demand for answers to relieve the healthcare
burden has led towards a reality in which traditional healthcare no longer is adequate and
instead new solutions are being developed to support people throughout their daily lives
from a patient-centered perspective in which the person himself/herself becomes the
key factor to manage and improve his/her health condition. Personalizing and enhancing
the support provided based on the preferences, needs and the way people behave is
essential to accomplish this goal, and as such, emerging healthcare systems must be
able to understand what the best approach is when interacting with the patient to lead
him/her towards improving his/her health condition. The work here presented explores
a Reinforcement Learning approach to identify the best way to interact with a patient
based on his/her preferences and needs, experience from previous interactions under
a perspective of motivating the patient to accomplish health-related goals. To do we
incorporated this approach in a Multi-Agent System in which we consider agents that
represent patients and their preferences and an agent that attempts to persuade those
agents using a combination of messages that best fits the preferences of those patients.
To validate our model, we can a set of simulations with different scenarios and levels of
complexity and obtained better results compared to a less intelligent approach. As future
work we intend to improve the proposed model according to different points that were
discussed in this study and which are mostly related with the ability to consider higher
complexity scenarios and patients with more complex behaviors and ways of living.
Additionally, the inclusion of additional agents that can monitor the health condition
of the patient will be ideal to measure the accuracy and the impact of each interaction
performed between the proposed system and the patient. With these points in mind,
it will be possible to present an intelligent approach that correctly support the patient
despite of his/her age, gender, or any demographical aspects but instead operate based on
how that person behaves throughout his/her daily life and at the same time lead him/her
to accomplish health-related goals result in healthier lifestyles.
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