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NOTATION 

In order to make the description of the methods comparable to that used in three-way 

analysis, some adjustments to the standard notation were introduced. 

 

𝑋𝑋 - two-way data array of dimensions (size e.g. (𝐼𝐼 × 𝐽𝐽)) 

 𝑥𝑖𝑗  - value of the measurement referring to the i𝑡𝑡ℎ subject and j𝑡𝑡ℎ variable 

𝑈 - matrix of eigenvectors of the matrix 𝑋𝑋𝑋𝑋𝑇 

Λ - matrix of eigenvalues of the matrix 𝑋𝑋𝑋𝑋𝑇 

𝑉𝑇 - matrix of eigenvectors of the matrix 𝑋𝑋𝑇𝑋𝑋 

𝐽𝐽 - markers for the columns of the matrix 𝑋𝑋 

𝐻� - markers for the rows of the matrix 𝑋𝑋 

𝑢𝑘 - weighted average of 𝑘𝑘 species with respect to any gradient 𝑥 

𝑦𝑖𝑘 - abundance of 𝑘𝑘 species in site 𝑖𝑖 (𝑖𝑖 = 1, … , 𝑒𝑒; 𝑘𝑘 = 1, … , 𝑝𝑝) 

𝑥𝑖  - value of gradient 𝑥 at site 𝑖𝑖 

𝑦+𝑘 - total abundances of 𝑘𝑘 species 

𝑧𝑖𝑗  - value of the environmental variable 𝑗𝑗 in site 𝑖𝑖 

 𝑐𝑐𝑗  - optimal weights (𝑗𝑗 = 1, … , 𝑝𝑝) 

𝛿 - weighted variance of species scores 

𝕏 - three-way data array of dimensions (𝐼𝐼 × 𝐽𝐽 × 𝐾𝐾) 
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 𝑥𝑖𝑗𝑘 - value of the measurement referring to the i𝑡𝑡ℎ subject, j𝑡𝑡ℎ variable and k𝑡𝑡ℎ 

condition 

𝑖𝑖 – subjects elements; 𝑖𝑖 = 1, … , 𝐼𝐼 

𝑗𝑗 – variables elements; 𝑗𝑗 = 1, … , 𝐽𝐽 

𝑘𝑘 – conditions elements; 𝑜𝑜 = 1, … , 𝐾𝐾 

𝐼𝐼 - total number of elements in first mode (subjects) 

𝐽𝐽 - total number of elements in second mode (variables) 

𝐾𝐾 - total number of elements in third mode (conditions) 

𝑝𝑝 - number of components selected to describe the first mode of the data array 

(subjects); 𝑝𝑝 = 1, … , 𝑃𝑃 

𝑝𝑝 - number of components selected to describe the second mode of the data array 

(variables); 𝑝𝑝 = 1, … , 𝑄𝑄 

𝑜𝑜 - number of components selected to describe the third mode of the data array 

(conditions); 𝑜𝑜 = 1, … , 𝑅𝑅 

𝑃𝑃 - total number of components in first mode (subjects) 

𝑄𝑄 - total number of components in second mode (variables) 

𝑅𝑅 - total number of components in third mode (conditions) 

𝑆 - total number of components 

𝐴𝐴 - component matrix of dimensions (𝐼𝐼 × 𝑃𝑃) with coefficients of the subjects (first 

mode) 
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𝐵𝐵 - component matrix of dimensions (𝐽𝐽 × 𝑄𝑄) with coefficients of the variables (second 

mode) 

𝐶𝐶 - component matrix of dimensions (𝐾𝐾 × 𝑅𝑅) with coefficients of the conditions (third 

mode) 

𝑎𝑎𝑖𝑝 - elements of the components matrices 𝐴𝐴(𝐼𝐼 × 𝑃𝑃)  

𝑏𝑏𝑗𝑞 - elements of the components matrices 𝐵𝐵(𝐽𝐽 × 𝑄𝑄)  

𝑐𝑐𝑘𝑟 - elements of the components matrices 𝐶𝐶(𝐾𝐾 × 𝑅𝑅)  

𝔼 - three-way data error array of dimensions (𝐼𝐼 × 𝐽𝐽 × 𝐾𝐾) 

𝑒𝑒𝑖𝑗𝑘 - error term associated with the description of 𝑥𝑖𝑗𝑘  

𝔾𝔾 - core array of dimensions (𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅) 

𝑔𝑔𝑝𝑞𝑟 - elements of the core array 𝔾𝔾 

𝑆𝑆(𝑇𝑂𝑇) - total sum of squares 

𝑆𝑆(𝐹𝐼𝐼𝑇) - fitted sum of squares 

𝑆𝑆(𝑅𝑅𝐸𝑆) - residual sum of squares or deviance (𝑑) 

𝑑 - deviance 

𝑑𝕚 - deviance of a model 𝕚 

𝑑𝐼𝐼𝕚 - degrees of freedom of model 𝕚 

𝑥�𝑖𝑗𝑘 - profile preprocessed element referring to the i𝑡𝑡ℎ subject, j𝑡𝑡ℎ variable and k𝑡𝑡ℎ 

condition 
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𝑏𝑏𝑠 - salience value 

𝑒𝑒𝑡𝑡𝕚 - st-criterion of a of model 𝕚 

𝑥�𝑖𝑗𝑘 - structural image element referring to the i𝑡𝑡ℎ subject, j𝑡𝑡ℎ variable and k𝑡𝑡ℎ condition 

𝐺1, … , 𝐺𝑝 - horizontal core slice of core array 𝔾𝔾 

𝐺1, … , 𝐺𝑞 - lateral core slice of core array 𝔾𝔾 

𝐺1, … , 𝐺𝑟 - frontal core slice of core array 𝔾𝔾 

𝐼𝐼𝑝𝑗𝑘 - component score of individual 𝑘𝑘 at occasion 𝑗𝑗 on component 𝑝𝑝 of the first mode (in 

interactive biplots) 

𝒪𝑘  - matrix of operators between variables 

𝐷𝐼 - diagonal matrix of dimensions (𝐼𝐼 × 𝐼𝐼) 

𝐷𝐽 - diagonal matrix of dimensions (𝐽𝐽 × 𝐽𝐽) 

𝑋𝑋𝑤 - compromise table 

𝒰 - matrix of the eigenvectors of the analysis of the compromise 

ℛ𝑘 - coordinates of the rows of the table 𝑋𝑋𝑘 

𝒞𝑘 - coordinates of the columns of the table 𝑋𝑋𝑘 

𝑊𝑊𝑘 - 𝑘𝑘th cross product table 
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INTRODUCTION 

In standard multivariate analysis, data are arranged in a two-way structure: a table or a 

matrix. A typical example is a table in which each row corresponds to a sample (or 

object) and each column to a measured variable. The two-way structure explicitly 

implies that for every sample the variable is measure and vice-versa. Thus, the data can 

be indexed by two indices: one defining the sample number and one defining the 

variable number. This arrangement is closely connected to the techniques subsequently 

used for analysis of the data (as Principal Component Analysis, for example). However, 

for a wide variety of data a more appropriate structure would be a three-way table or an 

array. An example could be a situation where for every sample the variables are 

considered at several different conditions. In this case every data element can be 

logically indexed by three indices: one identifying the sample number, one the measured 

variable and one the observed condition. Clearly, three-way data occur frequently, but 

are often not recognized as such due to lack of awareness. Moreover, researchers 

generally become interested in three-way analysis because they already have three-way 

data and they need to use multi-way methods to obtain and understand their results. 

 

The problems described here are mostly stem from the ecological experiments. This is 

not coincidental as the data analytical problems arising in the ecological area can be 

complex. Thus, a typical multivariate data set in ecology usually has counts of several 

species (columns, say) at each of several sites or in each of several observation units 

(rows) (for example, Orlóci, 1975, Gauch, 1982, Digby and Kempton, 1987, Jongman et 

al., 1987, Legendre and Legendre, 1998). Hence, the nature of the data arising from this 

area can be very different, which tends to complicate the data analysis.  
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On the other hand, ecology is undergoing a profound change because structure–function 

relationships between communities and their environment are starting to be 

investigated at the field, regional, and even continental scales. This opened a wide-

ranging challenge when interpreting the observed diversity patterns as a function of 

contextual environmental parameters. At the same time, the development of new 

analytical techniques, powerful mathematical and statistical methods as well as by the 

increasing power and storage capacity of personal computers (which are now capable of 

handling sets of data and of applying algorithms that a few years ago were limited) 

contributed for a great impetus of these two branches of science. One of the main 

consequences of such developments has been the constant increase of size and 

complexity of data sets (and which can produce matrices of data for each sample 

analyzed or even three-way arrays). Furthermore, when dealing with data analysis in 

the ecological area is important to have access to a diverse set of methodologies, in 

order to deal with problems in a sensible way. 

 

The analytical problem most often involves the investigation of interactions or effects in 

natural systems on the (species) communities of a particular area. Such ecological 

assemblages consist of many interacting species, and each species is generally treated as 

a separate response variable in the analysis. Thus, the main objective in these studies is 

to obtain information by means of species-environment relationships, which gives an 

understanding of what are the parameters that influence the community composition 

and its structure. 

 

Most researchers (in Ecology, but not only) solve this problem through the use of 

Canonical Correspondence Analysis (CCA, ter Braak, 1986). However, it is important to 
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relay the point that temporal and spatial variability are in general present in these 

ecological studies and as consequence ecological sampling programs or experimental 

designs need to take this into account. Yet, one of the problems that arise in methods 

such as CCA is that the variability over tables (or matrices which are usually times or 

sites) is mixed with the variability within the tables. Therefore, by this technique 

(widely used) the study of spatial and temporal gradients is not carried out optimally 

and often fails to find the underlying structures in multi-way arrays. 

 

The methods of analysis for three-way data, which studying the (three) dimensions, 

objects, variables and events, are certainly an alternative and whose interest by 

researchers is gaining some relevance. However, its use is still minority compared to the 

CCA, particularly given the difficulty associated with the use of algebraic language which 

is implicit. From mathematical point of view this is one practical problem, when 

handling multi-way data. Besides that, there is also the question of notation that is often 

used by the authors: frequently use special symbols to simplify the notation, which 

sometimes makes the work difficult to read. 

 

However, multi-way analysis is the natural extension of standard multivariate analysis, 

when data are arranged in three-(or higher) way arrays. This in itself provides a 

justification for the use of multi-way methods. Moreover, the power not only to separate 

the effect of three dimensions, but to evaluate the effect of the interaction between them 

in the dynamics of the species-environment also justifies the interest in this field. 

Actuality, multi-way methods provide a logical and advantageous tool in many different 

problems. Besides, the exploration and development of multi-way models makes it 
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possible to obtain information that more adequately describes the intrinsic and complex 

reality. 

 

This research focuses on the comparative study of various methods of three-way data 

analysis. At the same time, emphasis is given to the several aspects in which 

comparisons between the methods are based, as well as its applicability to analyze data 

from ecological studies in time and space.  

 

The most common methods are the Triadic Analysis (Jaffrenou, 1978; Thioulouse and 

Chessel, 1987) and Tucker models (Tucker, 1966). The first seeks a consensus 

configuration over time or space and therefore aims to evaluate the stable part in the 

dynamics of relationships. In the second, the models are adjusted to achieve the goal of 

explaining the interaction. 

 

This work aims to produce a general methodological framework, including different 

techniques for studying multi-way matrices, and develop a specific technique to 

facilitate the use of these practices by researchers. 

 

The work described in this thesis is concerned to meet the following objectives: 

(1) Give a general outline of the most popular methods for analyzing data when they 

are organized into one or two arrays of data; 

 

(2) Make a revision of the methods from the French school (specifically, the STATIS 

family methods), that is, when data are organized as data cubes; 
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(3) Performing a description of the models from school Dutch/English (specifically, 

the Tucker3 model) for the treatment of three-way tables/three modes; 

 

(4) Perform an exhaustive search of the literature in the field of ecology to 

understand the impact of these methods in this field; 

 

(5) Propose an new method that really solve the problem of describing not only the 

stable part of the dynamics of structure–function relationships between 

communities and their environment (in different locations and/or at different 

times), but also the interactions and changes associated with the ecosystems’ 

dynamics; 

 

(6) Apply the new proposal to a real data set collected in arrays of three ways (sites 

× environmental variables/species × time or time × environmental 

variables/species × sites) and compare the results with those found with 

classical techniques. 

 

The data analytical techniques covered in this thesis are also applicable in many other 

areas, as evidenced by many works of applications in other areas which are emerging in 

the literature. 
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CONTENT OUTLINE 

The main part of the thesis is divided into six chapters. 

 

CHAPTER 1 initiates with a briefly review and discussion of some issues related to the 

use of indirect gradient analysis, namely, Correspondence Analysis. Next, a brief 

introduction to the biplot theory, namely the variant of the standard biplot technique, 

the HJ-Biplot will be explored. It will be demonstrated that HJ-Biplot is a powerful tool to 

find hidden patterns in a data matrix. Useful characteristics like the guarantee of 

providing high quality of representation for both lines as for the columns are outlined 

and also discussed. In order to better understand all the interpretation under the use of 

HJ-Biplot, a comprehensive example will be presented. 

 

A published application with bacterioplankton data (“Bacterioplankton dynamics in the 

Berlengas Archipelago (West coast of Portugal) using the HJ-biplot method”) on the 

international peer-reviewed journal, ARQUIPELAGO LIFE AND MARINE SCIENCES, will 

be provided in the appendix section PUBLISHED ARTICLES BY THE AUTHOR (Paper I). 

 

CHAPTER 2 describes one of the most successful methods for studying species-

environment relationship, i.e. Canonical Correspondence Analysis. Additionally, the 

main advantages and drawbacks will be described. Also, a concise description of the Co-

Inertia Analysis will be presented, in view of the fact that is a simple and robust 

alternative to Canonical Correspondence Analysis when the number of samples is low 

compared to the number of explanatory (environmental) variables. 
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In order to better understand all the interpretation under the use of these methods, 

comprehensive examples will be presented. 

 

CHAPTER 3 begins with a revision of data coupling methods, namely within in STATIS 

family methods (French school). The principals of alignment algorithms of Partial 

Triadic Analysis and STATICO will be introduced, since their methodological bases and 

objectives are related to the new method proposed in CHAPTER 5.  

 

Related to Partial Triadic Analysis, published applications with plankton data on the 

international peer-reviewed journals BIOMETRICAL LETTERS (“The efficiency of Partial 

Triadic Analysis method: an ecological application”) and FRESENIUS ENVIRONMENTAL 

BULLETIN (“Zooplankton distribution in a Marine Protected Area: the Berlengas Natural 

Reserve (Western coast of Portugal”) are presented in the appendix section PUBLISHED 

ARTICLES BY THE AUTHOR (Papers II and III, respectevely). 

 

On the other hand, and associated to STATICO, published applications with plankton 

data on the international peer-reviewed journals  ESTUARINE, COASTAL AND SHELF 

SCIENCE (“Spatio-temporal structure of diatom assemblages in a temperate estuary” 

and “Diel vertical behavior of Copepoda community (naupliar, copepodites and adults) 

at the boundary of a temperate estuary and coastal waters”), ZOOLOGICAL STUDIES 

(“Response to Climatic variability of Copepoda life history stages in a southern European 

temperate estuary”) and JOURNAL OF APPLIED STATISTICS (“An empirical comparison 

of Canonical Correspondence Analysis and STATICO in identification of spatio-temporal 

ecological relationships”) are presented in the appendix section PUBLISHED ARTICLES 

BY THE AUTHOR (Papers IV, VI, VII and V, respectively).  
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CHAPTER 4 begins with a revision of three-way methods with special emphasis to the 

terminology that characterize these techniques. General considerations about the 

Tucker3 model (English/Dutch school) for the treatment of three-way tables/three 

modes will be presented.  

 

CHAPTER 5 presents a new proposal, the CO-TUCKER. The new method is a combined 

approach of STATICO and Tucker3 techniques. It is an alternative method which aims to 

solve the problem of describing not only the stable part of the dynamics of structure–

function relationships between communities and their environment (for several 

conditions such as different sites and/or different times), but also the interactions and 

changes associated with the ecosystems dynamics’. Throughout the chapter, special 

emphasis will be given to the advantages of CO-TUCKER model with regard to the 

possibility of extracting hidden structures and capture the underlying correlations 

between variables in a multi-array. In addition, aspects related to the data 

preprocessing, strategies in the selection of components and the quality assessment of 

the fit of the levels of a mode will be highlighted. Particular attention is made for the 

core array and its suppleness in order to explain an interaction between each 

component with any component in the other modes. Also, joint biplots will be explored 

with the aim of capture multilinear structures in the (higher-order) datasets. 

 

The CO-TUCKER technique will be applied on a real data set. The results and the 

inherent advantages will be presented and discussed. Also, comparative considerations, 

advantages and drawbacks are explored and discussed with STATICO technique. 

 

Finally, CHAPTER 6 presents the conclusions and perspectives of future work.
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CHAPTER 1 – THE ANALYSIS OF A MULTIVARIATE DATA 

MATRIX 

 

1.1 PRINCIPAL COMPONENT ANALYSIS AND CORRESPONDENCE 

ANALYSIS 

Statistical applications in ecology are numerous and include many of the classical and 

modern methods, as well as some novel methodology. 

 

Researchers in ecology commonly use multivariate analysis to interpret patterns in 

ecological data and relate these patterns to environmental stressors. 

 

Methods are classified as being direct or indirect. When a direct method is used, the data 

consist of species information and measurement of the stressors. The direct method 

relates these two sets of information. When an indirect method is used, the stressors are 

typically unknown and the analysis is used to produce the stress gradients from data on 

abundance. 

 

In the indirect perspective, two methods that have found common use in the early 

analysis of one ecological data matrix (Fig. 1) were Principal Components Analysis (PCA, 

Hotelling, 1933) and Correspondence Analysis (CA, Benzécri, 1973). 
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Figure 1.  𝑌𝑌 two-way data matrix of dimensions (𝐼𝐼 × 𝐽𝐽) 
 

 
The PCA is usually applied to reduce data (usually a matrix of continuous variables) on 

numerous species into several components analysis that summarize the primary 

information in the data.  

 

One difficulty with using PCA is that it works best when the relationships between 

species and the environment are linear. Unfortunately, many species environment 

relationships are nonlinear. The relationship between abundance and the gradient is 

typically modeled as a Gaussian curve rather than a linear relationship (Fig. 2). 

 

Another limitation arises since PCA does not allow the jointly representation of rows 

(for example, sites) and columns (for example, species) in the same diagram. 
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Figure 2. Plot of hypothetical species abundance curves along a gradient for line species 
(adapted from Smith (2002)) 

 

On the other hand, the CA has found extensive use in ecology as a method for visualizing 

the patterns of association in a table of frequencies or nonnegative count data (for 

example, species counts). Inherent to the method is the expression of the data in each 

row or each column relative to their respective totals, and it is these sets of relative 

values (called profiles) that are visualized. CA is routinely applied as a tool for the 

analysis of multivariate species count data, for example a matrix of species counts at 

different locations, in order to obtain an ordination diagram of species and sites (i.e., a 

spatial diagram of the important dimensions in the data) (Fig. 3). 
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Figure 3. Ordination diagram of hypothetical species and sites samples. The distance between a 
site point and species points approximates the (predicted) relative frequency (or probability of 
occurrence) of species in that site (see example [1]). Similarly, sites where a particular species 
has higher frequency tend to have their symbols clustered around that species point (see 
example [2]). Sites are represented as Site 1 to Site 9 and species as Species 1 to Species 5. 

 

Such ordination diagrams were initially made by ecologists using reciprocal averaging 

algorithm, which is equivalent to CA (Hill, 1974). 

 

In geometrical terms, the profile vectors form a cloud of points in high-dimensional 

space and the objective is to fit an optimal diagram that best approximates this cloud in 

a least squares sense. Thus, proximities between points and other geometric features of 

the diagram indicate associations between rows, between columns and between rows 

and columns (Fig. 3).  
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This relativization of the data makes perfect sense when the margins of the table 

represent samples from subpopulations of inherently different sizes. But in some 

ecological applications sampling is performed on equal areas or equal volumes so that 

the absolute levels of the observed occurrences may be of relevance, in which case 

relativization may not be required (Greenacre, 2010).  

 

These sorts of relationships and sampling designs are expected in ecological work. 

 

However, when the data are not given in the form of nonnegative count data or the 

objective is a joint representation of rows and columns of a data matrix, the biplots 

methods appear as a good solution to analyze one data matrix.  

 

This chapter presents a brief account of the biplot theory, namely the variant of the 

standard biplot technique, the HJ-Biplot (Galindo 1986), following (for the most part) 

notation of Gabriel (1971) and Galindo (1986, 1985).  

 

A published application (with bacterioplankton data) on the international 

peer-reviewed journal, ARQUIPELAGO LIFE AND MARINE SCIENCES, is provided in the 

appendix section PUBLISHED ARTICLES BY THE AUTHOR (Paper I). 
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1.2 HJ-BIPLOT 

Biplots can be viewed as the multivariate analogue of scatter plots, where samples (or 

cases) are plotted as points on two variables. This is an exploratory data analysis 

method that looks for hidden patterns in a data matrix1

 

. Biplots were introduced by 

Gabriel (1971) in the context of PCA (Hotelling, 1933). 

The fundamental characteristic that makes differentiation of the diverse graphical 

representations associated with classical methods of dimensionality reduction is the fact 

that in a biplot, is possible to obtain a joint representation of rows and columns of a data 

matrix. Hence, with biplots, the multivariate distribution of a set of variables can be 

approximated in a low dimensional space (usually two dimensions) giving a useful 

visualization of the entire structure.  

 

From the algebraic point of view, the biplot is based on the same principles that support 

most of the factorial techniques of dimensionality reduction, i.e., uses the singular value 

decomposition (SVD)2

                                                           
1 Throughout this work, and where the context so requires, the terms "matrix" and "table" will 
be used as having the same meaning. 

. By this technique it is possible find a good representation in low-

dimensional space. Moreover, SVD provides the coordinates on dimensions (or 

directions in space), which are usually called (in mathematical sense) singular vectors. 

 
2 The singular value decomposition (SVD) consists in the decomposition of a matrix 𝑋𝑋 into a left 
set of orthonormal vectors 𝑈, a right set of orthornormal vectors 𝑉, and a diagonal matrix Λ of 
singular values, which are the square roots of the eigenvalues of both 𝑋𝑋𝑇𝑋𝑋 and 𝑋𝑋𝑋𝑋𝑇; 
thus  𝑋𝑋 = 𝑈ΛVT. 
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The dimensions are arranged in such a way that they are orthogonal3

 

 (i.e., at right 

angles), and successively represent as much of the variation as possible. In addition, the 

technique provides measurements (singular values), which, if squared, indicate the 

amount of variability explained by each dimension (Kroonenberg, 2008). So, to display 

the main variability in a two-dimensional graph, the first two dimensions should be 

used. 

The fundamental difference is that in this case the data is reproduced and then 

incorporated in a joint representation of rows and columns. 

 

The two most important biplot factorizations proposed by Gabriel (1971) were 

designated: GH-Biplot and JK-Biplot. The GH-Biplot gets high quality representation for 

the 𝐽𝐽 columns (variables) and not so high for the 𝐼𝐼 rows (objects4

 

), while the JK-Biplot 

achieves high quality of representation for rows, and not so high for the columns. 

Using an appropriate choice of markers for the rows and columns, Galindo (1986, 1985) 

proposed a variant of the standard biplot techniques, the HJ-Biplot, which enables 

simultaneous representation on the same coordinate system. Additionally, Galindo 

(1986, 1985) has shown that this alternative ensures high quality of representation for 

both rows as for the columns. 

                                                           
3 Two vectors are orthogonal if they are perpendicular to each other irrespective of their 
lengths; a 𝐼𝐼 × 𝐽𝐽 matrix 𝑋𝑋 is (column-wise) orthogonal if 𝑋𝑋𝑇𝑋𝑋 = ΛJ, where Λ is a 𝐼𝐼 × 𝐽𝐽 diagonal 
matrix with arbitrary nonnegative numbers.  
 
4 Throughout this work, the terms “subject” and “object” should be read as having the same 
meaning. 
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In fact, this is the core advantage of this ordination method providing better results than 

other conventional multivariate techniques (Galindo, 1986; Galindo and Cuadras, 1986). 

HJ-Biplot is applied in several investigations (see for example Rivas-Gonzalo et al., 1993; 

Santos et al., 1991; Martínez-Ruiz et al., 2001; Martínez-Ruiz and Fernández-Santos, 

2005; Mendes et al., 2009a). Thus, the theoretical background for the HJ-Biplot 

technique is briefly presented. 

 

The HJ-Biplot is a symmetric simultaneous representation technique that to a certain 

extent resembles CA (Benzécri, 1973), but is not restricted to frequency data. It is a joint 

representation, in a low dimensional vector space (usually, in two dimensions), of the 

rows (𝐼𝐼) and columns (𝐽𝐽) of the two-way data matrix 𝑋𝑋, using markers (points/vectors), 

for its rows (𝑎𝑎�1, … , 𝑎𝑎�𝐼) and for its columns (𝑏𝑏�1, … , 𝑏𝑏�𝐽). The markers are obtained from the 

usual SVD of the data matrix.  

 

The initial matrix 𝑋𝑋(𝐼𝐼 × 𝐽𝐽) can be written according to the SVD defined as, 

𝑋𝑋 = 𝑈ΛVT (1.2.1) 

 

where 𝑈 is the matrix of eigenvectors of the matrix 𝑋𝑋𝑋𝑋𝑇; Λ is the matrix of eigenvalues of 

the previous matrix arranged in decreasing order of magnitude, and 𝑉𝑇 is the matrix of 

eigenvectors of the matrix 𝑋𝑋𝑇𝑋𝑋. Suitable choice of markers for the rows (𝐼𝐼) and for the 

columns (𝐽𝐽) in a low-dimension subspace affords the biplot representation. 

 

For the case of HJ-Biplot, the following factorization is chosen,  
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𝐽𝐽 = 𝑈Λ (1.2.2) 

and 

𝐻� = 𝑉Λ (1.2.3) 

where 𝐽𝐽 are the markers for the columns of the matrix 𝑋𝑋, and 𝐻� the markers for the rows 

of the matrix 𝑋𝑋. 

 

Both markers can be represented in the same reference system. Indeed, taking into 

account the relationship between 𝑈 and 𝑉, that is, 𝑈 = 𝑋𝑋𝑉Λ−1:  

𝑈Λ = (𝑋𝑋𝑉Λ−1)Λ = 𝑋𝑋𝑉 (1.2.4) 

 

The markers chosen for the rows coincide with the projection of the 𝐼𝐼 points in the space 

of the principal components of the columns.  

Similarly, 𝑉 = 𝑋𝑋𝑇𝑈Λ−1, and hence: 

𝑉Λ = (𝑋𝑋𝑇𝑈Λ−1)Λ = 𝑋𝑋𝑇𝑈 (1.2.5) 

 

That is, the markers chosen for the columns coincide with the projection of the 𝐽𝐽 points 

in the space of the principal components of the rows.  

 

Both representations are related. Let be, �̃�𝐴 = 𝑋𝑋𝑉 and 𝐵𝐵� = 𝑋𝑋𝑇𝑈, then: 

𝐵𝐵� = 𝑋𝑋𝑇𝑈 = 𝑋𝑋𝑇𝑋𝑋𝑉Λ−1 = 𝑋𝑋𝑇�̃�𝐴Λ−1 (1.2.6) 

and 

�̃�𝐴 = 𝑋𝑋𝑉 = 𝑋𝑋𝑋𝑋𝑇𝑈Λ−1 = 𝑋𝑋𝐵𝐵�Λ−1 (1.2.7) 
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Once has that the ℎth coordinate of the 𝑗𝑗th column can be expressed as a function of the 

ℎth coordinates of the 𝐼𝐼-rows. 

 

The goodness of fit for the first two dimensions of HJ-Biplot is achieved by 

𝜆1 + 𝜆2

∑ 𝜆𝑠𝑠
 (1.2.8) 

where 𝜆𝑠 are the eigenvalues. 

 

And so, the HJ-Biplot (as mentioned previously), achieves an optimum quality of 

representation for both rows and columns, since both are represented on the same 

reference system. Besides, it is closely related to PCA, since variance and covariance 

matrices are plotted on a plan that account for most of the inertia (Galindo, 1986; 

Galindo and Cuadras, 1986). 

 

The rules for the interpretation of the HJ-Biplot are a combination of the rules used in 

other multidimensional scaling techniques (as CA, Factor Analysis and classical biplots) 

and are based on very simple geometric concepts. Below those basic interpretational 

rules are presented (for details see Section 1.2.2, Galindo (1986) and Mendes et al. 

(2009a)): 

 

‒ the distances among row markers are interpreted as an inverse function of 

similarities, in such a way that closer markers (objects) are more similar. This 

property allows for the identification of clusters of objects with similar profiles; 
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‒ the lengths of the column markers (vectors) approximate the standard deviation of 

the variables; 

 

‒ the cosines of the angles among the column vectors approximate the correlations 

among variables in such a way that small acute angles are associated with variables 

with high positive correlations; obtuse angles near to the straight angle are 

associated with variables with high negative correlations and right angles are 

associated with non-correlated variables. In the same way, the cosines of the angles 

among the variable markers and the axes (Principal Components) approximate the 

correlations between them. For standardized data, these approximate the factor 

loadings5

 

 in factor analysis; 

‒ the order of the orthogonal projections of the row markers (points) onto a column 

marker (vector) approximates the order of the row elements (values) in that 

column. The larger the projection of an individual point onto a variable vector is, the 

more this individual deviates from the average of that variable.  

 

Several measurements are essential for a correct HJ-Biplot interpretation (Galindo, 

1986; Galindo and Cuadras, 1986). 

 

For instance, 

‒ the absolute contribution of the column element 𝑗𝑗th (variable) to the factor 𝑒𝑒th, 

                                                           
5 Throughout this work, the terms "loadings" and "scores" should be read as having the same 
meaning. 
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𝐶𝐶𝐴𝐴𝐸𝑗𝐹𝑠 = 𝑏𝑏�𝑗𝑠
2  (1.2.9) 

where 𝑏𝑏�𝑗𝑠 denotes the projection of the variable 𝑗𝑗 in the 𝑒𝑒th dimension (Fig. 4); 

 

Figure 4. Geometric representation of the projection of the variable 𝑗𝑗 in the 𝑒𝑒th dimension. 
 

‒ the relative contribution of the column element 𝑗𝑗th (variables) to the factor 𝑒𝑒th, 

𝐶𝐶𝑅𝑅𝐸𝑗𝐹𝑠 =
𝑏𝑏�𝑗𝑠

2

𝜆𝑠
 (1.2.10) 

which expresses the importance of the variable to explain a factor or dimension; 

 

‒ the relative contribution of the factor 𝑒𝑒th to the column element  𝑗𝑗th (variables), 

𝐶𝐶𝑅𝑅𝐹𝑠𝐸𝑗 =
𝑏𝑏�𝑗𝑠

2

∑ 𝑏𝑏�𝑗𝑠
2

𝑠
 (1.2.11) 

 

which expresses the relative variability of the variable explained by a factor or 

dimension. 

 

By analogy, for the row elements, 

‒ the absolute contribution of the row element 𝑖𝑖th (objects) to the factor 𝑒𝑒th, 
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𝐶𝐶𝐴𝐴𝐸𝑖𝐹𝑠 = 𝑎𝑎�𝑖𝑠
2  (1.2.12) 

where 𝑎𝑎�𝑗𝑠 denotes the projection of the row 𝑖𝑖 in the 𝑒𝑒th dimension (Fig. 5); 

 

Figure 5. Geometric representation of the projection of the row 𝑖𝑖 in the 𝑒𝑒th dimension. 
 

‒ the relative contribution of the row element 𝑖𝑖th (objects) to the factor 𝑒𝑒th, 

𝐶𝐶𝑅𝑅𝐸𝑖𝐹𝑠 =
𝑎𝑎�𝑖𝑠

2

𝜆𝑠
 (1.2.13) 

which expresses the importance of the row to explain a factor or dimension; 

 

‒ the relative contribution of the factor 𝑒𝑒 to the row element  𝑖𝑖 (objects), 

𝐶𝐶𝑅𝑅𝐹𝑠𝐸𝑖 =
𝑎𝑎�𝑖𝑠

2

∑ 𝑎𝑎�𝑖𝑠
2

𝑠
 (1.2.14) 

which expresses the relative variability of the row explained by a factor or dimension. 

 

Also, for a point (row or column) on a factorial plan, the quality of representation (QR) 

can be defined by adding the two relative contributions of these factors to the element, 

i.e, 

‒ for the column element 𝑗𝑗, 
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𝑄𝑄𝑅𝑅𝐸𝑗(1−2)  =  𝐶𝐶𝑅𝑅𝐹1𝐸𝑗 +  𝐶𝐶𝑅𝑅𝐹2𝐸𝑗 = cos2 𝜃𝑗(1−2) (1.2.15) 

‒ for the row element 𝑖𝑖, 

𝑄𝑄𝑅𝑅𝐸𝑖(1−2)  =  𝐶𝐶𝑅𝑅𝐹1𝐸𝑖 +  𝐶𝐶𝑅𝑅𝐹2𝐸𝑖 = cos2 𝜃𝑖(1−2) (1.2.16) 

Only points with a high quality of representation can be properly interpreted (Galindo 

and Cuadras, 1986).  

 

1.2.1 VISUALIZING HJ-BIPLOT RESULTS 

In the appendix section PUBLISHED ARTICLES BY THE AUTHOR (Paper I), an application 

will be shown illustrating many of the aspects covered in this chapter.  

 

The work was already published on an international peer-reviewed journal, namely, 

Mendes S, Fernández-Gómez MJ, Galindo-Villardón MP, Morgado F, Maranhão P, 

Azeiteiro UM, Bacelar-Nicolau P. 2009. Bacterioplankton dynamics in the 

Berlengas Archipelago (West coast of Portugal) using the HJ-biplot method. 

Arquipélago Life and Marine Sciences 26: 25-35. 

 

It is the hope, that the problem described here will enable researchers to generalize also 

to other types of data and problems than those actually shown. A briefly resume of the 

work is here expressed. 
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ABSTRACT 

“The relationship between bacterioplankton and environmental forcing in the Berlengas 

Archipelago (Western Coast of Portugal) were studied between February 2006 and 

February 2007 in two sampling stations: Berlenga and Canal, using an HJ-biplot. The HJ-

biplot showed a simultaneous display of the three main metabolic groups of bacteria 

involved in carbon cycling (aerobic heterotrophic bacteria, sulphate-reducing bacteria 

and nitrate-reducing bacteria) and environmental parameters, in low dimensions. Our 

results indicated that bacterial dynamics are mainly affected by temporal gradients 

(seasonal gradients with a clear winter versus summer opposition), and less by the 

spatial structure (Berlenga and Canal). The yearly variation in the abundance of aerobic 

heterotrophic bacteria were positively correlated with those in chlorophyll a 

concentration, whereas ammonium concentration and temperature decreased with 

increasing phosphates and nitrites concentration. The relationship between aerobic 

heterotrophic bacteria, chlorophyll a and ammonium reveals that phytoplankton is an 

important source of organic substrates for bacteria.” 

 

KEYWORDS: Berlengas Natural Reserve, aerobic heterotrophic bacteria, sulphate-

reducing bacteria, nitrate-reducing bacteria. 
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CHAPTER 2 – THE ANALYSIS OF THE RELATIONSHIP 

BETWEEN TWO MULTIVARIATE DATA MATRICES 

 

2.1 INTRODUCTION 

In the previous chapter, methods that analyze one data matrix were pointed out.  In 

particular, HJ-Biplot was performed to get an optimal picture of the data.  

 

However, the study of the relationship between species and its environment usually 

leads to two sets of data: (i) a species array that contains the abundance or the 

occurrence of a number of taxa in a set of sites; and (ii) an environmental array that 

includes quantitative or categorical measurements from the same sites. 

 

In this sense, a direct gradient analysis comes out as a way to relate species abundance 

data to environmental variables.  

 

Two methods that have found common use for the evaluation of relationships between 

ecological data and environmental variables are Redundancy Analysis (RDA, Legendre 

and Legendre, 1998) and Canonical Correspondence Analysis (CCA, ter Braak, 1986). 

 

CCA is a variation of CA: CA derives combinations of the species that explain distance 

and CCA relates combinations of species to environmental variables. The method is 

related to Canonical Correlation Analysis (CANCOR, Hotelling, 1936; ter Braak and 

Looman, 1986). CANCOR is commonly used to relate one set of variables to another by 
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forming combinations of variables. The combinations are linear combinations of 

variables with weight chosen to maximize the correlation between the linear 

combinations. 

 

RDA is similar to CCA, but it is a constrained PCA instead of a constrained CA. Thus, RDA 

is similar to PCA in that linear combinations of the variables (species) are formed. The 

new axes are formed not to maximize the variance of the species abundance data, but 

are constrained to be linear combinations of the environmental variables. 

 

CCA is a form of direct gradient analysis and has become an important multivariate 

technique in ecology (Palmer, 1993). It uses the environmental information 

simultaneously with the species data when theoretical gradients are extracted. One of 

the mainstays of the method is the assumption of a nonlinear relationship between 

(linearity combined) environmental axes and species abundance, known as the 

unimodal response model (ter Braak, 1985).    

 

On the other hand, if two tables are linked by the same individuals, one can find a 

structure, a co-structure to study the relationship between the two set of variables. 

Thus, Co-Inertia Analysis (Dolédec and Chessel, 1994) is a simple and robust alternative 

to CCA when the number of samples is low compared to the number of explanatory 

(environmental) variables. Co-Inertia Analysis can be seen as the PCA of the table of 

cross-covariances between the variables of the two tables.  
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The purpose of this chapter is to present a summary of CCA (parting from the point of 

view of ter Braak and Verdonschot (1995) and ter Braak (1987)), followed by a concise 

description of the Co-Inertia Analysis.  
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2.2 CANONICAL CORRESPONDENCE ANALYSIS 

Canonical Correspondence Analysis (CCA) (ter Braak, 1986) is the standard multivariate 

method (and often regarded as fundamental) in the field of Ecology. Commonly used to 

elucidate the relationships between two pair of tables, namely to relate the biological 

assemblages of species to their environment. 

 

The method is designed to extract synthetic environmental gradients from ecological 

data sets. CCA operates on (field) data on abundances (usually counts of individuals of 

species) and data on the explanatory variables (usually environmental variables) at 

several occurrences (usually sites) (ter Braak and Verdonschot, 1995). CCA stems 

directly from the classical ordination method of CA (Benzécri, 1973); in this sense CCA 

can be seen as a constrained CA. In fact, CCA selects ordination axes as in CA but 

imposing that they are a linear combination of explanatory variables. CCA chooses then 

the best weights for those explanatory variables so as to maximize the dispersion of 

abundances scores. CCA is therefore restricted to the case where explanatory variables 

are linearly independent and not too many. From the point of view of statistical 

methods, CCA can be designated as having a predictive strategy (Thioulouse, 2010), 

which means that is oriented towards the prediction of “explained” (i.e., dependent) 

variables by “explanatory” (i.e., or independent) ones. Thus, as the CCA involves a 

regression step, this means that has the matrix inversion step. This matrix inversion step 

means that “explanatory” variables must be independent (in the statistical sense), and 

that is to say, they must be linearly independent (since the rank of their correlation 

matrix must not be less than its dimension and this implies that the number of samples 

(sites) can’t be less that the number of explanatory variables) (Thioulouse, 2010). 
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Moreover, when the number of explanatory variables included in the analyses is 

approximately equal to the number of samples collected, CCA is equivalent to CA. 

 

Being a restriction of CA, CCA shares properties and drawbacks with CA but some 

drawbacks can be more easily solved in CCA than in CA (Gauch, 1982; Jongman et al., 

1987). The statistical model underlying CCA is that data abundance or frequency is a 

unimodal function of its position along explanatory variables gradients. CCA is an 

approximation to Gaussian regression under a certain set of simplifying assumptions, 

and is robust to violations of those assumptions (ter Braak and Prentice, 1988). CCA is 

inappropriate for extremely short gradients, in which data abundance or frequency is a 

linear or monotonic function of gradients (ter Braak and Prentice, 1988; ter Braak, 

1987). 

 

From a more theoretical point of view, it is possible to arrive at the basic equations of 

CCA from different perspectives, most of them described in the literature. For instance, 

CCA is a maximization of the dispersion of the species scores using a linear restriction on 

the site scores (Johnson and Altman, 1999; ter Braak, 1987). 

 

Alternatively, CCA has been stated to be weighted least squares approximation to the 

weighted averages of the species with respect to the environmental variables (ter Braak, 

1986). It is possible to put out CCA in the framework of reciprocal averaging, where the 

reciprocal averaging algorithm is combined with the regression of site scores onto 

environmental variables. 
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CCA has also been formulated as a weighted principal component analysis of a matrix of 

weighted averages (ter Braak, 1987). 

 

The purpose here is to give a description of CCA following the viewpoint of ter Braak 

(1987) and ter Braak and Verdonschot (1995), who described the method as being a 

combination of CA and multiple regression. It is also important to stress that CCA is 

characterized by having a dual purpose; i.e., CCA aims to find the agreement between the 

typology of sites from the standpoint of the matrix structure of community composition 

(i.e., from the point of view of content in terms of species), and the typology of sites from 

the point of view of the structure of the environmental matrix (i.e., from the standpoint 

of environmental value that occur in those sites).  

 

Given the importance of this method in the field of Ecology, its description will be made 

from this point of view, i.e., from the point of view of species-environment relationship. 

For this reason it is decided here to keep the notation usually followed to describe this 

method. 

 

Let, in the literature, 

𝑢𝑘 = �
𝑦𝑖𝑘

𝑦+𝑘
𝑥𝑖

𝑛

𝑖=1

 (2.2.1) 

 

the weighted average of 𝑘𝑘-th species with respect to any gradient 𝑥 (environmental 

variable, synthetic gradient or ordination axis). In other words, it is the weighted 

average of the gradient values of the sites at which the species occurs. Note that 𝑦𝑖𝑘 is 
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the abundance of 𝑘𝑘-th species at site 𝑖𝑖 (𝑖𝑖 = 1, … , 𝑒𝑒 and 𝑘𝑘 = 1, … , 𝑝𝑝), 𝑥𝑖  the value of 

gradient 𝑥 at site 𝑖𝑖, and 

𝑦+𝑘 = � 𝑦𝑖𝑘

𝑛

𝑖=1

 (2.2.2) 

the total abundance of 𝑘𝑘-th species. For a standardized gradient 𝑥, i.e. a gradient for 

which 

�
𝑦𝑖+

𝑦++
𝑥𝑖 = 0

𝑛

𝑖=1

 (2.2.3) 

and 

�
𝑦𝑖+

𝑦++
𝑥𝑖

2 = 0
𝑛

𝑖=1

 (2.2.4) 

the weighted variance (dispersion) of species scores 𝑢𝑘 (𝑘𝑘 = 1, … , 𝑝𝑝) is defined by 

 

 𝛿 = �
𝑦+𝑘

𝑦++
𝑢𝑘

2

𝑝

𝑘=1

 (2.2.5) 

 

Let 𝑥 be a synthetic gradient, i.e., a linear combination of environmental variables 

 𝑥𝑖 = 𝑐𝑐0 + 𝑐𝑐1𝑧𝑖1 + 𝑐𝑐2𝑧𝑖2 + ⋯ + +𝑐𝑐𝑞𝑧𝑖𝑞 (2.2.6) 

 

where 𝑧𝑖𝑗 is the value of the environmental variable 𝑗𝑗 at site 𝑖𝑖 and  𝑐𝑐𝑗 (𝑗𝑗 = 1, … , 𝑝𝑝) the 

coefficient or weight. 

 

Then, CCA is the method that chooses the optimal weights 𝑐𝑐𝑗 , i.e., the weights that result 

in a gradient 𝑥 for which the weighted variance of the species scores, 𝛿, is maximum. 

Mathematically, the synthetic gradient 𝑥 can be obtained by solving an eigenvalue 
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problem; 𝑥 is the first eigenvector 𝑥1 with the maximum eigenvalue 𝛿 (ter Braak, 1987). 

The optimized weights ( 𝑐𝑐𝑗) are termed canonical coefficients. Each subsequent 

eigenvector 𝑥𝑠 = (𝑥1𝑠, … , 𝑥𝑛𝑠)𝑇(𝑒𝑒 > 1) maximizes 𝛿 subject to constraint 

 

 𝑥𝑖 = � 𝑐𝑐𝑞

𝑞

𝑗=1

𝑧𝑖𝑗  (2.2.7) 

and the extra constraint that it is uncorrelated with previous eigenvectors, i.e., 

 

 � 𝑦𝑖+

𝑛

𝑖=1

𝑥𝑖𝑠′𝑥𝑖𝑠´ = 0 (𝑒𝑒´ < 𝑒𝑒) (2.2.8) 

 

In practice CCA is used to detect, interpret and predict the underlying structure of the 

data set based on the explanatory variables (for example, environmental variables). 

Furthermore, analyzing the CCA ordination diagram obtained from the most popular 

package (the CANOCO software) (ter Braak and Smilauer, 2002), it shows more 

accurately the dissimilarities between the patterns of occurrence of different species 

(i.e., the focus scaling is on inter-species distances). Moreover, the scaling type is by 

biplot scaling meaning that the interpretation is made by the biplot rule. These two 

options (inter-species distances and biplot scaling) lead to the 𝜒2 distance as a measure 

of dissimilarity. 
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2.2.1 VISUALISING CANONICAL CORRESPONDENCE ANALYSIS RESULTS 

The graphical results obtained by the CCA provide an ordination diagram with species, 

environmental variables and sites. In this diagram the variation patterns of species 

community, which are better explained by the environmental variables are revealed. 

Species and sites appear as points, while environmental variables are represented by 

vectors.  

 

In order to illustrate the interpretation of the results obtained by CCA (following the 

biplot scaling type), a hypothetical example is showed (Fig. 6). 

 

The individual interpretation of species points and environmental variables, as well as 

their combinations are presented. 

 

Figure 6. CCA triplot diagram 1-2 of hypothetical environmental variables, species and sites 
samples. Species points are coded as sp1 to sp8, environmental vectors as env1 to env3 and sites 
points as [S1] to [S7]. 
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For species points (sp1, sp2, sp3, sp4, sp5, sp6, sp7 and sp8): 

‒ the distance between the sp “symbols” in the diagram approximates the dissimilarity 

of distribution of relative abundance of those species across the samples, measured 

by their 𝜒2 distance. Points in proximity correspond to species often occurring 

together (as it is illustrated by (1)). 

 

For environmental variable arrows (env1, env2 and env3): 

‒ each arrow points in the expected direction of the steepest increase of values of 

environmental variable. The angles between arrows (as appear 𝛼𝛼 in figure 6) 

indicate correlations between individual environmental variables. More precisely, 

the approximated correlations of one environmental variable with the others can be 

interpreted by projecting their arrowheads onto the imaginary axis running in the 

direction of that variable's arrow. 

 

For the species-environmental relationship: 

‒ the species can be projected perpendicularly onto the line overlaying the arrow of 

particular environmental variable (as it is illustrated by (2)). These projections can 

be used to approximate the optima of individual species in respect to values of that 

environmental variable. Species projection points are in the order of the predicted 

increase of optimum value for that variable. 

 
In conclusion, it is important to refer that CCA is effective at detecting relationships 

between environmental variables and abundance data when there is sufficient range in 

the environmental variables (which is determined by the variation of the variables and 

the distribution of their values) and the abundances (which is determined by the length 
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of the gradient, i.e., by a measure of how much change occurs in species abundances). In 

these cases, other approaches should be used (Verdonschot and ter Braak, 1994).  
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2.3 CO-INERTIA ANALYSIS 

Co-Inertia Analysis (Dolédec and Chessel, 1994) is a multivariate method that performs 

a simultaneous analysis of two tables (Fig. 7). 

 

Figure 7. Co-Inertia Analysis initial scheme. 
 

In other words, it describes the co-structure between two tables by summarizing as well 

as possible the squared covariances between first and second tables (Fig. 8). Moreover, 

Co-Inertia Analysis is considered an extension of the inter-battery analysis, which is the 

first step of partial least squares regression (Partial Least Squares). The difference 

between these two methods is that Co-Inertia Analysis works on a covariance matrix 

instead of a correlation matrix (Dolédec and Chessel, 1994). 

 

The Co-Inertia Analysis is a very flexible technique and is a generalization of CANCOR as 

well as of RDA, both with additional restrictions (Dray et al., 2003).  
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Figure 8. Principles of Co-Inertia Analysis. The two data tables 𝑋𝑋 and 𝑌𝑌 produce representations 
of the 𝐼𝐼 objects in two hyperspaces. Separate analyses find axes maximizing inertia in each 
hyperspace (first factorial axis). Co-Inertia Analysis aims to find a couple of co-inertia axes on 
which the 𝐼𝐼 objects are projected. Co-Inertia Analysis maximizes the square covariance between 
projections of the objects on the co-inertia axes.     
 

Co-Inertia Analysis has been successfully employed to demonstrate the co-structure 

(relation) between two data matrices in several areas (see for example, Pottier et al., 

2007; Lair, 2005; Carassou et al., 2010; Twatwa et al., 2005; Pavoine and Bailly, 2007; 

Covain et al., 2008).  

 

The mathematical description of Co-Inertia Analysis is presented using simple matrix 

notations (Fig. 8). 
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Let 𝑋𝑋 be the first table, with 𝐼𝐼 rows (objects) and 𝐽𝐽∗ columns (first group of variables), 

and let 𝑌𝑌 the second table, with the same 𝐼𝐼 rows, and 𝐽𝐽∗∗ columns (second group of 

variables). 𝑋𝑋𝑇 and 𝑌𝑌𝑇 are the transpose of 𝑋𝑋 and 𝑌𝑌, respectively. Let 𝐷𝐼 be the diagonal 

matrix (𝐼𝐼 × 𝐼𝐼) of objects weights, where 𝐷𝐼 = 𝐷𝑖𝑖𝑎𝑎𝑔𝑔(𝓌1, … , 𝓌𝐼), and 𝐷𝐽∗ and 𝐷𝐽∗∗  be two 

metrics of hyperspace of first and second tables, respectively. Before perform the Co-

Inertia Analysis, the two tables are analyzed separately. 

 

Let (𝑋𝑋𝑘, 𝐷𝐽∗ , 𝐷𝐼) and (𝑌𝑌𝑘, 𝐷𝐽∗∗ , 𝐷𝐼) be the two statistical triplets. A generalized PCA of 

these triplets corresponds to the spectral decomposition of 𝑋𝑋𝑇𝐷𝐼𝑋𝑋𝐷𝐽∗  and 𝑌𝑌𝑇𝐷𝐼𝑌𝑌𝐷𝐽∗∗ . 

When 𝐷𝐼 is the matrix of uniform row weights (𝓌𝑙 = 1
𝐼𝐼� ), and 𝐷𝐽∗ and 𝐷𝐽∗∗  are identity 

(euclidean metrics), then these analysis are simple PCA. 

 

Co-Inertia Analysis is the eigenanalysis of matrix 𝑋𝑋𝑇𝐷𝐼𝑌𝑌𝐷𝐽∗∗𝑌𝑌𝑇𝐷𝐼𝑋𝑋𝐷𝐽∗ . Indeed, it is the 

analysis of a cross product table, and its triplet notation is �𝑌𝑌𝑇𝐷𝐼𝑋𝑋, 𝐷𝐽∗ , 𝐷𝐽∗∗�. If the 

columns of both tables are centered, then the total inertia of each table is simply a sum 

of variances: 

𝐼𝐼𝑒𝑒𝑒𝑒𝑜𝑜𝑋 = 𝑡𝑡𝑜𝑜𝑎𝑎𝑐𝑐𝑒𝑒�𝑋𝑋𝐷𝐽∗𝑋𝑋𝑇𝐷𝐼� and 𝐼𝐼𝑒𝑒𝑒𝑒𝑜𝑜𝑌 = 𝑡𝑡𝑜𝑜𝑎𝑎𝑐𝑐𝑒𝑒�𝑌𝑌𝐷𝐽∗∗𝑌𝑌𝑇𝐷𝐼� 

 

and the co-inertia between 𝑋𝑋 and 𝑌𝑌 is in this case a sum of squared covariances: 

𝐶𝐶𝑜𝑜𝐼𝐼𝑒𝑒𝑒𝑒𝑜𝑜𝑋𝑌 = 𝑡𝑡𝑜𝑜𝑎𝑎𝑐𝑐𝑒𝑒�𝑋𝑋𝐷𝐽∗𝑋𝑋𝑇𝐷𝐼𝑌𝑌𝐷𝐽∗∗𝑌𝑌𝑇𝐷𝐼� (2.3.1) 

 

Co-Inertia Analysis maximizes the covariance between the row scores of the two tables 

(Dray et al., 2003). Hence, the meaning of the co-structure between the two data tables 
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is defined as follows: co-inertia is high when the values in both tables are high 

simultaneously (or when they vary inversely) and low when they vary independently or 

when they do not vary.  

 

One of the most positive and interesting points of this method comes from the fact that 

maximize the covariance and this ensures that the scores do not have very small 

variances, and therefore have a good percentage of explained variance in each space 

(Thioulouse, 2010).  

 

2.3.1 VISUALIZING CO-INERTIA ANALYSIS RESULTS 

In order to illustrate the interpretation of the results obtained by Co-Inertia Analysis, a 

hypothetical example is showed (Fig. 9). 

 

The first dataset contains the environmental variables measured (𝑋𝑋) and the second 

dataset contains the species abundance (𝑌𝑌).  

 

The relationship between the environmental dataset and the species abundance dataset 

is provided by the Co-Inertia Analysis. 
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Figure 9. Canonical weights. The scatter plots (a) and (b) represent the coefficients of the 
combinations of the variables for each table to define the co-inertia axes. Co-structure scatter 
plot (c) with arrows is specific to the Co-Inertia Analysis, and represents the individuals (in this 
case, the sites sampled). The beginning of the arrow is the position of the site described by the 
environmental data set; the end of the arrow is the position of the site described by the species 
abundances (adapted from Dufour (2009)).  
 

For example, sites 23 to 26 are apart from the other sites. Although being apart, they 

linked to nitrates (nit) and ammonium (amm) (see 𝑋𝑋 canonical weights graph). In these 

sites (23-26), there are also less species (see 𝑌𝑌 canonical weights graph). Interestingly, 

the abundance of species in 23-26 is similar to the abundance of species in sites 1, 8 and 

9. 
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In addition, the length of the connecting line reveals the disagreement or the consensus 

between the two profiles (species–environment), i.e., the length of the line is 

proportional to the divergence between the datasets. When the datasets agree very 

strongly, the arrows will be short. Likewise, a long arrow demonstrates a locally weak 

relationship between the environment and diatoms features for that case. 

 

For instance, site 26 (similar to 27 and 28 sites) presented short arrow which means 

that the environmental factors explained well the distribution of species for that case. 

On the other hand, and notwithstanding the strong dispersion of the environmental 

points and a poor fit between the species and environment (long arrows), sites 23, 24 

and 25 were grouped together meaning a similar pattern from species point of view (the 

end of the arrow are close and points in same direction). 

 

In conclusion, matching two tables is a complex procedure and there are several ways to 

proceed. A Co-Inertia Analysis is the match between two tables and their associated 

triplets. Each triplet may be a PCA, a CA or a multiple CA.  

 

Experience shows that, in many cases, different methods will give similar results, but 

that in particular situations the results of a study can greatly depend on the choice of the 

multivariate method (Dray et al., 2003). At the end, the choice always depends on the 

initial question. 
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CHAPTER 3 – METHODS FOR DESCRIBING THREE-WAY 

MULTIVARIATE DATA: ANALYSIS OF THE STRUCTURES’ 

STABILITY 

 

3.1 INTRODUCTION 

When sampling is repeated in time (or in space), a sequence of tables are obtained. 

When a pair of ecological table is repeated, the result is a pair of 𝑘𝑘-table, or two data 

cubes. One sequence of tables makes one data cube, and a sequence of pairs of tables 

makes a pair of data cubes (a species data cube plus an environmental data cube). 

Analyzing the relationships between the two cubes can give useful insights into the 

evolution of species-environment relationships and 𝐾𝐾-table methods are required. 

 

The 𝐾𝐾-table analysis methods are used to analyse series of tables. They belong to three 

families (Thioulouse, 2010): STATIS (Structuration des Tableaux a Trois Indices de la 

Statistique, L´Hermier des Plantes, 1976; Lavit, 1988, Lavit et al., 1994) (Fig. 10), 

Multiple Factor Analysis (MFA, Escofier and Pagès, 1984; Escofier and Pagès, 1994), and 

Multiple Co-Inertia Analysis (MCOIA, Chessel and Hanafi, 1996). Partial Triadic Analysis 

(PTA, Jaffrenou, 1978; Thioulouse and Chessel, 1987; Blanc et al., 1998) is one of the 

simplest analyses of the STATIS family, and it can be seen as the PCA of a series of PCA’s 

(Thioulouse, 2010). 
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Figure 10. Simplified scheme of the principle of the STATIS method. STATIS is a flexible 
technique for handling three-way data and it consists in a three-step method. The method is 
especially geared toward the situation where the same individuals have measures on a set of 
variables (which may vary) under a number of conditions. Here only a simplified description is 
provided (for full details see (Lavit, 1988, Lavit et al., 1994).  𝑋𝑋𝑘= initial tables; 𝐽𝐽 = number of 
variables; 𝐼𝐼 = number of objects; 𝒪𝑘 = similarity matrix between subjects; 𝛼𝛼𝑘 = coefficients of 
the first eigenvector. 
 

Multivariate analysis methods for pairs of data cubes are not widespread. Two of them 

are based on Co-Inertia (Thioulouse, 2010): the first one is called Between-Group Co-

Inertia Analysis (BGCOIA, Franquet et al., 1995), and the second one is the STATICO 

method (Simier et al., 1999; Thioulouse et al., 2004).  

 

Besides the several strategies that exist to study a pair of data tables, the intent of this 

chapter is to give an exposition of PTA, as well as STATICO, since their methodological 

bases and objectives are related to the proposed method in CHAPTER 5.  
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Published applications (with plankton data) on the international peer-reviewed journals 

BIOMETRICAL LETTERS, FRESENIUS ENVIRONMENTAL BULLETIN, ESTUARINE, 

COASTAL AND SHELF SCIENCE, ZOOLOGICAL STUDIES and JOURNAL OF APPLIED 

STATISTICS are presented in the appendix section PUBLISHED ARTICLES BY THE 

AUTHOR (Papers II, III, IV, V, VII and VI, respectively). 
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3.2 PARTIAL TRIADIC ANALYSIS  

The PTA (Jaffrenou, 1978; Thioulouse and Chessel, 1987; Blanc et al., 1998) is a multi-

table technique allowing the analysis of a set of data tables recorded through a series of 

sampling conditions (Fig. 11). PTA belongs to the STATIS family of the 𝑘𝑘-table analysis 

methods and aims to analyse a three-way data array (i.e., series of 𝑘𝑘-tables) seen as a 

sequence of two-way tables (i.e., the 𝑘𝑘-table is summarized by a matrix). In PTA all 𝑘𝑘-

tables must have the same rows and the same columns (as a cube data set), which mean 

that the same variables must be measured at the same sampling occurrences, several 

times or conditions. Its main advantage or potential is related to the fact that it works 

with original data instead of operators (as STATIS performs), which permits to do all the 

interpretations of the results in a direct way. In comparison to the STATIS methods, the 

PTA is one of the simplest. It can be seen as the PCA of series of PCA’s (Thioulouse, 

2010) and allows the optimal projection of trajectories.  

 

The PTA applied to the study of a series of 𝑘𝑘-tables has been successfully employed to 

interpret this kind of cube data sets (see for example, Mendes et al., 2011b; Mendes et 

al., 2010; Rolland et al., 2009; Decäens et al., 2009; Rossi, 2006; Ernoult et al., 2006; 

Gaertner, 2000). 

 

The mathematical description of PTA is presented using simple matrix notations (Fig. 

11). 
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Figure 11. General scheme of the PTA: construction of the interstructure matrix and extraction of 
the compromise table. 
 

The principle of PTA is to identify the structure which is common to the series of tables 

having the same rows (𝐼𝐼) and same columns (𝐽𝐽). More precisely, it searches for 

structures that are stable among the sequence of tables.  

 

After the initial transformations (by centralization, normalization, etc.) the 𝐾𝐾 tables, 𝑋𝑋𝑘, 

are obtained. Each  𝑋𝑋𝑘 is a data matrix of 𝐽𝐽 quantitative variables measured on the same 

𝐼𝐼 objects. According to the PTA methodology, (𝑋𝑋𝑘, 𝐷𝐽 , 𝐷𝐼) defines a statistical triplet 

where 𝐷𝐽 and 𝐷𝐼 are positive definite weighting matrices for variables and objects and 

whose positive diagonal elements add up to 1. The PTA, like all the STATIS family 

methods, is a three-step procedure (Lavit et al., 1994), namely the interstructure, the 

compromise and the intrastructure analyses (also called trajectories). 
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First a matrix of scalar products between tables is computed (i.e., the 𝑘𝑘 ×  𝑘𝑘 matrix 

which elements are: 𝐶𝐶𝑂𝑉𝑉(𝑋𝑋𝑘, 𝑋𝑋𝑙) = 𝑡𝑡𝑜𝑜𝑎𝑎𝑐𝑐𝑒𝑒�𝑋𝑋𝑘
𝑇𝐷𝐼𝑋𝑋𝑙𝐷𝐽�). The diagonalization of this 

matrix provides eigenvectors. The 𝑘𝑘 coefficients, 𝛼𝛼𝑘, of the first eigenvector are then 

used to weight the 𝑘𝑘 tables in the calculation of the compromise table. Then, a PCA of 

this 𝑘𝑘 ×  𝑘𝑘 table is performed in order to establish the ordination of the different 

matrices. Alternatively, a matrix of vector correlations (𝑅𝑅𝑉) can be used to rescale the 

importance of the tables. Each element in this table is: 

𝑅𝑅𝑉(𝑋𝑋𝑘, 𝑋𝑋𝑙) =
𝐶𝐶𝑂𝑉𝑉(𝑋𝑋𝑘, 𝑋𝑋𝑙)

�𝑉𝐴𝐴𝑉(𝑋𝑋𝑘)𝑉𝐴𝐴𝑉(𝑋𝑋𝑙)
 (3.2.1) 

where 𝑉𝐴𝐴𝑉(𝑋𝑋𝑘) is the variance of the vector obtained by putting all the columns of table 

𝑋𝑋𝑘 one below the other. It is basically the vector variance of table 𝑋𝑋𝑘, i.e. 𝑉𝐴𝐴𝑉(𝑋𝑋𝑘) =

𝑡𝑡𝑜𝑜𝑎𝑎𝑐𝑐𝑒𝑒�𝑋𝑋𝑘
𝑇𝐷𝐼𝑋𝑋𝑘𝐷𝐽�. The vector correlation matrix and the vector covariance matrix are 

linked by the same relationships as the normal correlation and covariance matrices. 

Each table is projected onto the factorial diagram obtained from the PCA analysis and 

represented by an arrow, in order to establish the ordination of the different tables, 

which summarizes the global structure and the relationships between them. This 

configuration (based upon the covariance matrix) allows an overall graphical 

comparison of the tables and shows proximities between the configurations of the same 

observations. 

 

The second step of this method is the analysis of the compromise (𝑋𝑋𝑤), a fictitious table 

which is computed as the weighted mean of all the tables of the series, using the 

components of the first eigenvector of the interstructure as weights (i.e. issued from the 

eigenvalues of the vector covariance matrix) (Thioulouse et al., 2004). In other words, it 
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consists in calculating a linear combination of the 𝑘𝑘 initial tables with the aim of 

constructing a mean table of maximum inertia (Gaertner, 2000): 

𝑋𝑋𝑤 = � 𝛼𝛼𝑘𝑋𝑋𝑘
𝑘

 (3.2.2) 

  

The main property of this compromise is that maximizes the similarity with all initial 

tables, as measured by the sum of their squared dot product  ∑ 〈𝑋𝑋𝑤, 𝑋𝑋𝑘〉2
𝑘  (when the 

tables are normed, the dot product is the 𝑅𝑅𝑉 coefficient).  

 

The weight of each table is proportional to its inertia, so tables that are unstructured 

from the others will be downweighted. This property ensures that the compromise will 

resemble all the tables of the sequence as closely as possible in least square sense 

(Thioulouse, 2010).  

 

Once obtained, 𝑋𝑋𝑤 (which has the same dimensions and the same structure and meaning 

as the tables of the original series) is then analyzed by a PCA and the rows and columns 

of the individual matrices can be also projected onto the analysis as supplementary 

individuals and supplementary variables, respectively. Thus, the analysis of the 

compromise gives a factor map that can be used to interpret the structures of this 

compromise. In other words, gives a picture of the structures which are common to all 

the tables (Thioulouse et al., 2004). 

 

The third step summarizes the variability of the succession of tables in comparison to 

the common structure defined by the compromise. The rows and columns of all the 

tables of the three dimensional array are projected on the factor map of the PCA of the 
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compromise as additional elements (Thioulouse, 2010; Thioulouse et al., 2004) in order 

to summarize the reproducibility of the structure across the series of tables. Denote 𝒰 

by the matrix of the eigenvectors of the analysis of the compromise. The coordinates of 

the rows of the table 𝑋𝑋𝑘 are: 

 

ℛ𝑘 = 𝑋𝑋𝑘𝐷𝐽𝒰 (3.2.3) 

and the coordinates of its columns are 

 

𝒞𝑘 = 𝑋𝑋𝑘
𝑇𝐷𝐼𝑋𝑋𝑤𝐷𝐽𝒰Λ−1 2⁄  (3.2.4) 

Λ−1 2⁄  being the diagonal matrix of the inverses of the square root of the eigenvalues of 

the analysis of the compromise.  

 

Each row of each table is represented by a point in the space of its 𝐽𝐽 columns and can be 

projected as supplementary individual onto the principal axes of compromise. The same 

procedure is applied (similarly) for the columns (Simier et al., 1999). The points can 

then be linked, for example by lines, to underline their trajectories. Their study 

concludes the third step of the method. 

 

In conclusion, PTA offers the possibility to study the stable structure in a sequence of 

tables and the compromise displays (optimally) this stable structure (when exists).  

 

Moreover, the study of the dynamics trajectories shows how each table moves away 

from that optimal compromise solution. 
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3.2.1 VISUALIZING PARTIAL TRIADIC ANALYSIS RESULTS 

In the appendix section PUBLISHED ARTICLES BY THE AUTHOR (Papers II and III), two 

applications will be shown illustrating many of the aspects covered in this chapter. Both 

works were already published on international peer-reviewed journal s, namely 

BIOMETRICAL LETTERS and FRESENIUS ENVIRONMENTAL BULLETIN. 

 

The first work, 

Mendes S, Fernández-Gómez MJ, Pereira MJ, Azeiteiro U, Galindo-Villardón MP. 

2010. The efficiency of Partial Triadic Analysis method: an ecological application. 

Biometrical Letters 47: 83-106. 

 

leads with phytoplankton data and demonstrates the efficiency of PTA in the 

simultaneous analysis of several data tables. Moreover, the results also showed how PTA 

is well-adapted to the treatment of spatio-temporal data. 

 

A synopsis of the study and their results is here presented: 

 

ABSTRACT 

“In this paper we present a Partial Triadic Analysis (PTA) method that can be applied to 

the analysis of series of ecological tables. The aim of this method is to analyze a three-

way table, seen as a sequence of two-way tables. PTA belongs to the family of STATIS 

methods and comprises three steps: the interstructure, the compromise and the 

trajectories. The advantage of this method is related to the fact that it works with 
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original data instead of operators, which permits all the interpretations to be performed 

in a directly way. In this study we present an efficient application of the PTA method in 

the simultaneous analysis of several data tables and show how well-adapted it is to the 

treatment of spatio-temporal data. Two kinds of matrices were constructed: a species 

abundance table and an environmental variables table. Both matrices had the sampling 

sites in rows. All computations and graphical displays were performed with the free 

software ADE-4. An example with phytoplankton and environmental factors data is 

analyzed, and the results are discussed to show how this method can be used to extract 

the stable part of species and environment relationships”. 

 

KEYWORDS: Partial triadic analysis, multi-table analysis, STATIS, species abundance, 

environmental factors. 

 

The second work,  

Mendes S, Marques SC, Azeiteiro UM, Fernández-Goméz MJ, Galindo-Villardón MP, 

Maranhão P, Morgado F, Leandro SM. 2011. Zooplankton distribution in a Marine 

Protected Area: the Berlengas Natural Reserve (Western coast of Portugal). 

Fresenius Environmental Bulletin 20: 496-505. 

 

leads with zooplankton data and offered the possibility to study the three-dimensional 

array in two ways: (A) the spatial variability of the zooplankton community and its 

dynamics in time (data were organized as a series of tables for each date, where each 

column corresponded to the species density and each row corresponded to a sample) 

and (B) the dynamic trajectories of the zooplankton community per site (data were 
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considered as a series of tables for each site, where each column corresponded to the 

species density and each row corresponded to a sample). 

 

A summary of the study and their results is here presented: 

 

ABSTRACT 

“Zooplankton distribution in the Berlengas Natural Reserve (Portugal) was studied over 

a period of one year (February 2006 to February 2007). Monthly sampling was 

performed at 6 stations, differentiated according to depth and distance to the coastline. 

The aim of this study was to investigate the overall zooplankton variability through its 

different dimensions (space vs. time). The Partial Triadic Analysis (PTA) was used to 

study the spatial variability of the zooplankton community and its dynamics in time and 

the dynamic trajectories of the zooplankton species for each site. It was possible to 

distinguish a neritic-ocean gradient of the zooplankton composition and a temporal 

variability. Four distinct periods can be highlighted considering the distribution of the 

dates and the arrangement of the species: (i) the first one comprised August to 

November, (ii) the second one was related to June and July, (iii) the third one associated 

with spring (April and May) and, (iv) the latest one was related to winter (February, 

March and December 2006 and January and February 2007). The PTA method showed 

the similarities between the successive data tables and proved to be useful for 

investigating biotic structures and detecting spatial-temporal patterns in zooplankton 

distribution.” 

KEYWORDS: Berlengas Natural Reserve, partial triadic analysis, spatio-temporal 

distribution, zooplankton. 
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3.3 STATICO 

The name of STATICO derives from the two methods STATIS and Co-Inertia, and has 

previously been widely explored in several areas (see for example, Gonçalves et al., 

2011b; Mendes et al., 2011a; Thioulouse, 2010; Mendes et al., 2009b; Gonçalves et al., 

2011a; Carassou and Ponton, 2007; Simier et al., 2006; Thioulouse et al., 2004).  

 

The STATICO method is particularly suited to study the stable relationship between 

pairs of tables when both vary over 𝑘𝑘 conditions (Fig. 12). It is an exploratory tool for 

three-way data analysis and is based on the PTA (Jaffrenou, 1978; Thioulouse and 

Chessel, 1987; Blanc et al., 1998) of a sequence of cross product tables.  

 

The principle of STATICO method is briefly explained and its mathematical description 

is presented using simple matrix notations (Fig. 12). 

 

Starting from the sequence of paired tables, each cross product table is computed using 

the pair of tables at each condition. All the tables of the sequence do not need to have the 

same number of rows, but they need to have the same number of columns across 

conditions. This means that the number of sampling occurrences can vary from one 

condition to another, but the number of columns (𝐽𝐽∗) of the first group of matrices (𝕏) 

must be the same for all the conditions (𝐾𝐾), and the number of columns (𝐽𝐽∗∗) of the 

second group of matrices (𝕐) must also be the same for all conditions. Therefore, all the 

cross product tables have the same number of rows (𝐼𝐼 = 𝐽𝐽∗∗) and columns (𝐽𝐽 = 𝐽𝐽∗). They 

contain the covariances between the columns of the two tables. 
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Figure 12. STATICO general scheme. The data structure is a sequence of 𝐾𝐾 paired tables. 
𝑋𝑋𝑘 and 𝑌𝑌𝑘 are respectively the first group (dimension 𝐼𝐼𝐾  ×  𝐽𝐽∗) and the second group 
(dimension 𝐼𝐼𝐾  ×  𝐽𝐽∗∗) of tables in the pair. 𝑊𝑊𝑘 is the cross-table at 𝐾𝐾 occurences; 𝐽𝐽∗ is the 
number of variables of  𝕏, 𝐽𝐽∗∗ is the number of variables of 𝕐, 𝐼𝐼𝐾 is the number of rows at 
𝑘𝑘th different conditions. (1) Basic analyses (PCA for 𝕏 and 𝕐 tables) are performed on 
each table; (2) Co-inertia analyses allow linkage of the pairs of PCA-PCA, producing a 
sequence of 𝐾𝐾 cross-tables; (3) PTA is finally used to analyze this sequence. 
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Let (𝑋𝑋𝑘, 𝐷𝐽∗ , 𝐷𝐼𝑘) and (𝑌𝑌𝑘, 𝐷𝐽∗∗ , 𝐷𝐼𝑘) be the pair of triplets at condition 𝑘𝑘. The frontal slice 

𝑋𝑋𝑘 is the table of variables (first group of matrices) measured at condition 𝑘𝑘, and the 

frontal slice 𝑌𝑌𝑘 is the other table of variables (second group of matrices) observed at the 

same condition 𝑘𝑘. 𝐷𝐽∗ and 𝐷𝐽∗∗  are diagonal matrices of dimensions 𝐽𝐽∗ × 𝐽𝐽∗ and 𝐽𝐽∗∗ × 𝐽𝐽∗∗, 

respectively and they are the same for all the conditions. Finally, 𝐷𝐼𝑘  is equal to 𝐷𝑖𝑖𝑎𝑎𝑔𝑔 � 1
𝐼𝑘

� 

and is the same for both tables (𝐼𝐼 is here assumed as the number of samples to be 

assessed). 

 

Let 𝑊𝑊𝑘 be the 𝑘𝑘th cross product table, that is, 𝑊𝑊𝑘 = 𝑌𝑌𝑘
𝑇𝐷𝐼𝑘𝑋𝑋𝑘 and (𝑊𝑊𝑘, 𝐷𝐼 , 𝐷𝐽), 𝐼𝐼 = 𝐽𝐽∗∗ and 

𝐽𝐽 = 𝐽𝐽∗ the Co-inertia Analysis triplet at condition 𝑘𝑘. Hence, those cross product tables are 

computed and the obtained data cube is then analyzed by means of a PTA (for more 

detail, see Chapter 3.2). So, STATICO method is a three main step procedure (Fig. 12): 

(1) separated analysis of each table, (2) Co-Inertia Analysis (for details see Chapter 2.3) 

of each paired tables, and (3) the PTA analysis of the Co-Inertia cube. 

 

First, a global comparison between the conditions is made in order to assess the 

interstructure. This step gives optimal weights 𝛼𝛼𝑘 such that the inertia of the triplet  

�∑ 𝛼𝛼𝑘𝑊𝑊𝑘
𝐾
𝑘=1 , 𝐷𝐼 , 𝐷𝐽� is maximum with the constraint ∑ 𝛼𝛼𝑘

2𝐾
𝑘=1 = 1.  

 

The second step is to construct the compromise solution (𝑊𝑊) for the 𝐾𝐾 data 

matrices 𝑊𝑊𝑘. Therefore, the compromise is determined by weighting (on average) the 

cross product tables using the weights 𝛼𝛼𝑘; thus 𝑊𝑊 = ∑ 𝛼𝛼𝑘𝑊𝑊𝑘
𝐾
𝑘=1  (Simier et al., 1999). 

This compromise solution 𝑊𝑊 is then subjected to an analysis (through a PCA) to 

evaluate the similarity between the subjects of the compromise structure. Moreover, a 
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graphical representation is displayed, and rows and columns of 𝑊𝑊 are plotted 

(Thioulouse, 2010). 

 

The third step, the intrastructure (or trajectories) is to evaluate to what extent the 

compromise structure is reflected in the individual data matrices 𝑊𝑊𝑘. This can be done 

by projecting the rows and columns of each table of the sequence in the analysis of the 

compromise (i.e., into the space of the compromise solution), with usual supplementary 

element projection technique (Thioulouse, 2010). This gives a display of the variables of 

the first group of matrices at each condition, of the variables of second group of matrices 

at each condition, and two displays of the sampling occurrences at each condition (one 

from the point of view of 𝐽𝐽∗∗ variables, 𝐼𝐼 rows of 𝑊𝑊𝑘, and one from the point of view of  𝐽𝐽∗ 

variables, 𝐽𝐽 columns of 𝑊𝑊𝑘). 

 

3.3.1 VISUALIZING STATICO METHOD RESULTS 

In the appendix section PUBLISHED ARTICLES BY THE AUTHOR (Papers IV, V, VI and 

VII), four applications will be shown illustrating many of the aspects covered in this 

chapter. All the papers were already published on international peer-reviewed journals, 

namely ESTUARINE, COASTAL AND SHELF SCIENCE, JOURNAL OF APPLIED STATISTICS 

and ZOOLOGICAL STUDIES. 
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The first work, 

Mendes S, Fernández-Gómez MJ, Resende P, Pereira MJ, Galindo-Villardón MP, 

Azeiteiro UM. 2009. Spatio-temporal structure of diatom assemblages in a 

temperate estuary. A STATICO analysis. Estuarine, Coastal and Shelf Science 84: 

637-664. 

 

leads with phytoplankton data (previously studied, and published, by means of CCA) 

and confirmed the applicability of the STATICO method to study the diatom estuarine 

dynamics. Moreover, the work also highlighted the advantages of STATICO over the 

classical CCA technique. 

 

A summary of the study and their results is here presented: 

 

ABSTRACT 

“This study examines the spatio-temporal structure of diatom assemblages in a 

temperate estuary (Ria de Aveiro, Western Portugal). Eighteen monthly surveys were 

conducted, from January 2002 to June 2003, at three sampling sites (at both high and 

low tide) along the estuarine salinity gradient. The relationship of diatom assemblages 

and environmental variables was analysed using the STATICO method, which has been 

designed for the simultaneous analysis of paired ecological tables. This method allowed 

examination of the stable part of the environment-diatom relationship, and also the 

variations of this relationship through time. The interstructure factor map showed that 

the relationship between the 11 environmental variables and the abundance of the 231 

diatom species considered was strongest in the months May and September 2002 and 
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January, February and May 2003. The stable part of the species-environment 

relationships mainly consisted of a combined phosphate, chlorophyll a and salinity 

gradient linked to a freshwater-marine species gradient. A more pronounced gradient 

was observed in January, February and May 2003. Diatom assemblages showed clear 

longitudinal patterns due to the presence of both marine and freshwater components. 

May and September 2002 had the least structured gradients with marine-estuarine 

species appearing in the freshwater side of the gradient. The most complete gradient in 

February 2003 could be considered, in terms of bio-ecological categories, as the most 

structured period of the year, with a combination of strong marine influence in the 

lower zone and freshwater influence in the upper. The best-structured gradients were 

during periods of a diatom bloom. Stable diatom assemblages (with a strong structure 

and a good fit between the diatoms and environment) are described and characterized. 

This study shows the efficiency of the STATICO analysis. The inclusion of space-time 

data analysis tools in ecological studies may therefore improve the knowledge of the 

dynamics of species–environmental assemblages.” 

 

KEYWORDS: environmental forcing, Diatoms, Estuaries, multitable analysis, STATICO 

 

The second work, 

Mendes S, Fernández-Gómez MJ, Pereira MJ, Azeiteiro UM, Galindo-Villardón MP. 

2011. An empirical comparison of Canonical Correspondence Analysis and 

STATICO in identification of spatio-temporal ecological relationships. Journal of 

Applied Statistics (First online: 18 November 2011; 

http://dx.doi.org/10.1080/02664763.2011.634393). 

http://dx.doi.org/10.1080/02664763.2011.634393�
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presented a comparison between CCA and STATICO technique and showed the 

advantages and disadvantages of each method from a practical standpoint, on their 

respective graphical outputs and on their global properties. The treated ecological data 

(already studied by Resende et al. (2005) and Mendes et al. (2009b)) are a sequence of 

pairs of ecological tables, where species abundances and environmental variables are 

measured at different, specified location, over the course of time.  

 

A synopsis of the study and their results is here presented: 

 

ABSTRACT 

“The wide-ranging and rapidly evolving nature of ecological studies means that it is not 

possible to cover all existing and emerging techniques for analyzing multivariate data. 

However, two important methods enticed many followers: the Canonical 

Correspondence Analysis and the STATICO analysis. Despite the particular 

characteristics of each, they have similarities and differences, which analyzed properly, 

can, together, provide important complementary results to those that are usually 

exploited by researchers. If on one hand the use of Canonical Correspondence Analysis is 

completely generalized and implemented, solving many problems formulated by 

ecologists, on the other hand this method has some weaknesses mainly caused by the 

imposition of the number of variables that is required to be applied (much higher in 

comparison with samples). Also, the STATICO method has no such restrictions, but 

requires that the number of variables (species or environment) is the same in each time 

or space. Yet, STATICO method presents information that can be more detailed since it 

allows visualizing the variability within groups (either in time or space). In this study, 
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the data needed for implementing these methods is sketched, as well as the comparison 

is made showing the advantages and disadvantages of each method. The treated 

ecological data are a sequence of pairs of ecological tables, where species abundances 

and environmental variables are measured at different, specified location, over the 

course of time.”  

 

KEYWORDS: multitable analysis, multivariate data, ecological data analysis, 

simultaneous analysis, paired tables 

 

The third work, 

Gonçalves AMM, Pardal MA, Marques SC, Mendes S, Fernández-Gómez MJ, 

Galindo-Villardón MP, Azeiteiro UM. 2011. Diel vertical behavior of Copepoda 

community (naupliar, copepodites and adults) at the boundary of a temperate 

estuary and coastal waters. Estuarine, Coastal and Shelf Science (First online: 

November 2011; doi:10.1016/j.ecss.2011.11.018). 

 

leads with copepod communities data and provided important results on their 

composition, structure and dynamics, as well as in terms of their short-term changes 

under influence of an estuarine hydrographic regime. 

 

A synopsis of the study and their results is here presented: 
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ABSTRACT 

“Presently, despite an apparent growing interest on diel vertical migration research 

topic, scarce efforts were developed in southern European marine coastal systems. This 

study investigated copepod assemblages’ distribution patterns and determined the main 

structuring hydrological and physical factors at different temporal scales. Seasonal, tidal, 

lunar and diel vertical migrations accomplished by horizontal movements were 

examined on the main copepod fraction of the Mondego estuary. Seasonal samples were 

conducted hourly at the mouth of the estuary, during diel cycles (25h), both over neap 

and spring tides, at the bottom and surface, using a 63μm and 335μm mesh size nets. 

Simultaneously, four sampling sites inside the estuary were conducted during flood tide 

to evaluate and compare copepods species’ distribution along the estuary. A first 

attempt to characterize species’ life cycles was conducted. Spring-spring tide revealed to 

be the situation that best expresses the stable part of copepod-environment dynamics. 

Acartia tonsa and Oithona nana distributed mainly at the bottom during ebb tides. A 

clear resident estuarine performance was noticeable in O. nana proving the estuarine 

preferences of the species. Neritic species showed preferences by saline waters, whereas 

the resident species distributed mainly at estuarine areas. Copepodites stages showed a 

similar distribution pattern as estuarine species, avoiding leaving the estuary. In 

contrast nauplii and O. plumifera showed higher densities at surface flood tides. Indeed, 

vertical migrations accomplished by horizontal movements were mainly influenced by 

depth and tidal cycles, whereas day and night were not ecologically significant.” 

 

KEYWORDS: Copepoda, Life history stages, Vertical migration, Horizontal movements, 

Temperate estuarine system. 
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Finally, the four work, 

Gonçalves AMM, Pardal MA, Marques SC, Mendes S, Fernández-Gómez MJ, 

Galindo-Villardón MP, Azeiteiro UM. 2011. Response to Climatic variability of 

Copepoda life history stages in a southern European temperate estuary. 

Zoological Studies (in press). 

 

leads with copepods data and by means of STATICO the results revealed the 

environmental parameters which best explained copepods dynamics, highlighted the 

seasonal variations in the distribution patterns of copepods in dependence to 

hydrological factors and stressed inter-annual variations of copepods assemblages 

during an extreme drought. 

 

A synopsis of the study and their results is here presented: 

 

ABSTRACT 

“This study aims to investigate the effects of an extreme climate event (severe drought) 

on Copepoda ecology.  Monthly samples were conducted from 2005 to 2007, at five 

stations, using a 63 and 335μm mesh nets.  Calanoida were represented mainly by 

Acartia clausi, Temora longicornis and Acartia tonsa and Cyclopoida by Oithona 

plumifera and Acanthocyclops robusts.  A. clausi and T. longicornis dominated at the 

mouth and middle estuary; A. tonsa and A. robustus were associated to the upper 

estuary while O. plumifera showed the highest densities at the downstream section.  

Nauplii occurred in higher densities at the mouth.  The relationship of copepod 

assemblages and environmental factors was analyzed using the STATICO method which 
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allowed distinguishing the combination factors that mostly contributed to this 

relationship.  Winter was characterized by high concentrations of nutrients, cold waters 

and low salinities while summer was related, in general, by high values of phosphate, 

salinity and temperature.  Marine and estuarine species (mainly copepodites) showed 

high densities in summer.  Freshwater species occurred at maximal densities in winter, 

coincidently with higher river flow.  Copepoda assemblages showed a clear seasonal 

pattern that superimposed to the inter-annual variability.  Moreover, the severe drought 

was responsible for the predominantly dominance of marine species.” 

 

KEYWORDS: Copepods; life stages; Mondego estuary; Seasonal and inter-annual 

variability; STATICO. 
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CHAPTER 4 – MODELS FOR ANALYZING THREE-WAY 

MULTIVARIATE DATA: DYNAMIC ANALYSIS OF STRUCTURES 

 

4.1 INTRODUCTION 

Environmental data sets are, in general, multidimensional and have a complex structure. 

The nature of the data arising from these areas can be very different, which tends to 

complicate the data analysis. The analytical problems are often further complicated by 

biological and ecological variations. Hence, in dealing with data analysis in the 

environmental subject it is important to have access to a diverse set of methodologies in 

order to be able to deal with the problems in a sensible way. 

 

Usually, data are collected as sets (tables) of objects and variables obtained under 

different experimental circumstances or for various sampling periods, etc. Putting all 

tables together results in data with three-way structure (Rizzi and Vichi, 1995). An 

example for such data is when samples collected at different sampling sites and the 

environmental parameters or species densities are measured during certain period of 

time (sites × parameters or species densities × time). There are many tools helping to 

explore and interpret three (or higher) way structure of the data.  

 

Tucker (1966) developed a series of three-way models, which are now known as the 

Tucker1, Tucker2, and Tucker3 models (Kroonenberg and de Leeuw 1980). The models 

are also collectively called three-mode principal component analysis or originally three-
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mode factor analysis though it would be conceived as a component model (Tucker, 

1966; Tucker, 1963).  

 

The most popular is the Tucker3 model. In fact, Tucker2 can be seen as a specific case of 

the Tucker3 model and the Tucker1 model simply corresponds to unfolding6

 

 the array 

to a two-way matrix followed by a PCA. Hence, the focus will be on the Tucker3 model.  

Many of the limitations associated with the resolution of a single matrix are partially or 

completely overcome when several matrices (the so-called three-way data sets) are 

treated together (Tauler, 1995). Three-way resolution methods always introduce a 

significant improvement in the recovery of the true response profiles and have the 

additional benefit of providing quantitative information. 

 

Two tendencies prevail within the family of three-way resolution methods: the use of 

non-iterative procedures, which solutions are based on the resolution of a generalized 

eigenvalue/eigenvector problem (Juan et al., 1998); and the iterative methods, focused 

on the optimization of initial estimates by using suitable data structure and a few 

constraints (Juan et al., 1998; Tauler, 1995). Tucker3 model is a good representative of 

the former latter tendency, i.e., an iterative method. 

 

General advantages and drawbacks are recognized for both trends. Contrary to three (or 

higher)-way methods, the non-iterative methods algorithms are very computer time 

                                                           
6 Note that the term unfolding as used here should not be confused with the meaning of 
unfolding in psychometrics. Unfolding as used here is also known as reorganization or 
concatenation. 
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efficient, user-friendly and furnish unique solutions. However, these methods cannot be 

generalized to more than three-way data and they are only exploratory tools since they 

cannot be used in a modeling context as can be done with other three (or higher)-way 

models. Moreover, they consist of several steps that cannot be fused into a single loss 

function. Thus, it is difficult to evaluate the overall solution. However several fit 

measures, such as explained variances, can be derived both for separate analysis and for 

the fit of the individual matrices to the common compromise structure (Kroonenberg, 

2008). 

 

Tucker3 optionally is a more flexibility model. This flexibility is due to the core array 𝔾𝔾, 

which allows an interaction between a factor of one mode with any factor in the other 

modes. The core array enables the exploration of the underlying structure of a multiway 

data set but at the same time presents some drawbacks. 

 

First, a Tucker3 model cannot determine component matrices uniquely; infinity of other 

equivalent solutions can be obtained by rotating the result without changing the fit of 

the model. 

 

Second, the iterative optimization slows down the resolution process and more 

demanding user intervention is required. 

 

Finally, Tucker3 can provide more in-depth and relevant information for the 

interpretation of the results, however their understanding for applied researchers is 
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sometimes much more difficult compared to the classical methods (like STATIS family 

methods, among others). 

 

This chapter shows the basic procedures and ideas for explaining what a three-way data 

is, which types of elements are commonly defined in a three-way array, and introduce 

the basis of the Tucker3 model (which their methodological bases and objectives are 

entirely related to the proposed method in the next chapter).  
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4.2 THREE-WAY METHODS: GENERAL CONSIDERATIONS 

4.2.1 TERMINOLOGY AND NOTATION 

A common form of three-way data consists of objects by variables by conditions where 

objects, variables and conditions should be taken as generic terms that have a different 

content in different areas of study. Such data can be arranged into a three-dimensional 

block and this three-way data block is referred as a three-way data array 𝕏 (Fig. 13).  

 

Figure 13. Three-way data array. 
 

The three-way data 𝕏 have dimensions 𝐼𝐼, 𝐽𝐽 and 𝐾𝐾, which corresponds to the number of 

rows, columns and tables, respectively. Thus, an element of 𝕏 is 𝑥𝑖𝑗𝑘, where 𝑖𝑖 = 1, . . . , 𝐼𝐼, 

𝑗𝑗 = 1, . . . , 𝐽𝐽 and 𝑘𝑘 = 1, . . . , 𝐾𝐾. 
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It should be noted that an array is the multiway analogue term of a vector and a matrix 

(since a vector is a single-subscripted one-way array, a matrix is a double-subscripted 

two-way and a multiway array has three or more subscripts). 

 

Modes, slices and fibers were defined as elements of a three-way data array. Each 

direction in a three-way array is called a way or a mode, and the number of levels in the 

mode is called the dimension of that mode. A table 𝑋𝑋𝑘 is a slice of 𝕏 of dimension 𝐼𝐼 × 𝐽𝐽𝑘   

obtained by fixing the index in the third mode. The tables 𝑋𝑋𝑖 and 𝑋𝑋𝑗 are called horizontal 

and vertical slices, and can be obtained by fixing the first or the second mode index. In 

other words, a slice is a matrix and can also be named a frontal slab or layer. Fibers 

(referred as rows, 𝑥𝑘𝑖 , columns, 𝑥𝑗𝑘 , or tubes, 𝑥𝑖𝑗) are the column vectors of the slices 

(Fig. 14). 
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Figure 14. Three-way data array 𝕏 with slices (horizontal 𝑋𝑋𝑖 , vertical 𝑋𝑋𝑗  and frontal 𝑋𝑋𝑘) 
and fibers (tubes 𝑋𝑋𝑖𝑗 , columns 𝑋𝑋𝑗𝑘  and rows 𝑋𝑋𝑖𝑘) designated. 

 

The number of levels in each way is 𝐼𝐼, 𝐽𝐽 and 𝐾𝐾 for first, second and third mode, 

respectively. The first way (objects) has index 𝑖𝑖 running along the vertical axis, the 

second way (variables) has index 𝑗𝑗 running along the horizontal axis and the third way 

(conditions) has index 𝑘𝑘 running along the “depth axis” (Kroonenberg, 2008). 

 

 

i=
(1
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,I)SLICES FIBERS
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4.2.2 UNFOLDING 

Unfolding is an important concept in multi-way analysis. It is simply a way of 

rearranging a multi-way array to a matrix, and in that respect not very complicated. 

In figure 15 the principle of unfolding is illustrated graphically for a three-way array 

showing one possible unfolding. Unfolding is accomplished by concatenating matrices 

for different levels of, for example, the third mode next to each other. Notice, that the 

column-dimension of the generated matrix becomes quite large in the mode consisting 

of two prior modes. This is because the variables of the original modes are combined. 

There is not one new variable referring to one original variable, but rather a set of 

variables. 

 

The profound effect of unfolding arises when the multi-way structure of the data is 

ignored, and the data treated as an ordinary two-way data set.  

 

 
Figure 15. The principle of unfolding. Here the first mode is preserved while the second 
and third are confounded, i.e., the left-most matrix in the unfolded array is the 𝐼𝐼 ×  𝐽𝐽 
matrix equal to the first frontal slice (𝑘𝑘 =  1). 
 

For a specific three-way problem, consider a hypothetical two-way matrix consisting of 

typical data with rows and columns equal to the first and second mode of the three-way 

array. For instance, if the array is structured as 𝑒𝑒𝑖𝑖𝑡𝑡𝑒𝑒𝑒𝑒 ×  𝑒𝑒𝑝𝑝𝑒𝑒𝑐𝑐𝑖𝑖𝑒𝑒𝑒𝑒 𝑑𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡𝑦 ×  𝑡𝑡𝑖𝑖𝑚𝑒𝑒, then 

k = 2 k = 3k = 1 k = K
I

(JK)
J J J JI

J

K
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consider a matrix with sites in the row mode and species density in the column mode. 

Such a matrix could be adequately modeled by a bilinear model. Consider next a typical 

matrix of modes one and three (𝑒𝑒𝑖𝑖𝑡𝑡𝑒𝑒𝑒𝑒 ×  𝑡𝑡𝑖𝑖𝑚𝑒𝑒) as well as mode two and three 

(𝑒𝑒𝑝𝑝𝑒𝑒𝑐𝑐𝑖𝑖𝑒𝑒𝑒𝑒 𝑑𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑡𝑡𝑦 ×  𝑡𝑡𝑖𝑖𝑚𝑒𝑒). If all these hypothetical two-way problems are adequately 

modeled by a bilinear model, then likely, a three-way model will be suitable for 

modeling the three-way data. Though the problem of deciding which model to use is 

complicated, this rule of thumb does provide rough means for assessing the 

appropriateness of multi-way models for a specific problem (Bro, 1998).  

 

 

 

 

 

 

 

 

 

  



CHAPTER 4: MODELS FOR ANALYZING THREE-WAY MULTIVARIATE DATA: DYNAMIC ANALYSIS OF 
STRUCTURES 

 
 

92 
 

4.3 TUCKER3 MODEL 

Tucker (1966) was the first to propose what he called “three-mode factor analysis”, but 

what is now called three-mode principal component analysis. The proposed method is 

an algebraic solution in the sense that if an exact solution exists, this method will 

produce it. An approximate solution is obtained when not all components are required 

that are necessary to produce an exact solution (Kroonenberg, 2008). In the following, 

the main elements of the theory about the Tucker3 model are briefly recalled. Such 

model is a three-way components analysis of a three-way data set. Such data can, for 

instance, consist of scores of a number of subjects on a number of variables, measured in 

a number of different conditions. The aim of Tucker3 analysis is to summarize the three 

sets of entities constituting the three-way data set in such a way that the main 

information in the data can be summarized by means of a limited number of 

components for each set of entities. It is therefore a generalization of two-way principal 

components analysis (PCA) (Fig. 16). 
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Figure 16. Extending two-mode PCA to three-mode PCA. 

 

4.3.1 DESCRIPTION 

The Tucker3 model (Tucker, 1966) is the decomposition of the three-way data 

array 𝕏 = �𝑥𝑖𝑗𝑘�, where it is assumed that first mode consists of subjects, the second of 

variables, and the third of conditions (Fig. 17). This decomposition has the form (Kiers 

and der Kinderen, 2003; Kroonenberg, 2008; Barbieri et al., 1999), 

 

𝑥𝑖𝑗𝑘 = � � � 𝑎𝑎𝑖𝑝𝑏𝑏𝑗𝑞𝑐𝑐𝑘𝑟𝑔𝑔𝑝𝑞𝑟 + 𝑒𝑒𝑖𝑗𝑘

𝑅

𝑟=1

𝑄

𝑞=1

𝑃

𝑝=1

, 𝑖𝑖 = 1, … , 𝐼𝐼;  𝑗𝑗 = 1, … , 𝐽𝐽;  𝑘𝑘 = 1, … , 𝐾𝐾  (4.3.1.1) 
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where the coefficients 𝑎𝑎𝑖𝑝, 𝑏𝑏𝑗𝑞 and 𝑐𝑐𝑘𝑟are the elements of the component matrices 𝐴𝐴, 𝐵𝐵 

and 𝐶𝐶, respectively, the 𝑔𝑔𝑝𝑞𝑟 are the elements of the three-way core array 𝔾𝔾, and the 𝑒𝑒𝑖𝑗𝑘 

are the errors of approximation collected in three-way array 𝔼. 𝐴𝐴 is the (𝐼𝐼 × 𝑃𝑃) matrix 

with the coefficients of the subjects on the subject components. 𝐵𝐵 is the (𝐽𝐽 × 𝑄𝑄) matrix 

with coefficients of the variables, and 𝐶𝐶 is the (𝐾𝐾 × 𝑅𝑅) coefficient matrix of the 

conditions. The values 𝑝𝑝, 𝑝𝑝, 𝑜𝑜 are the number of components selected to describe the 

first, second and third mode of the data array, respectively, and are not necessarily the 

same for each mode. 

 

Figure 17. The Tucker 3 model scheme. 
 

4.3.2 DATA PREPROCESSING  

Data preprocessing consists in the application of procedures to a multiway data set 

before a multiway model is fitted. This step takes an important place in data analysis 

(Stanimirova et al., 2004; Bro and Smilde, 2003). Several types of data pretreatment are 

known, the most usual ones in two-way data analysis are centering and scaling. 

Centering removes the differences in the size of rows and/or columns. In row centering 

the corresponding row mean is subtracted from each element of the data matrix. 
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Column centering is done by subtracting from each data element the corresponding 

column mean. Centering can be done sequentially on rows and columns, which is known 

as double centering. The order of centering does not affect the final result. Scaling can 

also be done on rows and columns of the data matrix. Centering and scaling can be 

combined. This is the case for autoscaling, which is applied among the others when the 

variables are in different units. Its aim is to give the variables the same importance, by 

making the standard deviation of each variable equal to 1. These preprocessing methods 

can be extended to N-way arrays. The preprocessing of N-way data requires more 

caution, and several rules on how to do this can be found in the literature (Kroonenberg, 

2008; Bro and Smilde, 2003). Single data centering is done across one mode and can be 

followed, if necessary, by sequential centering in other modes. Scaling in one mode will 

not change the data structure, whereas scaling to unit standard deviation in two modes 

is not possible. Combinations of centering and scaling for a given mode can be 

performed in the same way as for the two-way data. They are not problematic, when 

scaling within one mode is combined with centering across other modes (Bro and 

Smilde, 2003). Several scalings can be performed sequentially, in both preprocessing of 

two-way and preprocessing of N-way data, but will generally need iterations and may 

not converge. If centering is applied when this is not necessary (Bro and Smilde, 2003), 

it can contribute additional artificial variation, which will destroy the data structure and 

will lead to erroneous results obtained by both two-way and N-way methods 

(Stanimirova et al., 2004). 

 

In the present work, and because most data treated here consist of what are called 

three-way profile data, the preprocessing will be addressed to the standard way to 
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preprocess such data, which is by removing the means per variable-time-point 

combination (𝑗𝑗𝑘𝑘) and normalising each variable (𝑗𝑗) across all measurements of the 

variable (𝑘𝑘 = 1, … 𝐾𝐾): 

 

𝑥�𝑖𝑗𝑘 =
�𝑥𝑖𝑗𝑘 − �̅�∙𝑗𝑘�

�∑ 1
𝐼𝐼𝐾𝐾 �𝑥𝑖𝑗𝑘 − �̅�∙𝑗𝑘�

2
𝑖𝑘

 (4.3.1.2) 

 

This type of preprocessing usually is called profile preprocessing (Kroonenberg, 2008). 

 

An important point to consider is that the decision to choose the “appropriate” 

preprocessing option mainly depends on the researcher’s assessment of the origin of the 

variability of the data, that is, which means and which of variances that can be 

meaningfully interpreted.   

 

4.3.3 PROPERTIES 

4.3.3.1 DECOMPOSITION 

The Tucker3 model possesses some of the properties of the SVD (for details see Section 

1.2); in particular, it allows for a complete decomposition of the three-way array. It is 

also possible, given orthonormal components, to make a complete component-wise 

partitioning of the variability. This property extends to the partitioning per level of a 

mode and per element of the core array (details of this will be explored in Chapter 5, 

Section 5.2.5). The model has subspace uniqueness. Properties this model lacks are 
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component uniqueness (any transformation of the components and/or core array with 

the inverse transformation of the appropriate other matrices will not affect the fit) and 

nesting of solutions. 

 

4.3.3.2 RESTRICTIONS ON THE NUMBER OF COMPONENTS 

Even thought the number of components for the three modes may differ, there are some 

built-in restrictions in the model. In particular, the minimum-product rule says that the 

product of the number of the components of two modes must always be equal or larger 

than that of the third mode, so that 𝑃𝑃 × 𝑄𝑄 ≥ 𝑅𝑅, 𝑃𝑃 × 𝑅𝑅 ≥ 𝑄𝑄 and 𝑄𝑄 × 𝑅𝑅 ≥ 𝑃𝑃. The 

restriction is a consequence of the three-way orthogonality of the core array.  

 

Nearly all concepts mentioned in this chapter are treated in more technical detail 

(among others) in Smilde et al. (2004), Kroonenberg (1983, 2008), and Bro’s thesis 

(1998). 

 



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

98 
 

 

  



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

99 
 

 

 

 

 

 

 

 

 

 

 

 

CHAPTER 5 

 

 

 



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

100 
 

 

  



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

101 
 

CHAPTER 5 – TUCKER-CO: A NEW METHOD FOR THE 

SIMULTANEOUS ANALYSIS OF A SEQUENCE OF PAIRED 

TABLES 

 

5. 1 INTRODUCTION 

Successful applications of STATIS family methods and Tucker3 model have been 

reported. Comparisons between three-mode principal component analysis, STATIS and 

various other three-way methods can be found in Peré-Trepat et al. (2007), Thioulouse 

(2010), Mechelen and Smilde (2011), Kroonenberg and ten Berge (2011), Sinha et al. 

(2009), Pardo et al. (2008), Stanimirova et al. (2004), Vivien and Sabatier (2004), Juan 

et al. (1998), Kroonenberg (1989, 1992), Carlier et al. (1989) and Kiers (1988), but 

there is a lack of comparative literature on the performance of some specific methods 

belonging to the STATIS family methods, more specifically, the PTA method and Tucker3 

model. These comparisons play an important role given that, understanding the 

performance of the methods, allows a better choice and suitability to the problems 

raised by the investigators. 

 

However these methodologies only take account a unique data structure, i.e., a single 

data cube. Hence, when the objective is to study a pair of tables (for example, sets of 

tables, repeated in time or space, to study the relationships between species and their 

environment) these methods are not able to do it. 
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Thus, the choice of methods that achieve this objective (i.e., the study of a pair of tables), 

leads researchers to work with data cube coupling methods (for details, see Chapter 3). 

Among these, stand out the Between-Group Co-Inertia Analysis (BGCOIA, Franquet et al., 

1995), the STATICO method (Simier et al., 1999; Thioulouse et al., 2004) and more 

recently the COSTATIS (Thioulouse, 2010) (which means “CO-inertia and STATIS”).  

 

BGCOIA is a between-group Co-Inertia Analysis, considering each table (for example, 

date, site, condition, etc.) of the sequence as a group (that is, first the mean of the 

variables in each table is computed and arranged in two new tables and then a Co-

Inertia Analysis is done on this couple of new tables). 

 

On the other hand, STATICO is a PTA on the series of cross product tables obtained by 

crossing the two tables of a pair at each date (that is, first the 𝑘𝑘 cross-covariance tables 

are computed from the two 𝑘𝑘-tables, resulting in a new 𝑘𝑘-table and then a PTA is done 

on this new 𝑘𝑘-table) (for details see Chapter 3, Section 3.3). 

 

Finally, the COSTATIS is a co-inertia analysis of the compromises computed by the PTA 

of the two 𝑘𝑘-tables. Hence, in this technique, two PTA are used to compute the 

compromises of the two 𝑘𝑘-tables and then a Co-Inertia Analysis is used to analyze the 

relationships between these two compromises. 

 

Of the three methods mentioned, and for the present work, the choice falls on the 

STATICO.  This choice lies in the fact that STATICO is much valued by researchers, given 

the potential associated with it (since it provides a complete and consistent analysis 
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framework, with a much stronger mathematical background (Thioulouse et al., 2004), 

but also because it “only” displays the stable component of data relationship variations, 

without revealing what is different or interact (as the Tucker3 model puts in evidence 

through the core matrix and related joint biplots). On the other hand, three-mode 

models, as Tucker3 model, has for objective to represent measured data as a linear 

combination of a small number of optimal, orthogonal components following an 

appropriate generalization of principal component analysis applied to multi-way data 

arrays (for details, see Chapter 4). Thus, Tucker3 model can lead to an easier and more 

straightforward interpretation of the relevant information contained in a three-way data 

set. Actuality, one of the major advantages of modeling three-way data sets with three-

mode models is the gain in interpretability. 

 

Hence, what is proposed here, more than a simple comparison of methods, is a new 

technique (and alternative), the CO-TUCKER, that combines the STATICO (more 

specifically, the Co-Inertia Analysis) and Tucker3 to analyze two paired 𝑘𝑘-tables. In this 

sense, all the methodological bases will be given. Additionally, the efficiency of what one 

may expect by its exploration will be also provided by an application on a real data set.  

 

Note that despite new the proposed technique, CO-TUCKER, is illustrated by a species-

environment data set, other types of the three-way data can be handled in a similar 

manner. The option to use this type of data (i.e, ecological data) allowed proper 

comparison with the STATICO technique, whose use is widely held to ecological 

problems. 
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5.2 THE CO-TUCKER METHOD 

The CO-TUCKER is a combined algorithm of the Tucker3 performed on the series of 

cross product tables (the 𝑘𝑘-tables, 𝑊𝑊𝑘) each one calculated by Co-Inertia Analysis. 

Indeed, CO-TUCKER aims to analyze two cubes of paired data and will benefits from the 

advantages of both STATICO and Tucker3. 

 

The proposed method, CO-TUCKER, consists in two main steps: 

 

(1) in a first step, after the individual analysis of each matrix for each data cube (by 

means of a PCA, CA or MCA, as applicable), 𝑘𝑘 Co-Inertia Analysis are computed in 

order to calculate the sequence the cross-covariance 𝑘𝑘 tables (𝑊𝑊𝑘), i.e., it consists 

in perform 𝑘𝑘 Co-Inertia Analysis of 𝑘𝑘-cross product tables (�𝑊𝑊𝑘, 𝐷𝐼 , 𝐷𝐽� where 

𝑊𝑊𝑘 = 𝑌𝑌𝑘
𝑇𝐷𝐼𝑘𝑋𝑋𝑘, and 𝑋𝑋𝑘 is the first data set, 𝑌𝑌𝑘 is the second data set, 𝐷𝐼(𝐼𝐼 × 𝐼𝐼) and 

𝐷𝐽(𝐽𝐽 × 𝐽𝐽) the diagonal matrices and 𝐷𝐼𝑘 = 𝐷𝑖𝑖𝑎𝑎𝑔𝑔(1 𝐼𝐼𝑘⁄ ) the weight matrix); 

 

(2) in a second step, a Tucker3 model is used in order to analyze this new 𝑘𝑘-table or 

array (𝕎). 

 

The CO-TUCKER general scheme is presented in figure 18 and can be schemed following 

the next steps: 
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Figure 18. CO-TUCKER general scheme. The data structure is a sequence of 𝐾𝐾 paired tables. 𝑋𝑋𝑘 
and 𝑌𝑌𝑘 are respectively the first group (dimension 𝐼𝐼𝐾  × 𝐽𝐽∗) and the second group (dimension 
𝐼𝐼𝐾  × 𝐽𝐽∗∗) of tables in the pair. 𝑊𝑊𝐾 is the cross-table at 𝐾𝐾 occurences; 𝐽𝐽∗ is the number of 
variables of  𝕏, 𝐽𝐽∗∗ is the number of variables of 𝕐, 𝐼𝐼𝐾 is the number of rows at 𝑘𝑘 different 
conditions. In the first step, after the individual analysis of each matrix for each data cube 
(by means of a PCA, CA or MCA, as applicable), 𝐾𝐾 Co-Inertia Analysis are computed in 
order to calculate the sequence the cross-covariance 𝐾𝐾 tables (𝑊𝑊𝐾); then, in a second 
step, a Tucker3 model is used in order to analyze this new 𝑘𝑘-table or array (𝕎). 
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As mentioned, the first step of CO-TUCKER consists in performing a Co-Inertia Analysis, 

i.e., it consists in the analysis of a cross product table, and its triplet notation 

is: �𝑊𝑊𝑘, 𝐷𝐼 , 𝐷𝐽�, where 𝑊𝑊𝑘 = 𝑌𝑌𝑘
𝑇𝐷𝐼𝑘𝑋𝑋𝑘. 

 

The second step is to analyze these matrices by means of Tucker3 model. This means 

that the 𝑘𝑘 tables (or matrices, which represents 𝑘𝑘 conditions) have 𝐼𝐼 rows and 𝐽𝐽 

columns. These 𝑘𝑘 matrices, 𝑊𝑊𝑘, are decomposed as shown in figure 18, and it can be 

formulated as a factorization of the three-way data matrix, 𝕎(𝐼𝐼 × 𝐽𝐽 × 𝐾𝐾), such that:  

 

𝑤𝑤𝑖𝑗𝑘 = � � � 𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟𝑔𝑔𝑝𝑞𝑟 + 𝑒𝑒𝑖𝑗𝑘

𝑅

𝑟=1

𝑄

𝑞=1

𝑃

𝑝=1

, 𝑖𝑖 = 1, … , 𝐼𝐼;  𝑗𝑗 = 1, … , 𝐽𝐽;  𝑘𝑘 = 1, … , 𝐾𝐾 (5.2.1) 

 

where, by a commonly-used formulation for a Tucker3 model applied on the three-way 

array (for details see Chapter 4, Section 4.3.1): 

 

• the 𝑎𝑎𝑖𝑝
𝑋 , 𝑏𝑏𝑗𝑞

𝑌  and 𝑐𝑐𝑘𝑟 are the elements of the 𝐴𝐴𝑋(𝐼𝐼 × 𝑃𝑃), 𝐵𝐵𝑌(𝐽𝐽 × 𝑄𝑄) and 𝐶𝐶(𝐾𝐾 × 𝑅𝑅) 

loading matrices, respectively, and 𝑝𝑝, 𝑝𝑝, 𝑜𝑜 denote the number of components in the 

modes one, two and three7

• the 𝑒𝑒𝑖𝑗𝑘 is an element of the three-way residual matrix 𝔼, which denotes an error 

term associated with the description of 𝑤𝑤𝑖𝑗𝑘 (which is the value of the measurement 

referring to the i𝑡𝑡ℎ subject, j𝑡𝑡ℎ variable and k𝑡𝑡ℎ condition); 

; 

                                                           
7 The use of the notation 𝑎𝑎𝑖𝑝

𝑋  and  𝑏𝑏𝑗𝑞
𝑌  (analogous to 𝐴𝐴𝑋(𝐼𝐼 × 𝑃𝑃) and 𝐵𝐵𝑌(𝐽𝐽 × 𝑄𝑄)) is adopted to 

identify the elements that come from matrices 𝑋𝑋 and 𝑌𝑌, respectively. 
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• the elements 𝑔𝑔𝑝𝑞𝑟 weights the products between component 𝑝𝑝 of the subjects (first 

mode), component 𝑝𝑝 of the variables (second mode), and component 𝑜𝑜 of the 

different conditions (third mode) and explains the interaction among 𝑝𝑝, 𝑝𝑝, 𝑜𝑜 factors 

of each of the modes. Those elements are stored in the core array 𝔾𝔾, an array of 

dimensions (𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅). This matrix can be considered as a generalization of the 

diagonal matrix of the eigenvalues obtained from the SVD of a two-way matrix (note 

that, SVD forms the basis of the generalization to methods for multiway arrays).  

Moreover, the core array 𝔾𝔾 is derived from the three components matrices 𝐴𝐴𝑋(𝐼𝐼 ×

𝑃𝑃), 𝐵𝐵𝑌(𝐽𝐽 × 𝑄𝑄) and 𝐶𝐶(𝐾𝐾 × 𝑅𝑅) as follows: 

𝑔𝑔𝑝𝑞𝑟 = � � � 𝑎𝑎𝑖𝑝
𝑋  𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟𝑤𝑤𝑖𝑗𝑘

𝐾

𝑘=1

𝐽

𝑗=1

𝐼

𝑖=1

 (5.2.2) 

 

Generally, each of the 𝐴𝐴𝑋 , 𝐵𝐵𝑌 and 𝐶𝐶 matrices can be interpreted as loading matrix in the 

classical two-way PCA and are constrained to be orthogonal and the columns of the 

matrices are scaled to have unit length. In this way, the magnitude of the squared 

element of the core (𝑔𝑔𝑝𝑞𝑟
2 ) indicates as to what is the importance of the interaction 

between the components 𝑝𝑝, 𝑝𝑝 and 𝑜𝑜, in the model of 𝕎. The core efficiently describes the 

main relations in the data, and the component matrices  𝐴𝐴𝑋 , 𝐵𝐵𝑌 and 𝐶𝐶 describes how the 

particular subjects, variables and conditions relate to their associated components. In 

addition, the product of the total number of components in each different mode 

(𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅) can be used as an indication of the number of possible interactions, and 

hence the complexity of the model. Note that, in the original data array 𝕎 every element 

of the matrix represents the value of a specific combination of levels of the original 

modes then, in a similar way, each element of the core array represents the value, 
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(mutual) weight, or interaction of a specific combination of the components of the 

modes. 

 

Equation (5.2.1) for three way unfolded data array, 𝕎(𝐼𝐼 × 𝐽𝐽𝐾𝐾), can also be written as: 

𝕎(𝐼×𝐽𝐾) =  AX�𝔾𝔾(𝑃×𝑄𝑅)�(𝐶𝐶 ⊗ 𝐵𝐵𝑌)𝑇 + 𝔼 (5.2.3) 

 

where ⊗ is the Kronecker product8

 

, 𝔼 is the matrix of model residuals, and 𝔾𝔾(𝑃×𝑄𝑅) is 

the core array, 𝔾𝔾(𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅) arranged as 𝑃𝑃 × 𝑄𝑄𝑅𝑅 (Fig. 18). 

Also, equation (5.2.2), can also be written as: 

𝔾𝔾(𝑃×𝑄𝑅) =  (AX)T�𝕎(𝐼×𝐽𝐾)�(𝐶𝐶 ⊗ 𝐵𝐵𝑌) (5.2.4) 

 

where 𝔾𝔾(𝑃×𝑄𝑅)  is the 𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅 core array 𝔾𝔾 matricized to a 𝑃𝑃 × 𝑄𝑄𝑅𝑅 matrix and 

𝕎(𝐼×𝐽𝐾) is the data array matricized to an 𝐼𝐼 × 𝐽𝐽𝐾𝐾 matrix. If the fit is perfect, then 𝔾𝔾 

contains exactly the same information as 𝕎 merely expressed using different 

coordinates. 

 

One of the interesting properties of the CO-TUCKER model (as in Tucker3 model) is that 

the number of components for the different modes does not have to be the same. 

Furthermore, the original core (𝔾𝔾) may be rotated to optimize for super diagonality and 

to maximize the core variance in order to obtain a matrix with a limited number of 

                                                           
8 The Kronecker product (⨂) of a 𝐼𝐼 × 𝑃𝑃 matrix 𝐴𝐴𝑋 = (𝑎𝑎𝑖𝑝

𝑋 ) and 𝐽𝐽 × 𝑄𝑄 matrix 𝐵𝐵𝑌  is the 𝐼𝐼𝐽𝐽 × 𝑃𝑃𝑄𝑄 
matrix composed of 𝐽𝐽 × 𝑄𝑄 submatrices of the form 𝑎𝑎𝑖𝑝

𝑋 𝐵𝐵. 
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elements having high absolute values, thus making the relation between them more 

understandable.  

 

A limitation of this model (that arrives from Tucker3 model; see details in Section 4.3.1) 

is that the solution obtained is not structurally unique (due to its rotational freedom). 

Infinity of other equivalent solutions can be obtained by rotating 𝐴𝐴𝑋 , 𝐵𝐵𝑌, 𝐶𝐶 and 𝔾𝔾 

matrices without changing the fit of the model. This emphasizes for straightforward 

interpretable core array obtained for the selected model of complexity. Finally, the 

components in each mode are constrained to orthogonality, which implies a fast 

convergence.  

 

Since Tucker3 is a multilinear model (Bro and Andersson, 1998b; Estienne et al., 2001; 

Bro and Andersson, 1998a; Kroonenberg, 1989; Kroonenberg and De Leeuw, 1980; 

Kroonenberg, 1983, 2008; ten Berge et al., 1987; Paatero and Andersson, 1999; Barbieri 

et al., 1999; Kroonenberg and Brouwer, 1985), the matrices 𝐴𝐴𝑋 , 𝐵𝐵𝑌, 𝐶𝐶 and 𝔾𝔾 are built 

simultaneously during the Alternating Least Squares (ALS)9

 

 fitting process of the model 

in order to account for the multidimensional structure.  

Hence, the basic algorithm presented here (using the appropriate notation) uses the 

Kroonenberg and De Leeuw (1980) approach to solving the estimation of the 

parameters. 

                                                           
9 Most of the details of the procedure follows Kroonenberg (1989), were first described in 
Kroonenberg and De Leeuw (1980) and Kroonenberg (1983) and it is embodied in the program 
TUCKALS3 (Kroonenberg and Brouwer, 1985). 
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In the program, PCA is performed for each way after stringing-out the 𝐼𝐼 × 𝐽𝐽 × 𝐾𝐾 data 

matrix 𝑊𝑊 in three different ways, i.e. as a 𝐼𝐼 × 𝐽𝐽𝐾𝐾 matrix, a 𝐽𝐽 × 𝐾𝐾𝐼𝐼 matrix, and a 𝐾𝐾 × 𝐼𝐼𝐽𝐽 

matrix. The estimation procedure is rather involved as the least squares loss function 

‖𝕎 − 𝐴𝐴𝑋𝔾𝔾[𝐶𝐶𝑇⨂(𝐵𝐵𝑌)𝑇]‖ (⨂ is the Kronecker product) has to be minimized over the 

component matrix 𝐴𝐴𝑋 , the variable component matrix 𝐵𝐵𝑌, the component matrix 𝐶𝐶, and 

the core matrix 𝔾𝔾. This minimization is carried out via an ALS procedure. The basic idea 

of this estimation method is that conditional on the other matrices, say 𝔾𝔾, 𝐶𝐶, and 𝐵𝐵𝑌, the 

remaining component matrix, 𝐴𝐴𝑋 , can be found via a least squares procedure. By 

estimating the matrices one at a time and alternating, a series of least squares problems 

can be solved, of which it can be shown that they converge to a (local) minimum. 

 

The estimation proposal proceeds as outlined in next scheme (Fig. 19): 
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Figure 19. Iterative algorithm step of CO-TUCKER model.  
(*) To initialize the algorithm 𝐴𝐴0

𝑋, 𝐵𝐵0
𝑌 , 𝐶𝐶0 are chosen in such way that they will fit the model 

exactly if such an exact solution is available  

(**) ESTIMATE MISSING DATA STEP: an optional step introduced, which uses the 
expectation-maximization (EM) approach (Dempster et al., 1977). It uses the current 
estimates 𝐴𝐴𝛼

𝑋, 𝐵𝐵𝛼
𝑌 and 𝐶𝐶𝛼 and the data 𝕎 to estimate the missing values according to the 

model equation (5.2.1). 

 

 
SET INTERACTION COUNTER     𝜶𝜶 = 𝟎𝟎 

STARTING SOLUTION 
 

Initialize 𝐴𝐴0
𝑋𝑋 , 𝐵𝐵0

𝑌𝑌 , 𝐶𝐶0 (Tucker (1966), Method I) (*) 

⇓ 
UPDATE INTERACTION COUNTER     𝜶𝜶 = 𝜶𝜶 + 𝟏𝟏 

𝑨𝑨𝑿𝑿-SUBSTEP 
 

(1) Fix 𝐵𝐵𝛼𝛼−1
𝑌𝑌  and 𝐶𝐶𝛼𝛼−1 

(2) Solve an eigenvalue-eigenvector problem for 𝐴𝐴𝑋𝑋  to obtain a new 𝐴𝐴𝛼𝛼
𝑋𝑋  

⇓ 

𝑩𝑩𝒀𝒀-SUBSTEP 
 

(1) Fix 𝐴𝐴𝛼𝛼
𝑋𝑋  and 𝐶𝐶𝛼𝛼−1 

(2) Solve an eigenvalue-eigenvector problem for 𝐵𝐵𝑌𝑌  to obtain a new 𝐵𝐵𝛼𝛼
𝑌𝑌  

⇓ 
𝑪𝑪-SUBSTEP 
 

(1) Fix 𝐴𝐴𝛼𝛼
𝑋𝑋  and 𝐵𝐵𝛼𝛼

𝑌𝑌  
(2) Solve an eigenvalue-eigenvector problem for 𝐶𝐶 to obtain a new 𝐶𝐶𝛼𝛼  

⇓(**) 
CHECK CONVERGENCE 
 
𝐼𝐼𝐼𝐼  

the differences between successive interactions with respect to the loss function 
 ‖ℱ𝛼𝛼−1 − ℱ𝛼𝛼−1‖2 are not small enough 

𝑜𝑜𝑜𝑜 
the Euclidean norms of successive estimations of 𝐴𝐴𝑋𝑋 , 𝐵𝐵𝑌𝑌  and 𝐶𝐶 are not to small enough 

𝑡𝑡ℎ𝑒𝑒𝑒𝑒 
continue with next iteration 

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  
end iterations  

⇓ 
COMPUTE CORE ARRAY 
 

(1) Use equation (5.2.2), 𝑔𝑔𝑝𝑝𝑝𝑝𝑜𝑜 = ∑ ∑ ∑ 𝑎𝑎𝑖𝑖𝑝𝑝
𝑋𝑋  𝑏𝑏𝑗𝑗𝑝𝑝

𝑌𝑌 𝑐𝑐𝑘𝑘𝑜𝑜 𝑤𝑤𝑖𝑖𝑗𝑗𝑘𝑘
𝐾𝐾
𝑘𝑘=1

𝐽𝐽
𝑗𝑗 =1

𝐼𝐼
𝑖𝑖=1   

(2) Calculate the core array 𝔾𝔾 from the data and the estimated  𝐴𝐴𝑋𝑋 , 𝐵𝐵𝑌𝑌  and 𝐶𝐶 
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So, CO-TUCKER is computed by iterative algorithms, and thus the solution allows the 

partitioning of the sum of squares of 𝕎 as 

𝑆𝑆(𝑇𝑂𝑇) = 𝑆𝑆(𝐹𝐼𝐼𝑇) + 𝑆𝑆(𝑅𝑅𝐸𝑆) (5.2.5) 

 

This means that the total sum of squares or variation (𝑆𝑆(𝑇𝑂𝑇)) of the data can be 

divided into a fitted (𝑆𝑆(𝐹𝐼𝐼𝑇)) and a residual part (𝑆𝑆(𝑅𝑅𝐸𝑆)). 

 

The ratio, 

𝑆𝑆(𝐹𝐼𝐼𝑇) 𝑆𝑆(𝑇𝑂𝑇)⁄  (5.2.6) 

 can be used to evaluate the descriptive performance of the model. 

 

Moreover, the ratio 

𝑆𝑆(𝑅𝑅𝐸𝑆) 𝑆𝑆(𝑇𝑂𝑇)⁄  (5.2.7) 

is the proportional or relative lack of fit of a level of a mode. 

 

By comparing the relative residual sum of squares (the relative residual) within and 

across models, one can gauge to what extent the model adequately fits individual parts 

of data. Alternatively, such an investigation can demonstrate that certain levels of a 

mode are dominating the solution more than is acceptable, given their role in the 

investigation (Kroonenberg, 2008). Because not only the relative residual sum of 

squares but also the total sum of squares is known, it is possible to distinguish between 

two cases when the relative residual is large: 

(1) when a large relative residual coupled with a small total sum of squares; 

(2) when there is a large amount of variability but is not fitted very well. 
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In the first case does not raise great cause for concern, since this means that probably 

the level was not very important in terms of variability and did not contribute much 

anyway. However, for the second case, this means that there is a considerable variability 

that the model could not capture. The causes for this situation may be, among others, the 

fact that the model does not have enough components, the data do not conform to the 

model, or there is simply a large amount of random noise. 

 

5.2.2 DATA PREPROCESSING  

Special attention should be given to the preprocessing of data. In most studies carried 

out by use of the STATIS family methods, the preprocessing of the data consists in 

scaling the variables (mode two) across objects (mode one) at each condition (mode 

three). Their practice removes the condition to condition variability which might not be 

advisable, because this variability is something that should be explained as well. With 

this scaling, the scores are measured in different standard units across conditions which 

make them less comparable than might be desirable. It should be noted that the 

variability between conditions differ considerably, so that different scaling may lead to 

different results.  

 

However, the preprocessing of N-way data requires more caution, and several rules on 

how to do this can be found in the literature (Stanimirova et al., 2004; Bro and Smilde, 

2003). Single data centering is done across one mode and can be followed, if necessary, 

by sequential centering in other modes. Scaling in one mode will not change the data 

structure, whereas scaling to unit standard deviation in two modes is not possible. 
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Combinations of centering and scaling for a given mode can be performed in the same 

way as for the two-way data. They are not problematic when scaling within one mode is 

combined with centering across other modes (Stanimirova et al., 2004; Bro and Smilde, 

2003). Several scalings can be performed sequentially, in both preprocessing of two-way 

and preprocessing of N-way data, but will generally need iterations and may not 

converge. If centering is applied when this is not necessary, i.e. when there is no offset to 

be corrected (Stanimirova et al., 2004; Bro and Smilde, 2003), it can contribute 

additional artificial variation, which will destroy the data structure and will lead to 

spurious results obtained by both two-way and N-way methods. Thus, in conclusion, for 

all the reasons mentioned and especially for this type of data, the profile data, the scaling 

of the variables across all objects and conditions should be reflected in order to assess 

whether expected (or not) be taken into account. 

 

Nevertheless, whether by one or by another method, the preprocessing of data always 

depends on the problem at hand. 

 

Yet, for the specific case of CO-TUCKER when prior to calculations of Co-Inertia Analysis, 

the columns of both tables (group one and two of matrices, i.e., 𝑋𝑋𝑘 and 𝑌𝑌𝑘) are centered 

(or have another kind of preprocessing), then when executing the model no 

preprocessing method is used before the data analysis. 
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5.2.3 COMPONENTS SELECTION 

Similarly to what happens in Tucker3 model, also in CO-TUCKER choosing the numbers 

of components to use and thus select an “optimal” model in terms of complexity, 

assumes a very important step. Hence, the process of components selection in CO-

TUCKER followed the methods already developed for the Tucker3 model. 

 

In CO-TUCKER, and in contrast to PCA, solutions with different numbers of components 

cannot be derived from each other. Therefore, the numbers of components can vary 

independently for each mode, and for each combination of numbers, a new analysis has 

to be carried out. So, a strategy could be to carry out all conceivable analyses, compare 

all results, and then choose the most useful solution, where useful can be defined, for 

instance, in terms of parsimony, interpretability or stability. However, such an approach 

of comparing full solutions is practically unfeasible (Kiers and der Kinderen, 2003). 

Generally, and in accordance to what happens in the Tucker3 model, the optimal 

complexity is the one requiring the smallest number of components capturing a high 

fraction of data variance. In practice, a compromise between models describing a 

reasonable percentage of variation and models with fewer components is necessary. 

Note that the chosen model must be a reasonable model to explain patterns within and 

between modes (Stanimirova et al., 2006; Giussani et al., 2008; Kroonenberg, 2008). 

Moreover, the algorithm’s convergence criterion of Tucker3 model is associated with 

stability in the solution which implies that a local, but not an optimal solution is 

obtained.  
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One way to select the “optimal” model is to compute the 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡-criterion (developed for 

Tucker3 model by Timmerman and Kiers (2000)), which computes the fit for models 

with all sensible combinations of numbers of components, up to a chosen maximum 

value. Thus, the method propose select the optimum number of components by 

calculating the adjustment values for all possible solutions obtained from the model 

algorithm.  

 

In this approach, a model is fitted to each solution to approximate the values of the 

three-way data array (here the three-way data array 𝕎). Thus, an error and an 

explained value are associated with each solution, and the fit is precisely the same as 

that part of  𝕎 that is explained by each solution. According to Timmerman and Kiers 

(2000), and in correspondence to Tucker 3 model, 𝑃𝑃 ≤ 𝑄𝑄𝑅𝑅, 𝑄𝑄 ≤ 𝑃𝑃𝑅𝑅 and 𝑅𝑅 ≤ 𝑃𝑃𝑄𝑄 must 

hold for all possible solutions. It should be noted that this condition eliminates 

redundant solutions. 

 

So, given a model with the same total number of components (𝑆 = 𝑃𝑃 + 𝑄𝑄 + 𝑅𝑅) 

(following Kroonenberg (2008) and Timmerman and Kiers (2000), and according to the 

related concepts already demontrated for the Tucker3 models), a model that has the 

highest proportion of fitted sum of squares, 𝑆𝑆(𝐹𝐼𝐼𝑇) (or equivalently the smallest 

residual sum of squares) is selected. Then, and to compare classes with different  𝑆, the 

difference 

 

𝑑𝑖𝑖𝐼𝐼𝑠 = 𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝑜𝑜𝑒𝑒𝑎𝑎𝑒𝑒 𝑆𝑆(𝐹𝐼𝐼𝑇)𝑠 − 𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝑜𝑜𝑒𝑒𝑎𝑎𝑒𝑒  𝑆𝑆(𝐹𝐼𝐼𝑇)𝑠−1 (5.2.3.1) 
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is computed (that is, the gain in fit by increasing the number of components in each 

mode is calculated). Only those differences, that are sequentially highest, are considered. 

Moreover, the differences in fit between one solution and another play the role of the 

eigenvalues in a two-way principal components analysis, which were ranked in 

descending order; this means that the gain in fit from one solution to another becomes 

smaller and smaller.  

 

In the next step, the salience value (𝑏𝑏𝑠), defined as a ratio between 𝑑𝑖𝑖𝐼𝐼𝑠 and 𝑑𝑖𝑖𝐼𝐼𝑠∗ (where 

𝑑𝑖𝑖𝐼𝐼𝑠∗ has the next highest value after 𝑑𝑖𝑖𝐼𝐼𝑠) is worked out. The 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡-criterion ends 

designating that the chosen model is one that has the highest salience value. In other 

words, this step is to determine a subset of solution(s) for which all later solutions had a 

smaller difference in fit. Finally, a lower bound for  𝑑𝑖𝑖𝐼𝐼𝑠 is defined and models with 

values below that should be avoid.  

 

The critical value is defined by 

  
1

[𝑆(𝑀𝑖𝑖𝑒𝑒) − 3]  (5.2.3.2) 

 

where 𝑆(𝑀𝑖𝑖𝑒𝑒) = 𝑀𝐼𝐼𝑁(𝐼𝐼, 𝐽𝐽𝐾𝐾) + 𝑀𝐼𝐼𝑁(𝐽𝐽, 𝐾𝐾𝐼𝐼) + 𝑀𝐼𝐼𝑁(𝐾𝐾, 𝐼𝐼𝐽𝐽), and 𝐼𝐼, 𝐽𝐽, 𝐾𝐾 the numbers of levels 

of the first, second and third mode, respectively (as in Tucker3 model, Timmerman and 

Kiers (2000)).  

 

Thus, the method proposed by Timmerman and Kiers (2000) is based on eliminating 

solutions until an optimal solution is obtained, and can be outlined as follows: 
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(1)  in the first step, all redundant solutions are eliminated, that is, all solutions for 

which there is one solution with a smaller total number of components (𝑆) that 

explain the same amount of variability are discarded; 

(2)  in the second step, all solutions that do not achieve the condition by which 

increasing the number of components produces a smaller gain in fit (smaller 

variance explained) are discarded, as compared with the previous solution with 

fewer components. 

 

This procedure allows finding the optimum balance between the number of components 

retained in each mode and the variability explained by the model (Timmerman and 

Kiers, 2000, Kroonenberg, 2008).  

 

To visualize the procedure, it is useful to build the three-mode scree plot (Kroonenberg, 

2008), in which the residual sum of squares is plotted against the total number of 

components 𝑆. In fact, the 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡-criterion is essentially a way to define the convex hull 

in the three-mode scree plot, and models that are taken into consideration are those on 

the convex hull. Figure 20a shows an example of a three-mode scree plot.  

 

One of the disadvantages of the Timmerman and Kiers (2000) procedure is that it is 

rather time-consuming. This is because each analysis is an iterative process of 

adjustment, which also is repeated starting from different initial configurations several 

times to avoid ending up in local minima (Kiers and der Kinderen, 2003). In this sense, 

Kiers and der Kinderen (2003) proposed an alternative procedure, which basically 

consists in a modified 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡-criterion by using the approximate fit values rather than 



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

119 
 

optimal fit values. Specifically, in their work it is proposed to replace these fit 

computations by a procedure for computing approximate fit values. The authors showed 

that it is sufficient to approximate the models via a single computation using Tucker’s 

original non least-squares method, and to calculate the residual sum of squares for the 

models under consideration using the core array. The alternative method gives solutions 

for all combinations of numbers of components in one go, making it considerably more 

efficient and thus an enormous saving in computer time (Kiers and der Kinderen; 2003, 

Kroonenberg, 2008). 

 

Another alternative to the 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡-criterion is the evaluation of the residual sum of 

squares (or deviance, 𝑑) together with the degrees of freedom (𝑑𝐼𝐼). Again a plot can be 

constructed with the residual sum of squares of each model plotted versus the degrees 

of freedom (called as deviance plot). Figure 20b shows an example of a three-mode 

deviance plot. 

 

The general idea is to drawn straight lines between the loci of models with constant 

𝑑/𝑑𝐼𝐼. If the origin is included in such a plot, these lines can be seen to fan out from the 

origin with a slope of 𝑑/𝑑𝐼𝐼. If 𝑑/𝑑𝐼𝐼 = 1, then each parameter added or degree of 

freedom lost leads to a gain of one unit of deviance. If 𝑑/𝑑𝐼𝐼 is large, then, in exchange for 

a few degrees of freedom, one can get a large decrease in deviance or a considerably 

better fitting model. On the other hand, if 𝑑/𝑑𝐼𝐼 is small, one needs to sacrifice many 

degrees of freedom to get a reduction in deviance or an increase in fit. The principle of 

parsimony, which can be expressed here as a preference for models with good fit and 



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

120 
 

few parameters or many degrees of freedom, suggests that models in bottom right 

corner of the plot are the first to be taken into consideration for selection.  

 

Finally, Ceulemans and Kiers (2006) proposed a numerical heuristic procudere to select 

models in deviance plots (Kroonenberg, 2008). The procedure called as the 𝑒𝑒𝑡𝑡-criterion 

is defined as: 

 

𝑒𝑒𝑡𝑡𝕚 =
� 𝑑𝕚−1 − 𝑑𝕚

𝑑𝐼𝐼𝕚−1 − 𝑑𝐼𝐼𝕚
�

� 𝑑𝕚 − 𝑑𝕚+1
𝑑𝐼𝐼𝕚 − 𝑑𝐼𝐼𝕚+1

�
�  (5.2.3.3) 

where 𝑑𝕚 is the deviance and 𝑑𝐼𝐼𝕚 the degrees of freedom of model 𝕚. 

 

The process of selection using the 𝑒𝑒𝑡𝑡-criterion can be resumed as (Ceulemans and Kiers, 

2006):  

(1) determine the 𝑑𝐼𝐼 and 𝑑 values of all component solutions from one wishes to 

choose; 

 

(2) for each of 𝑒𝑒 observed 𝑑𝐼𝐼 values, retain only the best fit solution; 

 

(3) sort the 𝑒𝑒 solutions by their 𝑑𝐼𝐼 values and denote them by 𝑒𝑒𝕚 (𝕚 = 1, … , 𝑒𝑒); 

 

(4) exclude all solutions 𝑒𝑒𝕚 for which a solution 𝑒𝑒𝕛 (𝕛 < 𝑖𝑖) exists such that 𝑑𝕛 < 𝑑𝕚; 

 

(5) consider all triplets of adjacent solutions and exclude the middle solution if its 

point is located above or on the line connecting its neighbors in the deviance plot; 
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(6) repeat the last step until no solution can be excluded; 

 

(7) determine the 𝑒𝑒𝑡𝑡 values of the convex hull solutions obtained;  

 

(8) select the solution with the smallest 𝑒𝑒𝑡𝑡 value. 

 

In summary, steps (1)-(6) serve to determine which models lies on the convex hull, and 

steps (7)-(8) serve to find smallest angle ∡𝕚−1,𝕚+1 between the lines connecting a model 𝕚 

with its previous 𝕚 − 1 and subsequent 𝕚 + 1 models, as illustrated in figure 20b. 
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Figure 20. Scree plots produced for a hypothetical example model less than or equal to the 
2 × 3 × 3-mode. (a) Three-mode scree plot. The lower bond, 𝑆𝑚𝑖𝑛, has been drawn as a 
vertical line and all the models to the right of that line fail to make the minimum value 
(equivalent to the eigenvectors with eigenvalues smaller than 1 in the two mode case)  
(b) Three-mode deviance plot. Both graphs show that the 2 × 3 × 3-model and the 
2 × 3 × 2-models are feasible, but a 2 × 2 × 2-model is more economical. Actually the 
three-mode scree plot suggests that the first two models are overfitting the data. The 𝑒𝑒𝑡𝑡-
criterion of Ceulemans and Kiers (2006) suggests that the 2 × 3 × 2-model is the model 
of choice as the convex hull bends at that point (note that for the 2 × 2 × 2-model a near 
180∘ 𝑎𝑎𝑒𝑒𝑔𝑔𝑒𝑒𝑒𝑒 is showed and the 2 × 3 × 2-model 𝑎𝑎𝑒𝑒𝑔𝑔𝑒𝑒𝑒𝑒 < 2 × 2 × 2-model 𝑎𝑎𝑒𝑒𝑔𝑔𝑒𝑒𝑒𝑒; in such 
case, it might be advantageous in practice to select the less parsimonious model 2 × 3 ×
2, which provides more detailed information about the data) 
 

A model selection should not be followed too rigorously and substantive criteria can also 

play a role in a selection. Thus, the choice of a particular model should not only be based 

on numerical arguments and investigations, but also on content-based arguments. 

Proper regard should be paid to the information from all parts of the process of 

selection, so that a reasoned decision can be made. The interpretational qualities of a 

model (independently if it is the “optimal” model) should be considered as an important 

detail in the selection process. 
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5.2.4 EVALUATING FIT 

To assess the quality of the fit of the levels of a mode, it is useful to observe at their 

residual sums of squares in conjunction with their fitted sums of squares (as illustrates 

the example in figure 21). 

 

It is the major tool for evaluating structured residuals and it has for each level the 

𝑆𝑆(𝑅𝑅𝐸𝑆) on the vertical axis and the 𝑆𝑆(𝐹𝐼𝐼𝑇) on the horizontal axis. From the plot it is 

possible gauge to what extent the model succeeds in fitting the variability of a level. 

 

A standard reference line is drawn from the point (0,0) through the point with the 

average 𝑆𝑆(𝐹𝐼𝐼𝑇) and the average 𝑆𝑆(𝑅𝑅𝐸𝑆). Points above the line fit worse compared to 

the overall fit and the points below the line fit better than the overall model. The further 

away are from the line, worse (or better) is the fit. So, by the sum-of-squares plots it is 

possible to assess the fit or lack of it for each level of each mode separately. 

 

Additionally, by the inspection of 𝑆𝑆(𝑇𝑂𝑇) of the elements per mode it is possible to 

detect elements with very large influence on the overall solution (i.e., with large 

𝑆𝑆(𝑇𝑂𝑇) values) and elements that did not play a role in the solution (i.e., with small 

𝑆𝑆(𝑇𝑂𝑇) values). As a result, the further the levels of a mode are toward the northeast 

corner of the plot, the higher their total sums of squares. Thus, levels with large amounts 

of variability can be immediately spotted from their location on the plot. On the other 

hand, if a level has such a comparatively large relative sum of squares (i.e., 𝑆𝑆(𝐹𝐼𝐼𝑇)/

𝑆𝑆(𝑅𝑅𝐸𝑆)), it will be located in the southeast corner.  
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In  particular,  large  values  indicate  that  the  level  contains  more  fit  than  error 

information,  and  vice‐versa.    Also,  the  relative  differences  between  residual  sums  of 

squares  can  be  gauged  by  the  investigation  of  the  relative  residual  sums  of  squares 

i.e.,  / .  So,  if  a  level has a high relative  residual,  a  limited amount of 

the data is fitted by the model. 

 

Also a negatively sloping dashed line  and all lines that could be drawn parallel to it  can 

be  drawn.  It  represents  points with  an  equal  ,  and  the  further  away  a  line  is 

from origin, the larger total sum of squares. In conclusion, the   and   as 

well as their relationships can be shown directly in the sums‐of‐squares plot. 

 

Figure 21 will be used to illustrate the sums‐of‐squared plots interpretation.  

 

Figure  21.  Sums‐of‐squares  plot  of  a  hypothetical example  corresponding  to  the  sites 
mode of a 2 3 3 model. S1 to S6 represents six sampling sites.

 

SITES SS TOT SS FIT SS RES PROP.
SS RES

S1  68.74 27.33 41.42 0.602
S2  81.89 37.91 43.98 0.537
S3  114.46 62.15 52.32 0.457
S4  72.25 33.38 38.87 0.538
S5  94.85 51.26 43.60 0.460
S6  76.01 33.49 42.53 0.559

EQUAL    

Point of coordinates 
40.92, 43.78
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In the preceding figure (Fig. 21) the red line indicates the average fit. Lines at an angle of 

-45 degrees are loci of points with equal 𝑆𝑆(𝑇𝑂𝑇). The line from the point (0,0) through 

the point with coordinates (40.92, 43.78) (that marks the average fit) separates the ill-

fitting points (above the line, i.e., S1, S2, S4 and S6) from the well-fitting points (below 

the line, i.e., S3 and S5, with a fit/residual ratio of 1.19 and 1.18, respectively). Sampling 

site S3 presented the largest 𝑆𝑆(𝑇𝑂𝑇) (114.46), and S1 has the smallest (68.74). Since 

S1, S2, S4 and S6 are ill represented in the solution then only very partial statements can 

be made about their influence in the study. 

 

5.2.5 CORE ARRAY 

The core array 𝔾𝔾 can be considered as a generalization of the matrix of eigenvalues that 

is associated with two-way SVD with the difference that the components can be 

related10 (Fig. 22). The core array represents the value by which the single component 

product is weighted. Therefore, the value and the sign of each core element, give 

information about the entity of the interaction among the components of the different 

modes11

                                                           
10 Recall Section 5.2, equation (5.2.2), 𝔾𝔾(𝑃×𝑄𝑅) =  �AX�T�𝕎(𝐼×𝐽𝐾)�(𝐶𝐶 ⊗ 𝐵𝐵𝑌) where 𝔾𝔾(𝑃×𝑄𝑅)  is 
the 𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅 core array 𝔾𝔾 matricized to a 𝑃𝑃 × 𝑄𝑄𝑅𝑅 matrix and 𝕎(𝐼×𝐽𝐾) is the data array 
matricized to an 𝐼𝐼 × 𝐽𝐽𝐾𝐾 matrix. If the fit is perfect, then 𝔾𝔾 contains exactly the same information 
as 𝕎 merely expressed using different coordinates. 

 (for details see comprehensive explanation and example in Section 5.2.8.1). 

11 The meaning of the interaction is here obtained as proposed by Kroonenberg (1983), Henrion 
and Andersson (1999), Kroonenberg (2008) and Kroonenberg and Röder (2008), and followed 
by several authors (see for example, Sinha et al. (2009), Singh et al. (2007), and Astel et al. 
(2010)) for the Tucker3 model in general. Note that, the sign of 𝑔𝑔𝑝𝑞𝑟 is determined by the signs 
of the 𝑝𝑝 elements of the first mode, 𝑝𝑝 elements of the second mode and 𝑜𝑜 elements of the third 
mode. It consists by multiplying the signs of the elements along all components and the core 
element.  
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Figure 22. The CO-TUCKER core array scheme (𝔾𝔾). The core array 𝔾𝔾 is implicitly given by 
the loading matrices. In the CO-TUCKER there are interactions between every component 
vector in every mode. An individual element of the core array, 𝑔𝑔𝑝𝑞𝑟, gives the importance 
of the specified combination of components. 
 

Thus, the quantity, 

�𝑔𝑔𝑝𝑞𝑟�
2

∑ �𝑔𝑔𝑝𝑞𝑟�
2

𝑝𝑞𝑟
�  (5.2.5.1) 

 

represents the part of the data variability that is explained by the analysis and attributed 

to the 𝑝𝑝, 𝑝𝑝 and 𝑜𝑜 combination of components (recall that, the core elements are 

computed as 𝑔𝑔𝑝𝑞𝑟 = ∑ ∑ ∑ 𝑎𝑎𝑖𝑝
𝑋  𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟𝑤𝑤𝑖𝑗𝑘
𝐾
𝑘=1

𝐽
𝑗=1

𝐼
𝑖=1 ; for details, see Section 5.2, Equation 

(5.2.2)). 

 

As the squared elements of the core array are proportional to the variation explained by 

the combination of the factors corresponding to their indices, then when an element 

𝑔𝑔𝑝𝑞𝑟 is the largest core element, special attention in interpreting the model has to be 

given to the interaction between component 𝑝𝑝 of mode one, component 𝑝𝑝 of mode two 

and component 𝑜𝑜 of mode three. So, the largest elements of the core will indicate what 

A B C

𝑊𝑊 = 𝑔𝑔111 ⨂𝑎𝑎1
𝑋𝑋⨂𝑏𝑏1

𝑌𝑌⨂𝑐𝑐1 + ⋯ + 𝑔𝑔112⨂𝑎𝑎1
𝑋𝑋⨂𝑏𝑏1

𝑌𝑌⨂𝑐𝑐2 + ⋯ + 𝑔𝑔11𝑅𝑅⨂𝑎𝑎1
𝑋𝑋⨂𝑏𝑏1

𝑌𝑌⨂𝑐𝑐𝑅𝑅 + ⋯ 
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the most important factors are in the model of the three-way data array (that is for CO-

TUCKER, 𝕎). 

 

Similarly, when the objective is to know how much variability is captured by a specific 

component, simply add all the values of �𝑔𝑔𝑝𝑞𝑟�
2
 while keeping the index associated with 

the analyzed component fixed. That is, for example, to find the importance of component 

𝑝𝑝 of the first mode, simply calculate the quantity 

 

 � ��𝑔𝑔𝑝𝑞𝑟�
2

𝑅

𝑟=1

𝑄

𝑞=1

� � ��𝑔𝑔𝑝𝑞𝑟�
2

𝑅

𝑟=1

𝑄

𝑞=1

𝑃

𝑝=1

�  (5.2.5.2) 

 

However, in agreement to what arise for Tucker3 model, this is only meaningful if the 

factors in the component matrices 𝐴𝐴𝑋 , 𝐵𝐵𝑌 and 𝐶𝐶 are limited in some way. Otherwise the 

factors in 𝐴𝐴𝑋 (for example) could be scaled by random scalars and the corresponding 

elements in the core would be down-scaled by the same scalars thereby not providing 

any meaningful basis for interpretation. 

 

In order to make the weights in 𝔾𝔾 comparable it is therefore generally applied to scale 

the factors to have unit length, i.e., the root of the sum of squared elements equals one, 

such that the core elements represents the importance of the respective factor 

combinations. Furthermore, by requiring that the component matrices are orthogonal, it 

can be shown that, when the model fits data ideally, the sum of the squared entries of 

the core equals the sum of the squared entries of 𝕎.  
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As a final point, a core array is superdiagonal if it is a hypercube and only the elements 

with the same index, i.e., 𝑔𝑔𝑠𝑠𝑠, are nonzero; if all superdiagonal elements are equal to 1, 

the core array is a superidentity array; finally, a three-way core array is slice diagonal if 

only the elements with two equal indices, i.e., 𝑔𝑔𝑠𝑠𝑟 , are nonzero. 

 

5.2.6 JOINT BIPLOTS 

A large part of the analysis of multiway data concentrates on the links between the 

modes contained in the core array, that is, the 𝑔𝑔𝑝𝑞𝑟 in the three-way case. The 

interpretation of these links can be difficult to understand when no clear meaning can be 

attached to the components themselves. After all, they represent a direction in the 

component space of maximal variance, which is not necessarily the direction of maximal 

interpretability. Not being able to assign substantive meaning to a component restricts 

the possibility of interpreting combinations of such components. 

 

A possible solution for this is to construct a joint biplot of the components of two modes 

(the display modes) given a component of the third (the reference mode) (Kroonenberg, 

2008, 1983). A joint biplot in three-mode analysis is like a standard biplot (Gabriel, 

1971) and all the interpretational principles of standard biplots can be used. The 

specific features are that each joint biplot is constructed using a different slice of the 

core array. The slicing is done for each component of the reference mode. Each slice 

contains the strength of the links or weights for the components of the display modes. 

Thus, the coefficients in the associated component of the reference mode weight the 

entire joint biplot by their values (Kroonenberg, 2008). 
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To build a joint biplot after adjusting the CO-TUCKER method, it is necessary to obtain 

the matrix 

Δ(𝐼𝐼 × 𝐽𝐽) = 𝐴𝐴𝑋𝔾𝔾𝑟(𝐵𝐵𝑌)𝑇 = (𝐴𝐴𝑋)𝑟
∗(𝐵𝐵𝑌)𝑟

∗𝑇 (5.2.6.1) 

 

For each core slice, 𝐺𝑟 , a joint biplot for the component matrix (𝐴𝐴𝑋)∗(𝐼𝐼 × 𝑃𝑃) and  

component matrix (𝐵𝐵𝑌)∗(𝐽𝐽 × 𝑄𝑄) needs to be constructed such that the 𝑃𝑃 columns of 

(𝐴𝐴𝑋)∗ and the 𝑄𝑄 columns of (𝐵𝐵𝑌)∗ are close to each other as possible. Closeness is 

measured as the sum of all (𝑃𝑃 × 𝑄𝑄) squared distances 𝛿2�(𝑎𝑎𝑋)𝑖
∗, (𝑏𝑏𝑌)𝑗

∗�, for all 𝑖𝑖 and 𝑗𝑗. The 

construction of a joint biplot is as follows (Kroonenberg, 2008, 1983). The core slice 

𝐺𝑟(𝑃𝑃 × 𝑄𝑄) is decomposed via SVD into  

 

𝐺𝑟 = 𝑈𝑟Λr𝑉𝑟
𝑇 (5.2.6.2) 

 

and the orthonormal12

 

 left singular vectors 𝑈𝑟 and the orthonormal right singular 

vectors 𝑉𝑟 are combined with 𝐴𝐴𝑋 and 𝐵𝐵𝑌, respectively, and the diagonal matrix Λr with 

the singular values is divided between them in such a way that 

(𝐴𝐴𝑋)𝑟
∗ = �𝐼

𝐽
�

1
4�

(𝐴𝐴𝑋)𝑈𝑟Λr
1

2�  and (𝐵𝐵𝑌)𝑟
∗ = �𝐽

𝐼
�

1
4�

(𝐵𝐵𝑌)𝑉𝑟Λr
1

2�  (5.2.6.3) 

 

where the fourth-root fractions take care of different numbers of levels in the two 

component matrices. The columns of the adjusted component matrices, (𝐴𝐴𝑋)𝑟
∗  and (𝐵𝐵𝑌)𝑟

∗ , 

                                                           
12 Two vectors are orthonormal if they are orthogonal and have length equal 1. A 𝐼𝐼 × 𝐽𝐽 matrix is 
(column-wise) orthonormal if 𝑋𝑋𝑇𝑋𝑋 = 𝐼𝐼𝐽 , where 𝐼𝐼𝐽 is a 𝐽𝐽 × 𝐽𝐽 diagonal matrix with ones and 
possibly some zeros on the diagonal. 
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are the joint biplot axes.  As (𝐴𝐴𝑋)𝑟
∗ [(𝐵𝐵𝑌)𝑟

∗]𝑇 = Δr, each element 𝛿𝑖𝑗
𝑟  is equal to the inner 

product13

 

 (𝑎𝑎𝑋)𝑖
∗�(𝑏𝑏𝑌)𝑗

∗�
𝑇

, and it provides the strength of the link between 𝑖𝑖 and 𝑗𝑗 as far it 

is contained in the 𝑜𝑜th core slice.  

Accordingly, for 𝑅𝑅 = 1, a biplot of matrix (𝐴𝐴𝑋)𝔾𝔾1(𝐵𝐵𝑌)𝑇 was needed; for 𝑅𝑅 = 2 a biplot of 

matrix (𝐴𝐴𝑋)𝔾𝔾2(𝐵𝐵𝑌)𝑇 is required, and so on for all the components retained in the third 

mode. 

 

Thus, as 𝐺𝑟 is the part of the three-way array 𝔾𝔾 that is associated with 𝑅𝑅 = 𝑜𝑜, the 

principal component 𝑜𝑜 of the third mode, then results of the three principal components 

(𝑃𝑃, 𝑄𝑄 and 𝑅𝑅) can be simultaneously shown in a diagram that displays the component 

scores of the first and second mode associated with each of the components of the third 

mode. Thus, the joint biplot can be seen as a variant of the biplot of Gabriel (1971). The 

number of joint biplots that can be displayed depends on the fact that if the core 

slices, 𝐺𝑟 , are squared or not. Thus, when 𝐺𝑟 are not square, their rank is equal 

to 𝑀 = 𝑚𝑖𝑖𝑒𝑒(𝑃𝑃, 𝑄𝑄), and only 𝑀 joint biplot axes can be displayed.  

  

By simultaneously displaying the two modes in one plot, visual inferences can be made 

about their relationships. Explicitly: 

 

                                                           
13 The inner product of two vectors produces a scalar: if 𝑦 and 𝑥 are two vectors, then their inner 
product in matrix notation is 𝑦𝑇𝑥; it is equal to the sum of the products of the corresponding 
elements, ∑ 𝑦𝑖𝑥𝑖 . In geometric terms, is the product of the lengths of the vectors times the cosine 
of the angle between them. 
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(1) the spacing and the order of the projections of the subjects on a variable 

correspond to the sizes of their inner products, and thus to the relative 

importance of that variable to the subjects; 

 

(2) the interpretation of the subjects-variables relationships can be made directly, 

without involving components axes or their labels. This advantage gains 

extremely importance when a situation like the described previously (that is, 

when the scheme of labeling the components is ambiguous or unclear) is 

legitimacy in the data set under study; 

 

(3) via the core slice 𝐺𝑟 the coordinate axes of the joint biplots are scaled according 

their relative importance, so that visually a correct impression of the spread of 

the components is created. 

 

In practice, the joint biplot for the CO-TUCKER is explicitly meant to investigate the 

subjects with respect to the variables, given a component of the third mode. Thus, a first 

decision has to be made: the selection of the display and the reference mode. This 

decision depends on the focus of the research and sometimes from a priori knowledge 

that probably exists (and obviously from the perspective of what could be more fruitful 

for analyses in the study). 

 

In terms of projections, directions, and proximities, the joint biplots are interpreted as 

the classical biplot from the two-way array (since one dimension has been reduced). On 

the other hand, in generally, the analysis of this projected biplots can be explored and 
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interpreted in the background of the Tucker3 model. Specifically, for the present 

research, the interpretation will be provided in the framework developed by Varela et al. 

(2009) and Kroonenberg and Röder (2008). For instance, the biplot of the first two 

modes is projected onto the 𝑜𝑜th principal component of the third mode such that all 

levels of the first two modes appear in the biplot; then select, from matrix 𝐶𝐶 (matrix of 

principal components of the third mode), the levels of the third mode with high weights 

in the 𝑜𝑜th components (whether positive or negative). 

 

Suppose that the matrix 𝐶𝐶 has a high positive value associated with the 𝑘𝑘th level of the 

third mode on the 𝑜𝑜th principal component. Additionally, suppose that the biplots of the 

first two modes are projected onto 𝑜𝑜th component of the third mode, which is 

dominated by the high positive value associated with the 𝑘𝑘th level of the third mode. 

 

Thus, 

‒ the proximities (i.e., how close the points in the biplot are located) among levels of 

the first and second modes (i.e., 𝑖𝑖th for the first mode and 𝑗𝑗th for the second mode) 

indicate that the three-way interaction among 𝑖𝑖th, 𝑗𝑗th and 𝑘𝑘th is positive. 

 

In contrast, 

‒ if the 𝑖𝑖th level is far from the 𝑗𝑗th level, this indicates that the three-way interaction 

associated with the combined 𝑖𝑖th, 𝑗𝑗th and 𝑘𝑘th levels has a negative effect. 

 

On the contrary, if matrix 𝐶𝐶 has high negative value associated with 𝑘𝑘th level of the third 

mode for the 𝑜𝑜th component, then: 
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‒ when the biplots of the first two modes are projected onto 𝑜𝑜th level of the third 

mode, proximities between levels of the first and second modes in the biplot indicate 

that the three-way interaction among 𝑖𝑖th, 𝑗𝑗th and 𝑘𝑘th is negative. 

 

Therefore, 

‒ if the 𝑖𝑖th level of the first mode is far from the 𝑗𝑗th level of the second mode at the 𝑘𝑘th 

level of the third mode, then the 𝑖𝑖𝑗𝑗𝑘𝑘 level combination of the three modes has a 

positive three-way interaction; when the 𝑖𝑖th level of the first mode is near to the 𝑗𝑗th 

level of the second mode at the 𝑘𝑘th level of the third mode, the 𝑖𝑖𝑗𝑗𝑘𝑘 level combination 

of the three modes has a negative three-way interaction. 

 

In general, 

‒ levels of one specific mode located at the centre of the joint biplot are considered to 

have an average performance (regarding to the three-way interaction) across other 

modes. 

 

In order to illustrate the previously interpretation, an example of a 2 × 3 × 3 model is 

provided in figure 23. The first, second and third modes represent sites, environmental 

variables and months, respectively.  
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Figure 23. First joint biplot for a hypothetical example of environmental variables and 
sites for a 2 × 3 × 3-model. The plot represents the first versus second component for 
first component of third mode (here months). S1 to S6 represents six sampling sites and 
Salinity, Temperature, pH, O2, NO3, NO2, NH4, PO4, N:P ratio, Chl a and Distance the 
environmental variables. 
 

The joint biplot showed the general pattern between sites and environmental variables 

given the first component of third mode. For the present example the third mode 

represented the sampling period of the study (months) (Fig. 24). For the first 

component, the month’s mode was indeed relative constant (presented only positive 

scores) and allowed the examination of the general relationships between the 

environmental variables. 
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Figure 24. All-components plot for a hypothetical example of months for a 2 × 3 × 3-
model. Horizontal axis displays the months and the vertical axis displays the first, second 
and third component coefficients (scores). 
 

Thus, the general pattern is outlined as follows:  

‒ S1 and S2 presented high salinity values, as well as high concentrations of O2, pH, 

and N:P ratio, but low concentrations of NO2, NO3, PO4, Chl a, and lowest NH4; 

‒ S4 had high concentration of NH4 (followed by PO4 and Chl a), high values of 

salinity, and slightly above average O2, pH, and N:P ratio; additionally, S4 presented 

somewhat below average temperature, distance, NO2 and NO3; 

‒ S5 and even more S6 presented the reverse pattern of S1 and S2; 

‒ S3 was similar to S5, but its temperature and distance was higher, as well as 

concentration of PO4 and Chl a values are somewhat lower. 

 

As mentioned, since months presented only positive scores (Fig. 24) in first component 

then the described pattern can be generalized for all sampling period. 
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Also the joint biplot for second and third month’s component can be built. Note, 

however, that the second and third biplot can be seen as modulations of the general 

patterns. Thus the patterns in these biplots serve to enhance of diminish patterns 

observed in the general joint biplot. 

 

5.2.7 INTERACTIVE BIPLOTS 

In some studies it is useful to inspect scores of all combinations of levels of two modes 

on the components of the third mode. For instance, for longitudinal data the scores of 

each subject-time combination on the variable components can be used to inspect the 

progress of a score of an individual on a latent variable or variable component over time. 

These component scores turn out to be a very successful summary of the relationships 

involved.  

 

Following the basic form developed by Kroonenberg (2008, 1996, 1983), for the CO-

TUCKER the component scores will be defined as,  

 

𝑤𝑤𝑖𝑗𝑘 ≈ � 𝑎𝑎𝑖𝑝
𝑋 𝐼𝐼𝑝𝑗𝑘 + 𝑒𝑒𝑖𝑗𝑘

𝑃

𝑝=1

 (5.2.7.1) 

 

where 

𝐼𝐼𝑝𝑗𝑘 ≈ � � 𝑏𝑏𝑗𝑞
𝑌 𝑐𝑐𝑘𝑟𝑔𝑔𝑝𝑞𝑟

𝑅

𝑟=1

𝑄

𝑞=1

 (5.2.7.2) 
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Thus, a component 𝐼𝐼𝑝𝑗𝑘 can be thought of as component score of individual 𝑘𝑘 at occasion 

𝑗𝑗 on component 𝑝𝑝 of the first mode. The symbol ≈ indicates that an approximation with 

a limited number of components is used (note that, the number of 𝑃𝑃 components is 

conditioned by the number of components that have been retained) (Veldscholte et al., 

1998).  The plots 𝐼𝐼𝑝𝑗𝑘 against the 𝐼𝐼𝑝′𝑗𝑘  are called interactive plots (also called nested-

mode biplots) since (here) the second and third mode are coded interactively. In 

general, these plots consist in the construction of a biplot in which the row markers are 

fully crossed combinations of two modes, so that one mode is nested within the other. 

These plots can be considered as an alternative to joint biplots. 

 

Sometimes it is not very useful to inspect the interactive plots of the scores of different 

components against one another, as is customary for component loadings. Instead, it is 

often more useful to inspect the component scores per component against the sequence 

numbers of the second or third mode. Thus, it is useful to organize data as subjects × 

conditions in rows and variables in columns. Additionally, when the third mode presents 

a natural order, the points with the same 𝑗𝑗 for each 𝑘𝑘 can be connected in interactive 

plots, and the so-called trajectories can be obtained. These trajectories are commonly 

presented in STATIS (Lavit et al., 1994) (and in its family methods). If variables are 

centered per subject-occurrence condition, then the origin of the plot represents the 

profile of the subject with average values on each variable on all occurrences, and the 

patterns in the plot represent the deviations from the average subject’s profile. A 

remarkable point of the subject-condition coefficients on the combination-mode 

components is that per variable component they are the inner products between the 



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

138 
 

variables and the occurrences and thus express the closeness of the elements from the 

two modes in the joint biplot (Kroonenberg, 2008, 1983). 

 

5.2.8 UNDERSTANDING INTERPRETATIONS ABOUT CORE ARRAY AND 

JOINT BIPLOTS IN THE CO-TUCKER TECHNIQUE 

There are several ways to interpret the core array: 

- strength of the link between components of different modes or the weight of the 

components combination; 

- percentages of explained variation; 

- three-way interaction measures. 

 

In several of these interpretations it is crucial to know how the components matrices are 

scaled. 

 

Given the basic form of the Tucker models, the core array contains the linkage between 

the components from different modes. In particular, the core array indicates the weight 

of a combination of components, one from each reduced mode. For instance, the element 

𝑔𝑔111 of the CO-TUCKER core array indicates the strength of the link between the first 

components of the three modes, �𝑎𝑎𝑖1
𝑋 𝑏𝑏𝑗1

𝑌 𝑐𝑐𝑘1�, and 𝑔𝑔221 indicates the strength of the link 

between the second components of the first and the second mode in combination with 

the first component of the third mode  �𝑎𝑎𝑖2
𝑋 𝑏𝑏𝑗2

𝑌 𝑐𝑐𝑘1�. This means that when the data are 
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reconstructed on the basis of the model (i.e., the structural image is computed), 

𝑤𝑤�𝑖𝑗𝑘 = ∑ �𝑔𝑔𝑝𝑞𝑟�𝑝𝑞𝑟 �𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟� and 𝑔𝑔𝑝𝑞𝑟 is the weight of the term �𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟�. 

 

Each squared coefficient 𝑔𝑔𝑝𝑞𝑟
2  indicates the explained variability. Therefore, in the CO-

TUCKER 𝑆𝑆(𝐹𝐼𝐼𝑇) = ∑ �𝑔𝑔𝑝𝑞𝑟
2 �𝑝𝑞𝑟 . Thus, the fitted sum of squares can be completely 

partitioned by the elements of the core array. Dividing the 𝑔𝑔𝑝𝑞𝑟
2  by the total sum of 

squares, the proportion of the variability explained is obtained by each of the 

combination of components, for which the term relative fit will be used, and the relative 

residual sum of squares is similarly defined. 

 

This interpretation of the core array can be used to assess whether additional 

components in any one mode introduce sizeable new combination of components, or 

whether the gain in explained variability is spread over a larger number of additional 

elements of the core array. In the latter case, one might doubt whether it is really useful 

to add the component. 

 

An interesting side effect of this partitioning of the overall fitted sum of squares is that 

by adding the 𝑔𝑔𝑝𝑞𝑟
2  over two of their indices it is possible to get the explained variability 

of the components themselves; that is, for the component 𝑎𝑎𝑝
𝑋 the explained variability 

𝑆𝑆(𝐹𝐼𝐼𝑇)𝑝 is ∑ �𝑔𝑔𝑝𝑞𝑟
2 �𝑞𝑟 . By diving them by the total sum of squares, again the explained 

variability per component (or standardized components weights) is obtained. 

 

Thus, the core array represents a partitioning of the overall fitted sum of squares into 

small units through which the (possibly) complex relationships between the 
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components can be analyzed. In other words, the squared entries of the core array 

indicate that part of data variance which is modeled by the joint action of component 𝑝𝑝 

of the object mode, component 𝑝𝑝 of the variable mode and component 𝑜𝑜 of the condition 

mode. This fact clarifies the role of the core matrix elements and is crucial for the 

interpretation of results (Henrion, 1994). 

 

Regarding the content of the modes of a general core array, this can be seen as 

“miniature data box” (Kroonenberg, 2008). Instead of real data of subjects on variables 

in several conditions, the “miniature data box” contains elements which represent a 

combination of latent entities. This means, that each core element 𝑔𝑔𝑝𝑞𝑟 is the score of an 

idealized subject 𝑝𝑝 on a latent variable 𝑝𝑝 in a prototype condition 𝑜𝑜. It depends very 

much on the applications as to whether the idealized subject interpretation is useful in 

practice. The naming of components of all modes seems to be indispensable in such 

arrangement, because core elements link the components of the modes, and therefore 

these must have substantive interpretation. When the scheme of labeling the 

components is ambiguous (or unclear), the idealized-entity interpretation loses some of 

its power. In such cases, other interpretations should be preferred. The solution is to 

discard the idea of trying to find nameable components for all modes that is finding a 

component interpretation. It seems better to attempt for subspace interpretation by 

examining joint biplots of two display modes given one component of the remaining 

reference mode. 
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5.2.8.1 COMBINING COMPONENT COEFFICIENTS AND CORE ARRAY 

ELEMENTS IN A CO-TUCKER 

Interpretational complexities take place in core arrays because the same components 

appear in several combinations with components of other modes. This results from the 

quadrilinear form of each term of the model, 𝑔𝑔𝑝𝑞𝑟�𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟�, which complicates the 

assessment of the influence of a combination of components. Thus, the final effect of the 

components not only depends on whether 𝑔𝑔𝑝𝑞𝑟 is large (or not) but also on the 

combinations of signs of all four parts of the term 𝑔𝑔𝑝𝑞𝑟�𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟�. Note that the sign of 

𝑔𝑔𝑝𝑞𝑟 is determined by the signs of the 𝑝𝑝 elements of the first mode, 𝑝𝑝 elements of the 

second mode and 𝑜𝑜 elements of the third mode (for details, see Section 5.2, Equation 

(5.2.2), that is, 

𝑔𝑔𝑝𝑞𝑟 = ∑ ∑ ∑ 𝑎𝑎𝑖𝑝
𝑋  𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟𝑤𝑤𝑖𝑗𝑘
𝐾
𝑘=1

𝐽
𝑗=1

𝐼
𝑖=1 ).  

 

It is therefore essential to follow the path of the signs (Fig. 25). For instance, suppose 

that 𝑔𝑔𝑝𝑞𝑟 has a positive sign ((+)𝑔𝑔𝑝𝑞𝑟) and that the product of 𝑝𝑝th, 𝑝𝑝th and 𝑜𝑜th 

components of the first, second, and third modes (𝑝𝑝th component × 𝑝𝑝th component ×

𝑜𝑜th component), respectively, is also positive; then the overall effect of the term 

𝑔𝑔𝑝𝑞𝑟�𝑎𝑎𝑖𝑝𝑏𝑏𝑗𝑞𝑐𝑐𝑘𝑟�, is positive. Symbolically, it is: 

[(+)𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒] × [(+)𝑃𝑃 × (+)𝑄𝑄 × (+)𝑅𝑅] = + 

 

 

A positive contribution of this term can be the result of the four different sign 

combinations for the elements of the three modes: 
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[(+)𝑃𝑃, (+)𝑄𝑄, (+)𝑅𝑅] 

[(+)𝑃𝑃, (−)𝑄𝑄, (−)𝑅𝑅] 

[(−)𝑃𝑃, (+)𝑄𝑄, (−)𝑅𝑅] 

[(−)𝑃𝑃, (−)𝑄𝑄, (+)𝑅𝑅] 

 

in which a “ + ” (or “ − “) on the 𝑝𝑝th, 𝑝𝑝th and 𝑜𝑜th place in (𝑝𝑝, 𝑝𝑝, 𝑜𝑜) refers to positive (or 

negative) coefficients on the 𝑝𝑝th component of the first mode, 𝑝𝑝th component of the 

second mode, and 𝑜𝑜th component of the third mode respectively. 

 

An analogous formulation is that for a positive contribution, one needs positive 

coefficients on 𝑝𝑝 to go together with coefficients of the same sign of 𝑝𝑝 and 𝑜𝑜: 

[(+)𝑃𝑃, (+)𝑄𝑄, (+)𝑅𝑅] 

[(+)𝑃𝑃, (−)𝑄𝑄, (−)𝑅𝑅] 

 and negative coefficients on 𝑝𝑝 to go together with coefficients of opposite signs on 𝑝𝑝 and 

𝑜𝑜: 

[(−)𝑃𝑃, (+)𝑄𝑄, (−)𝑅𝑅] 

[(−)𝑃𝑃, (−)𝑄𝑄, (+)𝑅𝑅] 

 

On the other hand, a negative 𝑔𝑔𝑝𝑞𝑟 ((−)𝑔𝑔𝑝𝑞𝑟) with any of the combinations: 

[(+)𝑃𝑃, (−)𝑄𝑄, (+)𝑅𝑅] 

[(+)𝑃𝑃, (+)𝑄𝑄, (−)𝑅𝑅] 

[(−)𝑃𝑃, (+)𝑄𝑄, (+)𝑅𝑅] 

[(−)𝑃𝑃, (−)𝑄𝑄, (−)𝑅𝑅] 

results in a positive contribution to the structural image. 
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Figure 25. Graphical representation of sign interpretational scheme. Note that, 
𝑔𝑔𝑝𝑞𝑟 = ∑ ∑ ∑ 𝑎𝑎𝑖𝑝

𝑋  𝑏𝑏𝑗𝑞
𝑌 𝑐𝑐𝑘𝑟𝑤𝑤𝑖𝑗𝑘

𝐾
𝑘=1

𝐽
𝑗=1

𝐼
𝑖=1 . 

 

In order to explain the meaning of the final effect of the components (which depends on 

the dimension of 𝑔𝑔𝑝𝑞𝑟 and also on the combinations of signs of all four parts of the 

term 𝑔𝑔𝑝𝑞𝑟�𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟�), an example will be provided. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   (±)𝑎𝑎𝑖𝑖𝑝𝑝
𝑋𝑋 × (±)𝑏𝑏𝑗𝑗𝑝𝑝

𝑌𝑌 × (±)𝑐𝑐𝑘𝑘𝑜𝑜  

 

(+)𝑔𝑔𝑝𝑝𝑝𝑝𝑜𝑜 �𝑎𝑎𝑖𝑖𝑝𝑝
𝑋𝑋 𝑏𝑏𝑗𝑗𝑝𝑝

𝑌𝑌 𝑐𝑐𝑘𝑘𝑜𝑜 �            (−)𝑔𝑔𝑝𝑝𝑝𝑝𝑜𝑜 �𝑎𝑎𝑖𝑖𝑝𝑝
𝑋𝑋 𝑏𝑏𝑗𝑗𝑝𝑝

𝑌𝑌 𝑐𝑐𝑘𝑘𝑜𝑜 � 

1     …    𝑜𝑜    …    𝑅𝑅 
 

𝑔𝑔11𝑅𝑅 … 𝑔𝑔1𝑝𝑝𝑅𝑅 … 𝑔𝑔1𝑄𝑄𝑅𝑅  

𝑔𝑔𝑝𝑝1𝑅𝑅 … 𝑔𝑔𝑝𝑝𝑝𝑝𝑅𝑅 … 𝑔𝑔𝑝𝑝𝑄𝑄𝑅𝑅  

𝑔𝑔𝑃𝑃1𝑅𝑅 … 𝑔𝑔𝑃𝑃𝑝𝑝𝑅𝑅 … 𝑔𝑔𝑃𝑃𝑄𝑄𝑅𝑅  

⋮ ⋮ ⋮ 

⋮ ⋮ ⋮ 

𝑔𝑔11𝑜𝑜 … 𝑔𝑔1𝑝𝑝𝑜𝑜 … 𝑔𝑔1𝑄𝑄𝑜𝑜  

𝑔𝑔𝑝𝑝1𝑜𝑜 … 𝑔𝑔𝑝𝑝𝑝𝑝𝑜𝑜 … 𝑔𝑔𝑝𝑝𝑄𝑄𝑜𝑜  

𝑔𝑔𝑃𝑃1𝑜𝑜 … 𝑔𝑔𝑃𝑃𝑝𝑝𝑜𝑜 … 𝑔𝑔𝑃𝑃𝑄𝑄𝑜𝑜  

⋮ ⋮ ⋮ 

⋮ ⋮ ⋮ 

𝑔𝑔111 … 𝑔𝑔1𝑝𝑝1 … 𝑔𝑔1𝑄𝑄1 

𝑔𝑔𝑝𝑝11 … 𝑔𝑔𝑝𝑝𝑝𝑝 1 … 𝑔𝑔𝑝𝑝𝑄𝑄1 

𝑔𝑔𝑃𝑃11 … 𝑔𝑔𝑃𝑃𝑝𝑝1 … 𝑔𝑔𝑃𝑃𝑄𝑄1 

⋮ ⋮ ⋮ 

⋮ ⋮ ⋮ 

1 
⋮ 
𝑝𝑝 
⋮ 
𝑃𝑃 

 

 

1     …    𝑝𝑝    …    𝑄𝑄 
 

± 

POSITIVE CONTRIBUTION 

The three modes (𝐴𝐴, 𝐵𝐵 and 𝐶𝐶) 

are positively correlated. 

NEGATIVE CONTRIBUTION 

The three modes (𝐴𝐴, 𝐵𝐵 and 𝐶𝐶) 

are negatively correlated. 
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Suppose that high values of the environmental parameter 𝑖𝑖 (high positive score on 

component 𝑝𝑝) were observed for high density of species 𝑗𝑗 (high positive score on 

component 𝑝𝑝) at a site 𝑘𝑘 (high positive score on component 𝑜𝑜). 

 

Thus all components (𝑎𝑎𝑖𝑝
𝑋 , 𝑏𝑏𝑗𝑞

𝑌  and 𝑐𝑐𝑘𝑟) will have high positive coefficients on their own 

components (high positive scores on 𝑝𝑝, 𝑝𝑝 and 𝑜𝑜, respectively). The product of the three 

component coefficients, 𝑎𝑎𝑖𝑝
𝑋 × 𝑏𝑏𝑗𝑞

𝑌 × 𝑐𝑐𝑘𝑟, is positive and contributes with a positive value 

to the structural image 𝑤𝑤�𝑖𝑗𝑘 of  𝑤𝑤𝑖𝑗𝑘, provided the weight of this (𝑝𝑝, 𝑝𝑝, 𝑜𝑜) combination is 

also positive. If this weight or element of the core array is comparatively large compared 

to the other elements of the core array, the entire term  𝑔𝑔𝑝𝑞𝑟�𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟� contributes 

heavily to the structural image of 𝑤𝑤𝑖𝑗𝑘. 

 

To take this a bit further, first suppose that the components matched to the first 

environmental parameter, the first species and the first site, that is, the data value 𝑤𝑤111. 

In addition, assuming that the 𝑝𝑝, 𝑝𝑝 and 𝑜𝑜 components were all referring to the fist 

component (𝑝𝑝 = 𝑝𝑝 = 𝑜𝑜 = 1). Then  𝑔𝑔111(𝑎𝑎11
𝑋 𝑏𝑏11

𝑌 𝑐𝑐11) is the first term in the structural 

image. 

 

For instance, for a 3 × 3 × 2 model and considering: 

𝑔𝑔111 = +13 

𝑎𝑎11
𝑋 = +0.4 

𝑏𝑏11
𝑌 = +1.5 

𝑐𝑐11 = +0.5 
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the structural image for 𝑤𝑤111 is built up the following way: 

 

 𝑤𝑤�111 =  𝑔𝑔111𝑎𝑎11
𝑋 𝑏𝑏11

𝑌 𝑐𝑐11 + [𝑔𝑔211𝑎𝑎12
𝑋 𝑏𝑏11

𝑌 𝑐𝑐11 + 𝑔𝑔311𝑎𝑎13
𝑋 𝑏𝑏11

𝑌 𝑐𝑐11 + 𝑔𝑔121𝑎𝑎11
𝑋 𝑏𝑏12

𝑌 𝑐𝑐11 + � 

+𝑔𝑔221𝑎𝑎12
𝑋 𝑏𝑏12

𝑌 𝑐𝑐11 + 𝑔𝑔321𝑎𝑎13
𝑋 𝑏𝑏12

𝑌 𝑐𝑐11 + 𝑔𝑔131𝑎𝑎11
𝑋 𝑏𝑏13

𝑌 𝑐𝑐11 + 𝑔𝑔231𝑎𝑎12
𝑋 𝑏𝑏13

𝑌 𝑐𝑐11 

+𝑔𝑔331𝑎𝑎13
𝑋 𝑏𝑏13

𝑌 𝑐𝑐11 + 𝑔𝑔112𝑎𝑎11
𝑋 𝑏𝑏11

𝑌 𝑐𝑐12 + 𝑔𝑔212𝑎𝑎12
𝑋 𝑏𝑏11

𝑌 𝑐𝑐12 + 𝑔𝑔312𝑎𝑎13
𝑋 𝑏𝑏11

𝑌 𝑐𝑐12 

+𝑔𝑔122𝑎𝑎11
𝑋 𝑏𝑏12

𝑌 𝑐𝑐12 + 𝑔𝑔222𝑎𝑎12
𝑋 𝑏𝑏12

𝑌 𝑐𝑐12 + 𝑔𝑔322𝑎𝑎13
𝑋 𝑏𝑏12

𝑌 𝑐𝑐12 + 𝑔𝑔132𝑎𝑎11
𝑋 𝑏𝑏13

𝑌 𝑐𝑐12 

�+𝑔𝑔232𝑎𝑎12
𝑋 𝑏𝑏13

𝑌 𝑐𝑐12 + 𝑔𝑔332𝑎𝑎13
𝑋 𝑏𝑏12

𝑌 𝑐𝑐12] 

=  13 × 0.4 × 1.5 × 0.5 + [the others terms] 

=  3.9 + [the others terms] 

 

Because all the coefficients and the corresponding core element are positive (+) the first 

term has a positive (+) contribution of 3.9 to the structural image of  𝑤𝑤111. 

 

A further positive contribution to 𝑤𝑤�111could from the fact that variable 𝑗𝑗 = 1 has a large 

negative loading on species component 𝑝𝑝 = 2 (say, for example, 𝑏𝑏12 = −1.5), condition 

𝑘𝑘 = 1 has a large negative loading on sites component 𝑜𝑜 = 2 (say, for example, 

𝑐𝑐12 = −0.5). 

 

Then the term: 

𝑎𝑎11
𝑋 𝑏𝑏12

𝑌 𝑐𝑐12 = (+0.5) × (−1.5) × (−0.5) = +0.3 

is positive, and depending on the value 𝑔𝑔122 the contribution to the structural image is 

positive (+) or negative (−). 
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Thus, the final effect of the components on the structural image of a data point depends 

not only on the sizes but also on the combinations of the signs of all four parts of the 

quadrilinear term  𝑔𝑔𝑝𝑞𝑟�𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟�. 

 

In fact, this intrinsic complexity in the combinations of positive and negative loadings of 

different components and core array elements obviously requires concern regarding 

interpretation. Moreover, part of the problem arises because the components are 

continuous rather than discrete entities, unlike interactions between levels of factors in 

analysis of variance and categories in contingency tables. 

 

A considerable simplification of the process arise when in the data sets, certain 

components have only positive coefficients. Thus, the number of combinations is 

substantial reduced and the procedure is further straightforward. Also, when core 

elements are small (near zero), they do not need interpretation, and the evaluation of 

the results are also simplified. 

 

All this mental juggling requires quite a bit of ability to get a properly worded statement. 

Besides (and further then ability), it is necessary to analyze if the means and names 

provided for all components in all modes make sense for the data under study (which 

are not always to devise and depends on the type of data).  

 

A good policy to simplify the interpretation is to make conditional statements by only 

make statements about elements that have, for instance, positive coefficients on a 
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component. The core array then represents only the interaction between the coefficients 

of the other modes, given the positive coefficients on the third.  

 

Besides the discussion of the core array, per se, this will also be used to construct the 

joint biplots. They turn out to be very useful of such approach. 

However, all these reported difficulties easily become a motivation for the use of such 

models in the statistical analysis of (complex) data. The ability to go much further in 

consideration of the data under study is undoubtedly an appeal. 
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5.3 CO-TUCKER: ADAVANTAGES AND DRAWBACKS 

One point that should be noted is the fact that due to the least squares approach used in 

the Tucker3 model to estimate the parameters, then it is possible to indicate how well 

the variability of each subject (𝑖𝑖), variable (𝑗𝑗) and condition (𝑘𝑘) is represented by the 

fitted three-mode model. This may be an advantage of CO-TUCKER over STATICO, since 

this is based on maximizing the similarity of all the series of co-structures, not allowing 

to understand if it adequately fits individual parts of data. Alternatively, such an 

investigation can demonstrate that certain levels (𝑖𝑖, 𝑗𝑗, 𝑘𝑘) of a mode (𝐴𝐴𝑋(𝐼𝐼 × 𝑃𝑃), 𝐵𝐵𝑌(𝐽𝐽 ×

𝑄𝑄), 𝐶𝐶(𝐾𝐾 × 𝑅𝑅)) are dominating the solution more than is acceptable, given their role in 

the investigation. 

 

On the other hand, great care must be taken in the way of organizing the 𝑘𝑘-tables in a 

series of 𝑘𝑘-tables (Fig. 14). For a three-way array, there are three ways to slice the data 

cube into a series of tables. However, only two are really interesting: the option to put 

one table per each variable is mostly uninteresting and inconsistent with the objective of 

most investigations. Therefore, the choice between putting a table for each 𝑘𝑘 condition 

or a table for each 𝑘𝑘 subject plays an important role. It is obvious that this choice is 

dependent on the objective in question. However, this possibility in CO-TUCKER should 

be used with care, as this flexibility might be obtained at the expense of losing some of 

the structures in the data set. Indeed, if the organization is to have a table by condition 

(i.e., 𝐼𝐼 subjects/objects × 𝐽𝐽 variables × 𝐾𝐾 conditions), then executing the CO-TUCKER, 

information on the subjects/objects will be “lost” (analogous to an organization type 𝐼𝐼 

conditions × 𝐽𝐽 variables × 𝐾𝐾 subjects/objects, where the information that is “lost” is 

related to the conditions). This is in fact a drawback of CO-TUCKER approach. 
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Basically, most multi-table methods look for some resemblances between tables’ data 

(i.e., matrices) and not for differences. If there are many differences between the two 

table data sets, then these multi-tables methods will point out that there is no common 

structure and further explorations have to be made to explain them with other 

techniques. Moreover, as the first axes of these methods will show the main accordance 

between tables’ data, a look at the higher dimensions or at residuals can give 

information on the differences between both tables. Hence, probably this is one of the 

main goals of CO-TUCKER since (via Tucker3 model) it enables the selection of different 

number of components for each mode and because of the least squares approach used to 

estimate the parameters, it is possible to indicate how well the variability of each 

subject, variable, and condition is represented by the fitted three-mode model.  

 

In conclusion, the availability of methods able to the analysis data sets with a complex 

organization, like pairs of data cubes, is important because it allows to take into account 

this organization and to analyze the data sets globally. It is obvious that adding 

complexity in the exploration of data cubes relationships could increase difficulty in 

interpretations. However, this is an indispensable step to understand the data content 

and what they might mean. Therefore, the method presented here can be seen as an 

additional contribution (as well as an alternative) to understand the problems behind 

the data sets. 

 

Finally, it is important to refer that the method name does not follow the terminology of 

Thiolouse. This author takes into account that it is first placed the abbreviation for the 

second method in use (for instance, STATICO, “STATIS and CO-inertia”, is based on Co-
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Inertia Analysis and then a PTA, and COSTATIS, “CO-inertia and STATIS” is based on PTA 

plus Co-Inertia Analysis). 

 

For this work it is considered that the abbreviation should reflect the sequence of 

methods in use (making it more intuitive). Hence, CO-TUCKER means “CO-inertia and 

TUCKER", since first use the Co-Inertia Analysis 𝑘𝑘 times (to compute the sequence of k 

cross-covariance tables), and then a Tucker model (namely, the Tucker3 model) to 

analyze this new 𝑘𝑘-table.  
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5.4 CO-TUCKER: AN APPLICATION TO STUDY A COPEPOD COMMUNITY 

In the next section an application will be shown illustrating many of the aspects of the 

CO-TUCKER. 

 

The focus will be on the three-way aspects while details concerning the data survey 

design can be found in the several works mentioned across the text. 

 

5.4.1. PROBLEM 

The Mondego River estuary, located on the west coast of Portugal (40o 08’N, 8o 50’W), 

has an area of 8.6 km2 and a volume of 0.0075 km3 (Fig. 26). At about 5.5 km from the 

sea, the river branches into two arms (north and south), which converge again near the 

mouth. Tides in this system are semi-diurnal. 

 

 

Figure 26. Map of the Mondego estuary and location of sampling site (Marques et al., 2009). 
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In order to investigate copepod assemblages' distribution patterns and determine the 

main hydrological and physical factors structuring it at different temporal scales, 

copepod and hydrographic surveys were conducted seasonally during a one-year 

period, at a fixed station in Mondego estuary. Hourly samples were collected, during a 

diel cycle from sub-surface and 1 m above the bottom, at spring and neap tides.  

 

Taxonomic and quantitative analyses were performed on sub-samples, a minimum of 

500 individuals were counted. At each sampling event the following environmental 

parameters were measured, water temperature (T), salinity (S), dissolved oxygen (DO), 

and pH which were recorded in situ with appropriate sensors (WTW) at both depths 

(DEPTH). Also, water sample was filtered for determination of chlorophyll a (Chl a), 

suspended particulate matter (SPM) and particulate organic matter (POM).  

 

For a complete description about hydrological conditions recorded during the study 

period see Marques et al. (2009). 

  

In particular, for the present application, only the spring season was considered. 

 

The aim of this example is to present an application to real data of the proposed CO-

TUCKER method (which can be applied for analysis of three-way data sets) and to 

compare its performance with STATICO technique (Thioulouse et al., 2004; Simier et al., 

1999). The two methods are applied in order to investigate copepod assemblages' 

distribution patterns. 
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The results for CO-TUCKER method are interpreted and simultaneously the 

performance with the STATICO method is compared. 

 

5.4.2. DATA 

The copepods species density and environmental parameters for spring season, lunar 

phase and depth were combined to generate two series of tables (Fig. 27): one for 8 

environmental parameters and another for 15 species densities (the most common 

species were selected in order to decrease the number of zeros in the analyses, see Table 

1).  

 

Table 1. List of species, habitat and abbreviation (abbrev) of copepod taxa used in the study. 

 Species Habitat Abbrev 

Acartia clause Marine ACCL 

Acartia tonsa Estuarine ACTO 

Calanus helgolandicus Marine CAHE 

Centropages chierchiae Marine CECH 

Isias clavipes Marine IS 

Clausocalanus arcuicornis Marine CLAR 

Pseudocalanus elongatus Marine PSEL 

Copidodiaptomus numidicus Freshwater COPNU 

Paracalanus parvus Marine PAPA 

Temora longicornis Marine TELO 

Acanthocyclops robustus Freshwater ACRO 

Oithona plumifera Marine OIPL 

Monstrilla grandis Marine MOGA 

Corycaeus anglicus Marine COR 

Sapphirinida sp.  SAPH 
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Each pair of tables shares the same sampling season (spring, in rows), 2 lunar 

conditions (neap and spring), 2 depths (sub-surface and bottom), the diel cycle 

(daylight and dark period) and 4 tidal conditions (ebb, low tide, flood and high tide). 

Therefore, each series of table (biological and environmental) was composed of 4 

matrices. Thus, the data form a 25 × 15 × 4 data block of hourly samples (during a diel 

cycle from sub-surface and 1 m above the bottom, at neap and spring tides) by species 

densities by spring season and a 25 × 8 × 4 data block of hourly samples (during a diel 

cycle from sub-surface and 1 m above the bottom, at neap and spring tides) by 

environmental variables by spring season. 

 

 

Figure 27. Tables arrangement for copepods species density and environmental parameters 
was combined for each lunar phase and depth. Neap surface and bottom will be coded as NP(S) 
and NP(B) and, similarly, spring surface and bottom will be coded as SP(S) and SP(B). 

 

5.4.3 METHODS: CO-TUCKER 

The CO-TUCKER model was used to the analysis of two data cubes. As previously was 

presented in the Chapter 5 (Section 5.2) it is a two-main step procedure. First, a Co-

Inertia analysis 𝑘𝑘 times was used to compute the sequence of 𝑘𝑘 cross-covariance tables, 
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and then Tucker3 (Tucker, 1966) analysis to analyze this new 𝑘𝑘-table. Note that, prior to 

calculations of Co-Inertia analysis species abundance was changed to 𝑒𝑒𝑜𝑜𝑔𝑔(𝑥 + 1) 

(Legendre and Legendre, 1979) (to minimize the dominant effect of exceptional 

catches) and environmental data were normalized to homogenize the table. Therefore, 

for CO-TUCKER model no pre-processing method was used before the data analysis. 

Moreover, the data will be treated as so-called three-way profile data (for details of the 

method, see Chapter 5, Section 5.2). 

 

Each cross-covariance table 𝑋𝑋𝑘(𝐼𝐼 × 𝐽𝐽𝑘) contains the environmental parameters (𝐼𝐼 = 8), 

characteristic of the species identified and considered for research (𝐽𝐽 = 15) measured in 

a certain spring tide-depth condition 𝑘𝑘 (𝐾𝐾 = 4). In the subsequent discussion, the 

components of the different modes will be noted as follows. Environmental parameters 

mode (𝑃𝑃): 𝑃𝑃1, 𝑃𝑃2, . . . , 𝑃𝑃𝐼𝐼, species mode (𝑄𝑄): 𝑄𝑄1, 𝑄𝑄2, . . . , 𝑄𝑄𝐽𝐽, and spring occurrence mode 

(𝑅𝑅): 𝑅𝑅1, 𝑅𝑅2, . . . , 𝑅𝑅𝐾𝐾. 

 

Because the prime interest of this study is focused on the environmental parameters and 

species relationship at four different sampling situations, and whether there are 

individual differences in this respect, the results will be presented with plots for each 

component, but also with joint plots. Such plots (the so-called joint biplots) display the 

sampling tide-depth situations and environment-species relationship jointly, have the 

properties of standard biplots (Kroonenberg, 2008, 1994; Kroonenberg and Röder, 

2008) and are built using the core array elements. The joint biplot for the CO-TUCKER 

model is explicitly meant to investigate the subjects (rows) with respect to variables 

(columns) (in this study, environmental parameters and species densities, respectively), 
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given a component of the third mode (here the four sampling tide-depth situations). 

Besides this, when the core array are not square (such as in this case), their rank is 

equal to 𝑀 = 𝑚𝑖𝑖𝑒𝑒 (𝑃𝑃, 𝑄𝑄) and only 𝑀 joint biplots axes can be displayed (here 𝑀 = 2). 

 

Regarding the interpretation of the joint biplots obtained from the CO-TUCKER analysis 

it follows the explanation presented in Chapter 5, Sections 5.2.6 and 5.2.8. Thus, the 

biplot of the first two modes (first mode = environmental parameters and second mode 

= species) is projected onto the 𝑜𝑜th principal component (say, the first principal 

component) of the third mode (tide-depth conditions) such that all the levels of the 

parameters and species modes appear in the biplot. 

 

First, from the matrix of principal components of tide-depth conditions (third mode), 

the levels with more weights in the 𝑜𝑜th component (positive or negative) are selected. 

 

Thus, 

‒ when a positive and high value associated to the 𝑘𝑘th level of tide-depth 

conditions is selected, then proximities (i.e., how close the points in the biplot are 

placed) among levels of environment and species modes indicate that the three-

way interaction among levels of first mode (environment), second (species) and 

third mode (tide-depth conditions) is positive. 
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On the contrary, 

‒ if a level of environment mode (first mode) is far from the level of species mode 

(second mode), this indicates that the three-way interaction associated with the 

combined levels of each mode has a negative effect. 

 

Similarly, if the matrix of principal components of tide-depth conditions (third mode) 

has a high negative value associated with the 𝑘𝑘th level (for the 𝑜𝑜th component), then, 

‒ proximities among levels of parameters and species modes in the biplot indicate 

that the three-way interaction among first, second and third mode levels 

(environmental parameters, species and tide-depth conditions, respectively) is 

negative. 

 

Therefore, 

‒ if a level of first mode (environmental parameters) is far apart from a level of the 

second mode (species) at the 𝑘𝑘th level of third mode (tide-depth conditions), 

thus leads to a positive three-way interaction. 

 

Conversely, 

‒ if a level of first mode (environmental parameters) is close to a level of the 

second mode (species) at the 𝑘𝑘th level of third mode (tide-depth conditions), 

thus describes a negative three-way interaction. 
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As a general rule, levels of one specific mode located at the centre of the joint biplot are 

considered to have an average performance (regarding to the three-way interaction) 

across other modes. 

 

On the other hand, and regarding the meaning of the interaction between environmental 

parameters, species and tide-depth conditions, it follows the rationalization proposed in 

Chapter 5, Sections 5.2.5. It consists by multiplying the signs of the elements along all 

components and the core element. 

 

The results of the CO-TUCKER model using graphical outputs obtained on the mentioned 

three-way data set are presented. The general scheme of CO-TUCKER is showed in figure 

28. 

 

Calculations and graphs were done using the 3WayPack software (http://three-

mode.leidenuniv.nl) (Kroonenberg, 2003). 

 

http://three-mode.leidenuniv.nl/�
http://three-mode.leidenuniv.nl/�
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Figure 28. Statistical method scheme for CO-TUCKER method: (1) Basic analyses (PCA for 
species abundance and environmental tables) are performed on each table; (2) Co-inertia 
analyses allow linkage of the pairs of PCA-PCA, producing a sequence of 4 cross-tables; (3) 
Tucker3 model is finally used to analyze this sequence. The data structure is a sequence of 
four paired ecological tables. Species densities (dimension 25 ×  15) and environmental 
parameters (dimension 25 × 8) are tables in the pair. 𝑊𝑊𝑘 is the cross-table at 4 
occurences of tide-depth conditions.  
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5.4.4 RESULTS AND DISCUSSION 

5.4.4.1 CO-TUCKER ON THE SPECIES-ENVIRONMENT DATA 

STRUCTURE 

The CO-TUCKER model was applied to the sequence of 𝑘𝑘 cross-covariance tables. All 

possible CO-TUCKER models with different number of components (starting from 

1 × 1 × 1 to 5 × 5 × 4) in each mode were evaluated (Table 2). Also, the explained data 

variance for each combination versus model complexity plots (Fig. 29) were drawn in 

order to observe, how the added number of components result in the explained variance 

of data (for details see Chapter 5, Section 5.2.3). 

 

Generally, the optimal complexity of the CO-TUCKER model is the one, which requires 

the smallest number of components, but still capturing a high fraction of data variance. A 

systematic and safe approach for finding the optimal model dimensionality is required. 

It lies between a high fit to data on one hand and a low number of factors representing 

the systematic variation in the data on the other hand. A model with too many 

components may lead to over-fitting, whereas, low dimensionality may not allow 

projection of data in space, thus making it too difficult to overview and interpret the 

data (Singh et al., 2007).  
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Table 2. The critical value(1) for 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡-criterion is equal to 0.042. So, 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡 ratios for models 
with more components than 8 should not be considered.  

Sum of 

Components 

Model 

Size(2) 

Difference in 

Proportional Fit 

𝑫𝒊𝒇𝑭𝒊𝒕 

Ratio(3) 

Proportional 

𝑺𝑺(𝑭𝑰𝑻) 

3 1×1×1 0.518 3.331 0.5180 

5 2×1×2 0.156 1.207 0.6735 

6 2×2×2 0.129 3.068 0.8022 

7 3×2×2 0.042 1.056 0.8442 

8 3×2×3 0.018 (4) 0.8627 

9 4×2×3 0.040 1.873 0.9025 

10 4×3×3 0.021 (4) 0.9232 

11 4×3×4 0.021 1.129 0.9444 

12 5×3×4 0.019 2.519 0.9632 

13 5×4×4 0.007 2.819 0.9706 

14 5×5×4 0.003 (4) 0.9733 

Notes: 
(1) 𝐶𝐶𝑜𝑜𝑖𝑖𝑡𝑡𝑖𝑖𝑐𝑐𝑎𝑎𝑒𝑒  𝑉𝑎𝑎𝑒𝑒𝑢𝑒𝑒 =  1/[𝑆(𝑀𝑖𝑖𝑒𝑒) − 3] , 𝑆(𝑀𝑖𝑖𝑒𝑒) = 𝑀𝐼𝐼𝑁[8, (15 × 4)] + 𝑀𝐼𝐼𝑁[15, (4 × 8)] +
𝑀𝐼𝐼𝑁[4, (8 × 15)], and 𝐼𝐼, 𝐽𝐽, 𝐾𝐾 the numbers of levels of the environmental variables, species and 
tide-depth mode, respectively. 
 

(2) 𝑃𝑃 ≤ 𝑄𝑄𝑅𝑅, 𝑄𝑄 ≤ 𝑃𝑃𝑅𝑅 and 𝑅𝑅 ≤ 𝑃𝑃𝑄𝑄 must hold for all possible solutions, which eliminates 
redundant solutions. 
 

(3) 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡 ratio computation steps: 
Step 1- Consider a model with the same total number of components 𝑆 = 𝑃𝑃 + 𝑄𝑄 + 𝑅𝑅; 
 

Step 2- Select the model that has the highest 𝑆𝑆(𝐹𝐼𝐼𝑇) (or the smallest 𝑆𝑆(𝐹𝐼𝐼𝑇)); 
 

Step 3- Compare classes with different  𝑆: 
 

(i) Compute 𝑑𝑖𝑖𝐼𝐼𝑠 = 𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝑜𝑜𝑒𝑒𝑎𝑎𝑒𝑒 𝑆𝑆(𝐹𝐼𝐼𝑇)𝑠 − 𝑝𝑝𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑡𝑡𝑖𝑖𝑜𝑜𝑒𝑒𝑎𝑎𝑒𝑒  𝑆𝑆(𝐹𝐼𝐼𝑇)𝑠−1; 
 

(ii) Consider only the differences that are sequentially highest; 
 

(iii) Compute the salience value, i.e., 𝑏𝑏𝑠 = 𝑑𝑖𝑓𝑠
𝑑𝑖𝑓𝑠∗

 (where 𝑑𝑖𝑖𝐼𝐼𝑠∗ has the next highest value 

after 𝑑𝑖𝑖𝐼𝐼𝑠); 
 

(iv) The 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡-criterion ends designating that the chosen model is one that has the highest 
salience value.  

 

(4) Cases where the differences are not sequentially highest. 
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These models with range complexity of (1,1,1) and (5,5,4) explained 51.8% and 97.33% 

of total variability, respectively.  

 

Balancing the 𝑒𝑒𝑡𝑡-criterion (Ceulemans and Kiers, 2006), which suggests to choose the 

model that has the convex hull at the point that has the smallest angle (Fig. 29a), the 

residual sum of squares (Fig. 29b), the overall fitted and the critical value for 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡  

(Table 2), the decomposition model with complexity 3 × 2 × 2 was settled. Note that, 

the 3 × 2 × 2 product can be considered as an indicator for the number of possible 

interactions and, consequently, for the complexity of the model (Barbieri et al., 2002). 
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Figure 29. Deviance plots. In the plot 𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅 refers to a CO-TUCKER model with 𝑃𝑃 
components for the environment parameters, 𝑄𝑄 components for the species and 𝑅𝑅 components 
for the spring samples. (a) Deviance (𝑑) vs. degrees of freedom (𝑑𝐼𝐼) plot for the CO-TUCKER 
model; (b) Deviance (𝑑) vs. sum of numbers of components (𝑆) plot (or three-way scree plot) 
for CO-TUCKER model. The 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡 values of models to the right of the vertical (purple) line fall 
below the critical level, 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡 = 0.042. The critical value for 𝐷𝑖𝑖𝐼𝐼𝐹𝑖𝑖𝑡𝑡 = 1 [𝑆(𝑀𝑖𝑖𝑒𝑒) − 3]⁄ , where 
𝑆(𝑀𝑖𝑖𝑒𝑒) = 𝑀𝐼𝐼𝑁(𝐼𝐼, 𝐽𝐽𝐾𝐾) + 𝑀𝐼𝐼𝑁(𝐽𝐽, 𝐾𝐾𝐼𝐼) + 𝑀𝐼𝐼𝑁(𝐾𝐾, 𝐼𝐼𝐽𝐽), and 𝐼𝐼,𝐽𝐽,𝐾𝐾 the numbers of levels of the 1st, 2nd, 
and 3rd mode, respectively (Timmerman and Kiers, 2000). 
 

Hence, the choice was a model with 3 components for the environment mode (𝑃𝑃), 2 

components for the species mode (𝑄𝑄) and 2 components for the spring tide-depth 

samples mode (𝑅𝑅). This model explains 84.42% of data variance (and account a total 

sum of squares of 39.76, i.e., 𝑆𝑆(𝑇𝑂𝑇) = 39.765) 

 

It should be noted that, relevant gains in the fitting performances at the increase of 

complexity could be appreciated (see Table 2). However its interpretation becomes 

more complex, which would not result in a more comprehensive interpretation. To 
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clarify, it should be mentioned that, data variance combines all the values in a data set to 

produce a measure of spread. The percentage of explained data variance indicates a part 

of total information related to a particular research object carried out in a spread data. 

  

Furthermore, in addition to the overall fit, the fit of the components for each of the 

modes was examined as well as that of their combinations (Table 3).  

 

Table 3. Sums of squares accounted for by components (based on the core array 𝔾𝔾). The total 
sum of squares (or variability) accounted for by the core array is equal to the standardized 
𝑆𝑆(𝐹𝐼𝐼𝑇). 

MODE  SUM PROPORTION VARIATION 
ACCOUNTED FOR EACH COMPONENT 

1 ENVIRONMENTAL PARAMETRS 
(𝑃𝑃 = 3) 0.844 0.544 0.255 0.045 

2 SPECIES 
(𝑄𝑄 = 2) 

0.844 0.666 0.179  

3 TIDE-DEPTH 
(𝑅𝑅 = 2) 

0.844 0.621 0.223  

Total sum of squares accounted for 0.844    

 

Note that, the proportion of variation accounted for each component is equal to the 

standardized component weights. Those standardization is obtained by division through 

the variability of the three-way interaction (that is, 𝑆𝑆(𝑇𝑂𝑇) = 39.765) and thus each 

weight represents the proportion of explained variation. The sum of the weights is equal 

to the standardized 𝑆𝑆(𝐹𝐼𝐼𝑇) (𝑆𝑆(𝐹𝐼𝐼𝑇) = 0.844). 

 

To assess the quality of the fit of a mode, it is useful to observe at their residual sum of 

squares (𝑆𝑆(𝑅𝑅𝐸𝑆)) in conjunction with their total sum of squares (𝑆𝑆(𝑇𝑂𝑇)), in 
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particular, to investigate per level the relative residual sum of squares, i.e., per level 

𝑅𝑅𝑒𝑒𝑒𝑒𝑎𝑎𝑡𝑡𝑖𝑖𝑣𝑒𝑒 𝑆𝑆(𝑅𝑅𝐸𝑆) = 𝑆𝑆(𝑅𝑅𝐸𝑆) 𝑆𝑆(𝑇𝑂𝑇)⁄  (for details see Chapter 5, Section 5.2.4). 

 

Hence: 

(1)  if a level has a high 𝑅𝑅𝑒𝑒𝑒𝑒𝑎𝑎𝑡𝑡𝑖𝑖𝑣𝑒𝑒 𝑆𝑆(𝑅𝑅𝐸𝑆), a limited amount of the data is fitted by 

the model (𝑆𝑆(𝑅𝑅𝐸𝑆) > 𝑆𝑆(𝑇𝑂𝑇)); 

(2)  if the total sum of squares �𝑆𝑆(𝑇𝑂𝑇)� is small, it does not matter that a level is 

not fitted well; 

(3)  if, per level, 𝑆𝑆(𝑇𝑂𝑇) is large, there is a large amount of variability that could not 

be modeled. 

 

All this information could be presented via the fit/residual ratio per level, that is, 

𝑆𝑆(𝐹𝐼𝐼𝑇) 𝑆𝑆(𝑅𝑅𝐸𝑆)⁄ , from which the relative performance of an element can be gauged. In 

particular, large values indicate that the level contains more fit than error information, 

and vice-versa (for details see Chapter 5, Section 5.2.4). 

 

The 𝑆𝑆(𝑅𝑅𝐸𝑆) and the 𝑆𝑆(𝐹𝐼𝐼𝑇), per level, as well as their relationships can be shown by a 

sums-of-squares plot. Figures 30 and 31 show the sums-of-squares plot for the 

environmental parameters and species in the 3 × 2 × 2 model, respectively.  

 

In each plot: 

(1) the red line indicates the average fit. It is drawn from the point (0,0) through the 

point with the average 𝑆𝑆(𝐹𝐼𝐼𝑇) and the average 𝑆𝑆(𝑅𝑅𝐸𝑆). Points above the line 

fit worse compared to the overall model fit and the points below the line fit 
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better than the overall model. The further away from the line the worse (or 

better) the fit; 

(2) the negatively sloping dashed line (and all lines that could be drawn parallel to 

it) represents points with an equal 𝑆𝑆(𝑇𝑂𝑇), and the further away a line is from 

origin, the larger total sum of squares; 

(3) point on lines fanning out from the origin have the same fit/residual ratio 

(𝑆𝑆(𝐹𝐼𝐼𝑇) 𝑆𝑆(𝑅𝑅𝐸𝑆)⁄ ). 

 

 

Figure 30. Sums-of-squares plot (or Level-Fit plot) for the levels of mode 1 (environmental 
parameters). Lines at an angle of -45 degrees are loci of points with equal 𝑆𝑆(𝑇𝑂𝑇). Fit The line 
from the point (0,0) through the point with coordinates (4.196; 0.774) separates the ILL-
FITTING points (above the line) from the WELL-FITTING points (below the line). T-water 
temperature, S-salinity, DO-dissolved oxygen, CHLa-chlorophyll a, SPM-suspended particulate 
matter and POM-particulate organic matter. 
 

Environmental
Parameters SS(TOT) SS(FIT) SS(RES) Proportional

SS(RES)
pH 5.830 5.679 0.151 0.026
DO 4.833 3.786 1.047 0.217

TEMP 7.134 6.384 0.750 0.105
SAL 2.639 2.034 0.605 0.229

DEPTH 3.114 1.310 1.804 0.579
CHLa 5.721 4.547 1.175 0.205
SPM 5.227 4.993 0.234 0.045
POM 5.266 4.838 0.428 0.081

Fitted sum of squares
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(4.196; 0.774) 
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For environmental standpoint (Fig. 30):  

- temperature is the variable with the largest total sum of squares (7.134), and 

salinity has the smallest one (2.639); 

- the best-fitting variables are pH (𝑆𝑆(𝐹𝐼𝐼𝑇) 𝑆𝑆(𝑅𝑅𝐸𝑆)⁄ = 37.61), SPM 

(𝑆𝑆(𝐹𝐼𝐼𝑇) 𝑆𝑆(𝑅𝑅𝐸𝑆)⁄ = 21.34), POM (𝑆𝑆(𝐹𝐼𝐼𝑇) 𝑆𝑆(𝑅𝑅𝐸𝑆)⁄ = 11.30) and 

temperature (𝑆𝑆(𝐹𝐼𝐼𝑇) 𝑆𝑆(𝑅𝑅𝐸𝑆)⁄ = 8.51); 

- depth, salinity, dissolved oxygen and chlorophyll a are ill represented in the 

solution. Thus, only very partial statements can be made about the influence of 

these parameters at the four sampling spring situations. 

- pH, SPM, POM and chlorophyll a have almost equal 𝑆𝑆(𝑇𝑂𝑇), but the first three fit 

much better than the last one; 

- depth is almost similar (low) in 𝑆𝑆(𝐹𝐼𝐼𝑇) and 𝑆𝑆(𝑅𝑅𝐸𝑆), which means that for all 

samples depth was an influence more or less equally at bottom or surface. 

 

For species standpoint (Fig. 31): 

- ACCL and ACTO are the species with the largest 𝑆𝑆(𝑇𝑂𝑇) (18.266 and 14.740, 

respectively), while the remainder species have extremely low values. The 

unique species that can reach a value farther from zero is the TELO species 

(although it is also low, i.e., 3.496); 

- the best-fitting species is ACCL (relative fit of 10.88); 

- the lack of fit of the majority of species is noticeable (they are located in the 

origin of the plot). Thus, only very partial statements can be made about the 

pattern of these species at the four sampling spring situations.  
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Figure 31. Sums-of-squares plot (or Level-Fit plot) for the levels of mode 2 (species). Lines at an 
angle of -45 degrees are loci of points with equal 𝑆𝑆(𝑇𝑂𝑇). The line from the point (0,0) through 
the point with coordinates (2.238; 0.413) separates the ILL-FITTING points (above the line) 
from the WELL-FITTING points (below the line). Species are coded as Table 1. 
 

The loading plot of environmental parameters (Mode 1) showed that the first three 

components of the mode environmental parameters explained 54.4%, 25.5% and 4.5% 

of total variability (Figs. 32, 33, 34 and Table 4); the loading plot of species (Mode 2) 

showed that the first two components of the mode species explained 66.6% and 17.9% 

of total variability (Fig. 35 and Table 5); and the loading plot of tide-depth conditions 

(Mode 3) showed that the first two components of the mode species explained 62.1% 

and 22.3% of total variability (Fig. 36 and Table 6).  

 

 

Species Codes SS(TOT) SS(FIT) SS(RES) Proportional SS(RES)

ACRO 0.001 0.000 0.001 0.989
ACCL 18.266 16.729 1.537 0.084
ACTO 14.740 11.712 3.028 0.205
CAHE 0.032 0.005 0.027 0.847
CECH 0.986 00.662 0.323 0.328
CLAR 0.383 0.250 0.133 0.347
COR 0.438 0.267 0.171 0.391

COPNU 0.000 0.000 0.000 0.000
IS 1.126 0.880 0.246 0.219

MOGA 0.022 0.004 0.018 0.826
OIPL 0.017 0.004 0.013 0.745
PAPA 0.006 0.001 0.005 0.855
PSEL 0.000 0.000 0.000 0.851
SAPH 0.250 0.115 0.135 0.541
TELO 3.496 2.941 0.555 0.159

Fitted sum of squares
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Table 4. Principal Coordinates for component loadings of Mode 1. Environmental variables 
codes as Figure 30. 

ENVIRONMENTAL 
PARAMETERS 

P1 
Explained variation of 

54.4% 

P2 
Explained variation of 

25.5% 

P3 
Explained variation of 

4.5% 

pH -1.041 -0.070 -0.231 

DO -0.864 0.115 -0.045 

TEMP 1.090 -0.278 -0.136 

SAL -0.306 -0.230 0.512 

DEPTH -0.395 0.324 -0.054 

CHLa 0.815 -0.500 -0.024 

SPM 0.518 0.856 -0.056 

POM 0.391 0.895 0.136 

 

The environmental information is described in terms of different loadings of each 

parameter on the three components of the first mode (Figs. 32, 33 and 34). A mixed 

(both positive and negative) pattern of loadings on environmental parameters under the 

three components of the first mode shows a differential behavior of the measured 

parameters in the study.  
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Figure 32. Loading plots (principal coordinates) for mode 1 (environmental parameters). 
Component  1  (54.4%)  vs.  Component  2  (25.5%).  Environmental  variables  codes  as 
Figure 30. 
 

Temperature and chlorophyll a under first component  1 , POM and SPM under second 

component  2 , and salinity under the third component  3  of the parameters mode 

mode  1   exhibited  high  positive  loadings,  whereas,  dissolved  oxygen  and  pH  in  1, 

chlorophyll  a  in  2,  and  pH  and  temperature  in  3  component  show  the  highest 

negative loading. 
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Figure 33. Loading plots (principal coordinates) for mode 1 (environmental parameters). 
Component 𝑃𝑃1 (54.4%) vs. Component 𝑃𝑃3 (4.5%). Environmental variables codes as 
Figure 30. 
 

It can be seen that temperature (followed by chlorophyll a) is well separated from the 

rest of the parameters along the first component (𝑃𝑃1) (Fig. 32 and Table 4), while POM 

and SPM attaining higher loadings along second component (𝑃𝑃2) (Fig. 33 and Table 4), 

as well as, salinity along third component (𝑃𝑃3) (Fig. 34 and Table 4).  
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Figure 34. Loading plots (principal coordinates) for mode 1 (environmental parameters). 
Component 𝑃𝑃2 (25.5%) vs. Component 𝑃𝑃3 (4.5%). Environmental variables codes as 
Figure 30. 
 

Among the species components (𝑄𝑄) (Fig. 35 and Table 5), the first component (𝑄𝑄1) 

shows a contrast between ACTO species, having high positive loading, and ACCL species 

(followed by TELO species) having high negative loadings, while the loadings of all the 

fifteen species in second component (𝑄𝑄2) are mostly negative. However, the larger 

contribute is marked by estuarine species, that is, ACTO species. This loading plot clearly 

segregated (by means of 𝑄𝑄1 component) species into two distinguished groups, that is, 

marine and estuarine species.  The remaining species have scores of nearly zero on the 

first component, indicating that the characteristic pattern mainly of ACTO and ACCL 

species is not shared by them. 
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Figure 35. Loading plot (principal coordinates) for mode 2 (species). Component 𝑄𝑄1 (66.6%) vs. 

Component 𝑄𝑄2 (17.9%). Species are coded as Table 1. (•) Marine species, (•) Freshwater 

species and (•) Estuarine species. For clarity, some overlapping labels were suppressed. 
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Table 5. Principal Coordinates for component loadings of Mode 2. Species are coded as Table 1. 
(M) Marine species, (F) Freshwater species and (E) Estuarine species. 

SPECIES CODES HABITAT Q1 
Explained variation of 66.6% 

Q2 
Explained variation of 17.9% 

ACRO F -0.002 -0.001 

ACCL M -2.447 -0.567 

ACTO E 1.614 -1.347 

CAHE M -0.013 -0.041 

CECH M -0.388 -0.315 

CLAR M -0.302 -0.058 

COR M -0.275 -0.159 

COPNU F 0.000 0.000 

IS M -0.440 -0.372 

MOGA M -0.029 0.026 

OIPL M -0.029 0.029 

PAPA M 0.002 0.018 

PSEL M -0.004 -0.001 

SAPH M 0.069 -0.196 

TELO M -0.935 -0.485 

 

Similarly, the information related to the sampling conditions is described through the 

loadings of each tide-depth condition on the two components (𝑅𝑅1 and 𝑅𝑅2) of third mode 

(Fig. 36 and Table 6). Further, it can be seen that the loadings of all the four sampling 

conditions in first component (𝑅𝑅1) are positive, while second component (𝑅𝑅2) 

segregated tide-depth conditions into two clearly distinguished groups. One is related to 

neap tides (NP(S) and NP(B)), while the second to the spring tides (SP(S) and SP(B)).  
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Figure 36. Loading plot (principal coordinates) for mode 3 (tide-depth conditions). 
Component 𝑅𝑅1 (62.1%) vs. Component 𝑅𝑅2 (22.3%). Tide-depth codes as Figure 27. 

 

Table 6. Principal Coordinates for component loadings of Mode 3. Tide-depth codes as Figure 
27. 

TIDE-DEPTH 
CONDITIONS 

R1 
Explained variation of 62.1% 

R2 
Explained variation of 22.3% 

NP(S) 0.631 0.555 

NP(B) 0.985 0.344 

SP(S) 0.904 -0.456 

SP(B) 0.546 -0.508 
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To interpret the relationships between the elements in different modes, which reflect 

the interactions between them, the so-called core array 𝔾𝔾 is needed (Table 7). It 

contains the amount of explained variability by the combination of components and has 

the same dimensionality as the complexity of the model, i.e. 3 × 2 × 2. Thus, the core 

element 𝑔𝑔𝑝𝑞𝑟 reflects the extent of the interaction between 𝑝𝑝 = 1,2,3, 𝑝𝑝 = 1,2 and 

𝑜𝑜 = 1,2. 

 

Note that, the sign of 𝑔𝑔𝑝𝑞𝑟 is determined by the signs of the 𝑝𝑝 elements of the first mode 

(environmental parameters), 𝑝𝑝 elements of the second mode (species) and 𝑜𝑜 elements of 

the third mode (tide-depth conditions). Thus, for the 3 × 2 × 2-model (𝑝𝑝 = 1,2,3, 

𝑝𝑝 = 1,2 and 𝑜𝑜 = 1,2), the sign of 𝑔𝑔𝑝𝑞𝑟 is obtained as follows (for details see Chapter 5, 

Section 5.2, Equation 5.2.2): 

 

𝑔𝑔𝑝𝑞𝑟 = � � � 𝑎𝑎𝑖𝑝
𝑋  𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟𝑤𝑤𝑖𝑗𝑘

4

𝑘=1

15

𝑗=1

8

𝑖=1

 

 

Besides the discussion of the core array, per se, this will also be used to construct the 

joint biplots. Therefore, for clarity and better understanding, all the important 

interactions achieved by core matrix elements will be supported by the detailed 

interpretation of the suitable joint biplot.   
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Table 7. Frontal slices of core array 𝔾𝔾. Note that, down are environmental parameters 
components and across are species components. In bold are the most important core elements 
and that will be subject to interpretation. Only combinations of factors that have high weights 
should be used for interpretation. 

Unstandardised 

Core Slice 

Proportion Explained 

Variation 

TIDE-DEPTH component 1 

 SPECIES 

component 

SPECIES 

component 

1 2 1 2 

ENVIRONMENTAL 

PARAMETERS 

Component 

1 4.514 -0.151 0.512 0.001 

2 0.006 2.033 0.000 0.104 

3 -0.323 -0.249 0.003 0.002 

TIDE-DEPTH component 2 

 SPECIES 

component 

SPECIES 

component 

1 2 1 2 

ENVIRONMENTAL 

PARAMETERS 

Component 

1 0.043 1.114 0.000 0.031 

2 2.443 0.155 0.150 0.001 

3 0.127 1.271 0.000 0.041 

 

The core matrix 𝔾𝔾 indicates that the combination of components that extracts the 

largest variability is the combination of the first component of each mode 𝑔𝑔111 = 4.514 

(Table 7 and Fig. 37). This combination of components accounted for 51.2% of the 

variability explained by the analysis and 43.2% of the total variability explained by the 

model (that is, 51.2% of 84.4%), i.e., 

 

(𝑔𝑔111)2

∑ ∑ ∑ �𝑔𝑔𝑝𝑞𝑟�
2

𝑟𝑞𝑝

=
4.5142

39.765
= 0.512 

and 

0.512 × 0.844 =  0.432. 
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Besides 𝑔𝑔111, other four prominent elements were selected from the core array 𝔾𝔾  

(Table 7 and Fig. 37), namely 𝑔𝑔212 (15% of the variance), 𝑔𝑔221 (10.4% of the variance), 

𝑔𝑔322 (4.1% of the variance) and 𝑔𝑔122 (3.1% of the variance). The remaining core 

elements show rapidly decreasing importance: more than half of them have importance 

smaller than 1.0%. Thus, the first three loading vectors in the first mode, two loading 

vectors in the second mode and two loading vectors in the third mode should be 

considered in the interpretation.  

 

 
Unstandardised core slice values 

Figure 37. Core array (𝔾𝔾) plot. The five prominent core elements 
(𝑔𝑔111, 𝑔𝑔212, 𝑔𝑔221, 𝑔𝑔322, 𝑔𝑔122) are highlighted. The remaining core elements show rapidly 
decreasing importance. 
 

• 𝒈𝟏𝟏𝟏𝟏𝟏𝟏 core element interpretation 

The first important core element 𝑔𝑔111 (explaining 52.4% of the variability, Table 7 and 

Fig. 37) with positive sign (𝑔𝑔111 = (+)4.514) indicates interaction among components 

𝑃𝑃1, 𝑄𝑄1 and 𝑅𝑅1. Since, all loadings on the conditions (tide-depth conditions) mode (𝑅𝑅1) 

g111

g212

g221

g322

g122
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are ranked according their positive values, the sign of the environmental parameters 

mode (𝑃𝑃1), and species mode (𝑄𝑄1) determine the sign of the first core element. 

 

Hence, this element can be explained considering four calculations and the first joint 

biplot (Fig. 38). 

 

Regarding the first calculation, it takes into account the high positive loadings of 𝑃𝑃1 

(temperature and chlorophyll a), high negative loadings of 𝑄𝑄1 (mainly contributed by 

ACCL and followed by TELO) and positive loadings of 𝑅𝑅1 (all tide-depth conditions) and 

the sign of the core element 𝑔𝑔111, which is “+”, resulting in the “−” sign of their product, 

that is: 

𝑃𝑃1(+) × 𝑄𝑄1(−) × 𝑅𝑅1(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (−) 

 

The second takes into account the high positive loadings of temperature and chlorophyll 

a, along 𝑃𝑃1, the high positive loading of ACTO along 𝑄𝑄1 and positive sign of sampling 

tide-depth conditions along 𝑅𝑅1 and the positive sign of the core element 𝑔𝑔111 resulting in 

the “+” sign of their product, that is: 

𝑃𝑃1(+) × 𝑄𝑄1(+) × 𝑅𝑅1(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (+) 

 

The third calculation step takes into account the high negative loadings of 𝑃𝑃1 (pH and 

dissolved oxygen), high positive loadings of 𝑄𝑄1 (clearly highlighted by ACTO) and 

positive loadings of R1 and the sign of the core element resulting in the “−” sign of their 

product, that is: 

𝑃𝑃1(−) × 𝑄𝑄1(+) × 𝑅𝑅1(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (−) 
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Finally, the fourth takes into account the high negative loadings of pH and dissolved 

oxygen along 𝑃𝑃1, high negative loadings of ACCL and TELO species along 𝑄𝑄1 and positive 

sign of sampling tide-depth conditions along 𝑅𝑅1 and the sign of the core element 

resulting in the “+” sign of their product, that is: 

𝑃𝑃1(−) × 𝑄𝑄1(−) × 𝑅𝑅1(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (+) 

 

 

Figure 38. First vs. second component of joint biplots (symmetric scaling of displayed modes) of 
Mode 1 (ENVIRONMENTAL PARAMETERS, 51.6% of the variance) and Mode 2 (SPECIES, 10.6% 

of the variance) for TIDE-DEPTH component 1. Species are coded as Table 1. (•) Marine species, 

(•) Freshwater species and (•) Estuarine species. For clarity, some overlapping labels were 
suppressed. Environmental parameters codes as Figure 30. 
 

 

TIDE-DEPTH component 1
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The first joint biplot (Fig. 38) is projected onto the first component of tide-depth 

condition (𝑅𝑅1) and it explains 62.2% of the variance. This biplot depicts the interaction 

environment × species at the neap (sub-surface, NP(S) and bottom, NP(B)) and spring 

(sub-surface, SP(S) and bottom, SP(B)) tides (since all conditions have positive sign 

along 𝑅𝑅1). It can thus be pointed out that, in general, for all tide-depth conditions, 

marine species (mainly for ACCL and TELO) have a positive interaction with pH, 

dissolved oxygen and salinity (i.e., abundances were higher for higher values of pH, 

dissolved oxygen and salinity) but a negative interaction with POM, SPM, temperature 

and chlorophyll a; ACTO species (estuarine affinity) has positive interaction with 

temperature, chlorophyll a and salinity (although to a lesser extent) and negative with 

POM, SPM, dissolved oxygen, pH and depth (that is, ACTO species were lesser abundant 

when POM, SPM, dissolved oxygen, pH and depth increased).  

 

In general, pH, dissolved oxygen, POM, SPM, temperature and chlorophyll a reflects 

more environment-species interaction variability associated with the first component of 

the third mode (longer arrows from the centre of the biplot), than depth and salinity 

(shorter arrows). The remainder species, located at the centre of the biplot, had low 

interactions with all environmental parameters during all tide-depth conditions.  

 

• 𝒈𝟐𝟏𝟏𝟐 core element interpretation 

The core element 𝑔𝑔212 = (+)2.443 (which explains 15% of the variability, Table 4) 

expresses the interactions among components 𝑃𝑃2, 𝑄𝑄1 and 𝑅𝑅2. Since, 𝑃𝑃2, 𝑄𝑄1 and 𝑅𝑅2 have 

a mixed (positive and negative) pattern of loadings, this element can be explained by 

taking into account the different combinations of these components based on the sign 
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(positive and negative) of loadings and, simultaneous by the inspection of the second 

joint biplot (Fig. 39). 

 

Hence, it is possible to considerer positive loadings of all three components (𝑃𝑃2(+), 

𝑄𝑄1(+) and 𝑅𝑅2(+)) or positive loadings of 𝑃𝑃2(+) with negative loadings of both 𝑄𝑄1(−) 

and 𝑅𝑅2(−); or positive loadings of 𝑄𝑄1(+) with negative loadings of  𝑃𝑃2(−) and 𝑅𝑅2(−); 

or positive loadings of 𝑅𝑅2(+) with negative loadings of 𝑃𝑃2(−) and 𝑄𝑄1(−). Note that, all 

these combinations lead to positive interactions (since the core element 𝑔𝑔212 is 

positive). 

 

That is, 

�

�𝑃𝑃2(+)𝑄𝑄1(+)𝑅𝑅2(+)
𝑃𝑃2(−)𝑄𝑄1(−)𝑅𝑅2(+)� 𝑒𝑒𝑒𝑒𝑎𝑎𝑝𝑝𝑡𝑖𝑑𝑒     ⟹ (+)

𝑜𝑜𝑜𝑜

�𝑃𝑃2(+)𝑄𝑄1(−)𝑅𝑅2(−)
𝑃𝑃2(−)𝑄𝑄1(+)𝑅𝑅2(−)� 𝑒𝑒𝑝𝑝𝑜𝑜𝑖𝑖𝑒𝑒𝑔𝑔𝑡𝑖𝑑𝑒 ⇒ (+) ⎭

⎪⎪
⎬

⎪⎪
⎫

 𝑔𝑔212(+) ⇒ 𝑝𝑝𝑜𝑜𝑒𝑒𝑖𝑖𝑡𝑡𝑖𝑖𝑣𝑒𝑒 𝑖𝑖𝑒𝑒𝑡𝑡𝑒𝑒𝑜𝑜𝑎𝑎𝑐𝑐𝑡𝑡𝑖𝑖𝑜𝑜𝑒𝑒 

 

Also, it is possible to considerer negative loadings of all three components (𝑃𝑃2(−), 

𝑄𝑄1(−) and 𝑅𝑅2(−)) or negative loadings of 𝑃𝑃2(−) with positive loadings of both 𝑄𝑄1(+) 

and 𝑅𝑅2(+); or negative loadings of 𝑄𝑄1(−) with positive loadings of  𝑃𝑃2(+) and 𝑅𝑅2(+); 

or negative loadings of 𝑅𝑅2(−) with positive loadings of 𝑃𝑃2(+) and 𝑄𝑄1(+). In an 

analogous way, all these combinations lead to negative interactions (since the core 

element 𝑔𝑔212 is positive).  
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That is, 

�

�𝑃𝑃2(+)𝑄𝑄1(−)𝑅𝑅2(+)
𝑃𝑃2(−)𝑄𝑄1(+)𝑅𝑅2(+)� 𝑒𝑒𝑒𝑒𝑎𝑎𝑝𝑝𝑡𝑖𝑑𝑒     ⇒ (−)

𝑜𝑜𝑜𝑜

�𝑃𝑃2(+)𝑄𝑄1(+)𝑅𝑅2(−)
𝑃𝑃2(−)𝑄𝑄1(−)𝑅𝑅2(−)� 𝑒𝑒𝑝𝑝𝑜𝑜𝑖𝑖𝑒𝑒𝑔𝑔𝑡𝑖𝑑𝑒 ⇒ (−)⎭

⎪⎪
⎬

⎪⎪
⎫

 𝑔𝑔212(+) ⇒ 𝑒𝑒𝑒𝑒𝑔𝑔𝑎𝑎𝑡𝑡𝑖𝑖𝑣𝑒𝑒 𝑖𝑖𝑒𝑒𝑡𝑡𝑒𝑒𝑜𝑜𝑎𝑎𝑐𝑐𝑡𝑡𝑖𝑖𝑜𝑜𝑒𝑒 

 

 

Figure 39. First vs. second component of joint biplots (symmetric scaling of displayed modes) of 
Mode 1 (ENVIRONMENTAL PARAMETERS, 15.3% of the data variance) and Mode 2 (SPECIES, 
7% of the data variance) for TIDE-DEPTH component 2, which is dominated by the contrast of 

NP(S) and NP(B) vs. SP(S) and SP(B) (see Fig. 36 and Table 6). Species are coded as Table 1. (•) 

Marine species, (•) Freshwater species and (•) Estuarine species. For clarity, some overlapping 
labels were suppressed. Environmental parameters codes as Figure 30.  
 

TIDE-DEPTH component 2

𝑒𝑒𝑒𝑒𝑎𝑎𝑝𝑝 𝑡𝑖𝑑𝑒        𝑅𝑅2(+) 

𝑒𝑒𝑝𝑝𝑜𝑜𝑖𝑖𝑒𝑒𝑔𝑔 𝑡𝑖𝑑𝑒  𝑅𝑅2(−) 
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The second join biplot (Fig. 39) illustrates the environmental × species projected onto 

the second component of tide-depth conditions (𝑅𝑅2) and explains 22.3% of the variance. 

Since the second component of the tide-depth contrasts conditions NP(S) (0.555, see 

Table 6) and NP(B) (0.344, see Table 6) vs. SP(S) (−0.4056, see Table 6) and SP(B) 

(−0.508, see Table 6), then species with positive interaction in NP(S) or NP(B) should 

have negative interaction in  SP(S) or SP(B) and vice-versa (Fig. 39). Thus, during neap 

tides (positive sign along 𝑅𝑅2), ACTO species has a positive interaction (i.e., were more 

abundant) with respect to environmental parameters pH, dissolved oxygen, depth, POM 

and SPM, but negative interaction (i.e., were less abundant) with salinity, chlorophyll a 

and temperature, whereas ACCL and TELO have a positive interaction with pH, dissolved 

oxygen, chlorophyll a and temperature, but an inverse interaction with depth, POM, SPM 

and salinity. It is important to note that estuarine species as well as marine species 

shared the same negative interaction with salinity (that is, at neap tide, as higher the 

salinity the lower the abundance).  

 

Regarding spring tides, with negative values on the component 𝑅𝑅2, relationships 

between the species and environmental parameters are reversed. Thus ACTO species 

interacted positively with salinity, chlorophyll a and temperature and negatively with 

pH, dissolved oxygen, depth, POM and SPM. Hence, ACTO species increased when 

salinity, chlorophyll a and temperature were high and decreased for high values of pH, 

dissolved oxygen, depth, POM and SPM.  Similarly, ACCL and TELO have a positive 

interaction with respect to depth, POM, SPM and salinity, whereas with pH, dissolved 

oxygen, chlorophyll a and temperature the interaction was in a negative way. Once 

more, the interactions with salinity play an important role, since during spring tides 
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(sub-surface and bottom) both estuarine and marine species shared the same positive 

three-way interaction.   

 

Figure 39 show that not all environmental parameters made the same contribution to 

the three-way interaction variability (the lengths of the arrows are not similar). Hence, 

dissolved oxygen, depth and temperature presented small contribution to explain the 

interactions, when compared to the remainder parameters, which had a sizeable 

contribution. On the other hand, the majority of the species, including freshwater 

populations, presented low interactions with all environmental parameters during 

spring and neap tides (Fig. 39).  

 

• 𝒈𝟐𝟐𝟏𝟏 core element interpretation 

The third prominent core element (𝑔𝑔221 = (+)2.033) describes the interaction among 

components 𝑃𝑃2, 𝑄𝑄2 and 𝑅𝑅1 and explains 10.4% of variability (Table 7 and Fig. 37). As 

mentioned, 𝑃𝑃2 is mainly contributed by POM and SPM with positive loadings and by 

chlorophyll a and temperature with negative loadings (Figs. 32 and 34, and Table 4). 

The sampling tide-depth conditions along 𝑅𝑅1 are ranked according to their positive 

values, while species densities (𝑄𝑄2) are for the most part ranked according to their 

negative values, with emphasis for the larger contribute of ACTO species (Figs. 36 and 

35, respectively). Since, 𝑄𝑄2 represents an entire assemblage copepods community 

(pointed out by ACTO species) and hence, could be recognized as a baseline pattern and 

𝑅𝑅1 concerns all sampling conditions, a relatively simple assessment of core elements 

sign and components loadings signs supported by the assessment of the first joint biplot 

(Fig. 38) is sufficient in this case.  
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Hence, the first sign combination takes into account the high positive signs of POM and 

SPM (along 𝑃𝑃2), the negative sign of species densities along 𝑄𝑄2, the positive sign of all 

sampling conditions along 𝑅𝑅1 and the sign of the core element 𝑔𝑔221, which is “+”, 

resulting in the “−” sign of their product, that is: 

𝑃𝑃2(+) × 𝑄𝑄2(−) × 𝑅𝑅1(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (−) 

 

The second calculation takes into account the negative sign of chlorophyll a and 

temperature and, the same as above, signs of remaining parts of equation resulting in 

the “+” sign of the product, that is: 

𝑃𝑃2(−) × 𝑄𝑄2(−) × 𝑅𝑅1(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (+) 

 

Thus, for all tide-depth conditions, POM and SPM interacted negatively with the 

generality of copepods community, while chlorophyll a and temperature presented a 

positive interaction mainly for estuarine species (ACTO) (Fig. 38).  

 

• 𝒈𝟑𝟐𝟐 core element interpretation 

Interaction among 𝑃𝑃3, 𝑄𝑄2 and 𝑅𝑅2 components is expressed by core element 

𝑔𝑔322 = (+)1.271 (Table 7 and Fig. 37). To facilitate the interpretation of this three-way 

interaction, the joint biplot that displays species and tide-depth conditions projected 

onto third component of the environment mode, was built (Fig. 40). Therefore, this plot 

represents species response patterns relative to the tide-depth conditions associated 

with a particular combination of environmental parameters (𝑃𝑃3). 
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Figure 40. First vs. second component of joint biplots (symmetric scaling of displayed modes) of 
Mode 3 (TIDE-DEPTH, 4.3% of the data variance) and Mode 2 (SPECIES, 0.2% of the data 
variance) for PARAMETRS component 3, which is dominated by the contrast of the environment 
pattern characterized by salinity and POM vs. the environment pattern characterized by pH, 
dissolved oxygen, temperature, depth, chlorophyll a and SPM (see Figs. 33 and 34, and Table 4). 

Species are coded as Table 1. (•) Marine species, (•) Freshwater species and (•) Estuarine 
species. For clarity, some overlapping labels were suppressed. Tide-depth codes as Figure 27. 
 

Thus, 𝑃𝑃3 is mainly contributed by high positive loadings of salinity (and POM however 

with lower importance) and (a weak) negative loadings of pH, depth, dissolved oxygen, 

chlorophyll a, SPM and temperature. Similarly as above along 𝑄𝑄2, almost loadings have 

negative sign, and most contribute is made by ACTO species. Component 𝑅𝑅2, as 

described earlier, discriminated neap from spring tides. Since, for 𝑄𝑄2 only negative 

loadings are relevant and, to retain the positive sign of this core element, positive and 

ENVIRONMENTAL PARAMETRS component 3
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negative loadings of the components 𝑃𝑃3 and 𝑅𝑅2 or negative loadings of 𝑃𝑃3 and positive 

loadings of 𝑅𝑅2 or vice-versa may be considered. 

 

Therefore, four calculations are required to explain the 𝑔𝑔322 element and hence, to 

explain the inherent interaction that describes 4.1% of the variability. 

 

The first one takes into account the high positive sign of salinity (followed by POM) 

along 𝑃𝑃3, the negative sign of species (pointed out by ACTO species) along 𝑄𝑄2 and the 

positive sign of sampling tide-depth conditions (neap tides) along 𝑅𝑅2 and the positive 

sign of the core element, resulting in the “−” sign of their product, that is: 

 

𝑃𝑃3(+) × 𝑄𝑄2(−) × 𝑅𝑅2(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (−) 

 

The second takes into account the same as above (high positive sign of salinity along 𝑃𝑃3 

and the negative sign of species along 𝑄𝑄2), combined with the negative sign of spring 

tides along 𝑅𝑅2 and the sign of the core element resulting in the “+” sign of their product, 

that is: 

𝑃𝑃3(+) × 𝑄𝑄2(−) × 𝑅𝑅2(−) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (+) 

 

As a result, in general, the response pattern described by these combinations and 

depicted in figure 40 show that for saline waters the copepods community (highlighted 

by ACCL, TELO and ACTO species) had low density during neap tides, whereas during 

spring tides copepods densities increase. Only ACCL species presented an exceptional 

pattern at bottom during neap tide (NP(B)). However, this exception is not noticeable, 



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

189 
 

since NP(B) has ACCL density somewhat superior than average as well the second 

component axis only explains 0.2% of total variability. 

 

The third calculation step takes into account the negative signs along 𝑃𝑃3 and 𝑄𝑄2, and 

positive sign of tide-depth samples along 𝑅𝑅2 and the sign of the core element, which is 

“+”, resulting in the “+” sign of their product, that is: 

 

𝑃𝑃3(−) × 𝑄𝑄2(−) × 𝑅𝑅2(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (+) 

 

On the other hand, the last combination of component loadings leads to consider the 

negative signs of all the three components (𝑃𝑃3(−), 𝑄𝑄2(−), 𝑅𝑅2(−)) and the positive sign 

of the core element, resulting in the “−” sign of their product, that is: 

 

𝑃𝑃3(−) × 𝑄𝑄2(−) × 𝑅𝑅2(−) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (−) 

 

In this case it can be pointed out that, in general, for lower salinities the relationships 

between the species and conditions are reversed. So, on the whole, species densities 

increase during neap tides but decreases in spring tides when salinity was lower (Fig. 

40). 

 

All conditions contribute in the same manner to the three-way interaction variability 

(the lengths of the vectors are similar). Again all other species reveled to have low 

interactions with the four tide-depth conditions.      
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• 𝒈𝟏𝟏𝟐𝟐 core element interpretation 

The last important core element 𝑔𝑔122 = (+)1.114 (explaining 3.1% of variability, Table 

7 and Fig. 37) indicates 𝑃𝑃1, 𝑄𝑄2 and 𝑅𝑅2 interaction. All components are already described 

(Figs. 32, 33, 34, 35, 36 and Fig. 39). Thus, since the core element has a positive sign and 

considering the negative signs along 𝑃𝑃1 (mainly for pH and dissolved oxygen) and 𝑄𝑄2 

(species densities) and the positive loadings along 𝑅𝑅2, the interaction results in a “+” 

sign, that is: 

 

𝑃𝑃1(−) × 𝑄𝑄2(−) × 𝑅𝑅2(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (+) 

 

Similarly as above, but now considering negative loadings along 𝑅𝑅2, the product 

calculation results in a “−” sign, that is: 

 

𝑃𝑃1(−) × 𝑄𝑄2(−) × 𝑅𝑅2(−) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (−) 

 

Finally, when 𝑅𝑅2 and 𝑃𝑃1 loadings are positive and 𝑄𝑄2 is negative, product results in a 

negative interaction, that is: 

 

𝑃𝑃1(+) × 𝑄𝑄2(−) × 𝑅𝑅2(+) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (−) 

 

In a similar way, but for negative loadings of 𝑅𝑅2, their product results in appositive 

interaction, that is: 

 

𝑃𝑃1(+) × 𝑄𝑄2(−) × 𝑅𝑅2(−) × 𝑐𝑐𝑜𝑜𝑜𝑜𝑒𝑒(+) = (+) 
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Thus, during neap tides (positive sign along 𝑅𝑅2), the generality of species presented 

higher densities with respect to pH and dissolved oxygen, while estuarine species had 

inferior densities with respect chlorophyll a and temperature. On the contrary, during 

spring tides the interpretation of the response patterns of species by means of 

environmental parameters projected onto the second component of tide-depth 

conditions (𝑅𝑅2) will be exactly the opposite of the interpretation previously given (i.e., 

for neap tides) (Fig. 39). 

 

5.4.4.2 COMPARISON WITH STATICO 

The STATICO method proceeds in three stages (Fig. 41): (1) the first stage consists in 

analyzing each table by a one-table method (normed PCA of the environmental variables 

and centered PCA of the species data); (2) after that, each pair of tables is linked by the 

Co-Inertia analysis (Dolédec and Chessel, 1994) which provides an average image of the 

co-structure (species-variables cross-table); (3) Partial Triadic Analysis (PTA) 

(Jaffrenou, 1978; Thioulouse and Chessel, 1987; Blanc et al., 1998) is finally used to 

analyze this sequence. PTA is a three step procedure, namely the interstructure, the 

compromise and the intrastructure (or trajectories) analyses (for details of the method, 

see Chapter 3, Section 3.3; calculations and graphs were done using ADE-4 software, 

available at http://pbil.univ-lyon1.fr/ADE-4 (Thioulouse et al., 1997)). 

http://pbil.univ-lyon1.fr/ADE-4�
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Figure 41. Statistical method scheme for STATICO technique: (1) Basic analyses (PCA for 
species abundance and environmental tables) are performed on each table; (2) Co-inertia 
analyses allow linkage of the pairs of PCA-PCA, producing a sequence of 4 cross-tables; 
(3) PTA is finally used to analyze this sequence. The data structure is a sequence of four 
paired ecological tables. Species densities (dimension 25 ×  15) and environmental 
parameters (dimension 25 × 8) are tables in the pair. 𝑊𝑊𝑘 is the cross-table at 4 
occurences of tide-depth conditions. 



CHAPTER 5: TUCKER-CO: ANEW METHOD FOR THE SIMULTANEOUS ANALYSIS OF A SEQUENCE OF 
PAIRED TABLES 

 
 

193 
 

The solution with three components for first mode and two components for second and 

three modes accounted for 84.4% of the variability, which compares reasonably well 

with the STATICO solution for the tide-depth conditions of 88% (Fig. 42) and for the 

species-environment compromise of 82% (Fig. 43).  

 

 

Figure 42. Results of the STATICO method. (a) Interstructure plot showing the four tide-depth 
conditions and the importance of the corresponding tables in the definition on the compromise 
(coordinate of the points on the first axis); (b) Typological value indices table: weights represent 
the weights of tables in the compromise and 𝑐𝑐𝑜𝑜𝑒𝑒2 is the square cosine between each table and 
the approximated compromise; (c) Typological values plot of the four tables (𝑐𝑐𝑜𝑜𝑒𝑒2 vs. weights). 
Neap surface and bottom are coded as NP(S) and NP(B) and, similarly, spring surface and 
bottom are coded as SP(S) and SP(B). 
 

In general, all the previously conclusions were also achieved by the STATICO method. In 

the first instance and, in general, it is possible to observe that the pattern observed for 

the three modes, parameters, species and tide-depth conditions resembles the pattern of 

those modes obtained by the STATICO method (see Figs. 42, 43 and 44). However, for 

parameters and species the sequence of factors obtained in both methods is reversed. 

The first quadrant of CO-TUCKER corresponds to the four quadrant of STATICO 
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compromises (Fig. 47). Similar situation was reported by Stanimirova et al. (2004). On 

the other hand, regarding tide-depth conditions loadings plot (Fig. 36), it is clearly 

observed that the same pattern (in the same order) are reported by STATICO 

interstructure plot along axis 1 (Fig. 42). Note that, both methods explained similar 

proportion of total data variance, i.e., 63% and 62% for STATICO interstructure and 

tide-depth loadings plot, respectively.  

 

Figure 43. Results of the STATICO method. (a) Compromise analysis principal axes map for 
environmental parameters. Environmental parameters codes as Figure 30; (b) Compromise 

analysis principal axes map for copepods species. Species are coded as Table 1. (•) Marine 

species, (•) Freshwater species and (•) Estuarine species; (c) Explaining variance diagram of 
the compromise analysis. 
 

Taking into account the results obtained by the interpretation of the first core element 

(i.e., 𝑔𝑔111, which extracts the largest variability explained by the analysis, that is, 51.2%; 

see Fig. 38 and Table 7), as well as the results achieved by the STATICO compromise 

(Fig. 43) and trajectories (Fig. 48) plots, some considerations should be made.  
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Therefore, regarding the position of the species in the compromise (Fig. 43b), they are 

distributed by their salinity affinity (and the correlated factors), with estuarine (ACTO) 

species on the right side and marine species on the left side. Actuality, the environment 

variables that separates ACTO from ACCL and TELO are temperature and chlorophyll a 

(at right side), and dissolved oxygen and pH (followed by the depth) (at left side). This 

was perfectly achieved by the first joint biplot (Fig. 38). So, the estuarine populations 

were associated with warm and less saline water, while the marine assemblage was 

characterized by higher values of salinity, pH and dissolved oxygen, related with deeper 

and colder water (Figs. 43 and 38). 
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Figure 44. Results of the STATICO method. (a) Environmental intrastructure plot at each 
condition (neap surface, bottom and spring surface, bottom). (b) Species intrastructure plot at 
the same conditions. Environmental parameters codes as Figure 30. Species are coded as Table 

1. (•) Marine species, (•) Freshwater species and (•) Estuarine species. Tide-depth codes as 
Figure 42. 
 

On the other hand, with respect to trajectories plots (Fig. 44) the patterns observed also 

resembled CO-TUCKER first joint biplot. For instance, pH and dissolved oxygen also 

appeared in association to ACCL (the more abundant marine species) and in opposition 

to ACTO (the more abundant estuarine species). In addition, the inverse association 

between ACCL and temperature and chlorophyll a, presented a similar pattern (mainly 

for spring tides and less for neap tide, sub-surface, which is not atypical since this is the 

condition with minor 𝑐𝑐𝑜𝑜𝑒𝑒2; see Fig. 42).  
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However, looking in more detail some of the results, figure 38 also showed that pH, 

dissolved oxygen, POM, SPM, temperature and chlorophyll a reflects more environment-

species interaction variability associated with the first component of the tide-depth 

mode, than depth and salinity. This is an important result of CO-TUCKER model, since it 

demonstrates that the method captures not what it is obvious but what differentiates 

the species assemblages. For instance, it is evident that marine species have positive 

interaction with high saline waters, while estuarine species have a preference of low 

saline waters. On the other hand, the positive/negative interactions detected with the 

high-potential parameters could be more relevant to explain these copepods community 

patterns distribution.  

 

By observing the second joint biplot (Fig. 40) and the second more important 

interaction (𝑔𝑔212) captured by the CO-TUCKER model (which explains 15% of the 

variability, Table 7), it is important to note that, estuarine species as well as marine 

species shared the same interaction with salinity (negative during neap tides and 

positive during spring tides). Thus result was not clearly captured by STATICO plots 

(Figs. 43 and 44). The reason for this is probably within the purpose of the method, 

which is to find a consensus configuration and/or compare configurations. Thus, the 

method highlights what occurs in average and in a structured way (with a good 

performance and because it is inherent to its purpose), but does not put in evidence the 

corresponding parameters that more interact (in a non-consensual way) with the 

species assemblages. So, CO-TUCKER model assumes an important role, since it achieves 

results that emphasize what is not trivial and could be essential to the comprehension of 

ecosystem function.  
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Similarity as CO-TUCKER model, freshwater species (COPNU, ACRO) presented scores of 

nearly zero on the two components (meaning that, in general, they do not play an 

important role in the species-environment relationship pattern). 

 

STATICO also enables to plot the projection of the samples in respect to the diel and tidal 

cycle, of each original table on the compromise axes, in terms of species abundance and 

environmental factors structures (Fig. 45).  

 

Figure 45. Trajectories factor plots of the STATICO analysis: projection of the samples in respect 
to tidal and diel cycle on the first factorial plan of the compromise analysis, for each tide-depth 
condition. Each sample is represented by two points: one is the projection of the row of the 
species table (circle, “•” or “o”: origin of arrows), and the other is the projection of the row of the 
environmental table (“→”, end of arrows). The length of the connecting line reveals the 
disagreement or the consensus between the two profiles (species–environment), i.e., the length 
of the line is proportional to the divergence between the datasets. When the datasets agree very 
strongly (that is, when variables strongly influence the species’ distribution), the arrows will be 
short. Likewise, a long arrow demonstrates a locally weak relationship between the 
environment and copepod features for that case. L-Low tide, H-High tide, E-Ebb tide, F-Flood 
tide. Black and white circles represent samples of night and day, respectively. The scale of the 
graph is given in the rounded box. 
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Hence, it is possible to discuss the correlation between species distribution and 

environmental factors. This diagram can take advantage over joint biplots because 

highlights species-environment relationships by means of diel and tidal cycle. However, 

it is advantageous only when strong structures are under study. Otherwise the two-way 

correlation (and the identification of each species and/or environmental parameters 

that reveals the disagreement or the consensus) provided by figure 45 can only be 

general, since loss information occurs by “condensing” the two profiles (species–

environment) in that way (that is, circles and arrows). Moreover by this diagram is not 

possible to quantify the intensity of the correlation. In this sense, the CO-TUCKER 

approach has an advantage, since from the information given by the core matrix that 

intensity is measured.  

 

5.4.6 MOST IMPORTANT RESULTS OF THE COMPARASION 

Some differences between the results of STATICO and the CO-TUCKER approach can be 

expected due to the different objectives of the methods. CO-TUCKER is a decomposition 

model, which fit the original data as well as possible, whereas STATICO reveals object 

distributions on the compromise plot. In this study STATICO and CO-TUCKER methods 

gave interpretable results, presented similar results and, in general, captured the same 

information about species-environment relationship. 

 

STATICO is dedicated to visualize the agreement between species-environment 

relationships in each condition (here tide-depth) and between them. CO-TUCKER model 

allows easier visualization of the data structure highlighting each source of variability, in 
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particular capturing species assemblages' distribution which is common in ecological 

studies. It provides a better insight into data structure, since it take into account the 

three-dimensional structure of the data. Moreover CO-TUCKER model reduce the noise, 

and shows which of the original variables are correlated and which of them are the most 

significant for a certain environmental problem description. So, one of the major 

advantages of modeling ecological data sets with CO-TUCKER model is the gain in 

interpretability. 

 

Nevertheless, Tucker models do not integrate the two data sets (species and 

environment sets) which makes more difficult to interpret the species-relationship by 

each condition. On the other hand, STATICO study the relationships between species and 

their environment through a pair of ecological tables but it cannot be generalized to 

more than three-way data and it is only exploratory tool since it cannot be used in a 

modeling context as can be done with multi-way models. In addition, STATICO captures 

what works in a structured way (by means of species-environment relationships), i.e., it 

shows what acts by consensus, without explaining the three-way interaction between 

the entities under study (here species × environment × tide-depth conditions). 

 

Thus, CO-TUCKER is a combined approach of the two previous methods which takes 

advantage of both. Thus, the multivariate modeling of species data collected at four 

sampling tide-depth conditions provided by CO-TUCKER indicated that it is possible to 

obtain considerable information about a specific environment which could not be 

directly derived from the usual multi-tables methods. 
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CO-TUCKER could be more attractive for complex data sets analysis since it allows for 

choosing a different number of components per matrix. This could be very important 

because in many studies relevant information, or non-trivial, it is beyond the first two 

principal axes. This study is an example of this. The 𝑔𝑔322 element (explaining 4.1% of 

data variance) of the core matrix, although not the most important, is within the five 

most important interactions, enabling the devising environmental conditions for which 

species and tides interact positively or negatively.  

 

Most of the multi-tables methods look for some resemblances between tables (or 

matrices) and not for differences. If there are mainly differences between data sets, then 

these methods will point out that there is no common structure and some explorations 

have to be made to explain them with other techniques. Moreover, as the first axes of 

these methods will show the main accordance between tables, a look at higher 

dimensions of three-way models can give information on the differences between both 

tables, that is, species-environment tables.  

 

The decision whether the use of STATICO or of CO-TUCKER is entirely connected to the 

research objective as well as the how much the data structure is strong.  

 

Given the two set of solutions offered by the two approaches (STATICO and CO-

TUCKER), a fundamental question is how the solutions of the models are comparable in 

practice and whether one representation holds an advantage over the other. Clearly, 

there is no unequivocal answer to this question as it is data dependent. The important in 
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the selection of one or another multi-way model is to assess correctly whether any given 

solution is technically acceptable and can be interpreted. 

 

However, the use of CO-TUCKER approach may lead to more interesting results as it 

combines the Co-Inertia Analysis with the core weights provided by the Tucker3 model 

and yield better understanding of patterns of variability associated to experimental 

factors.    

 

Finally, it is important to note that the technique has been illustrated with species 

density and environmental parameters data. However other types of three-way data can 

be handled in a similar manner.  
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CONCLUSIONS 

The comprehensive review of the literature in the field of ecology enabled: 

 

1. Understanding the impact of descriptive multivariate methods for analysis of 

data organized in a two-way matrix, in a data cube, in two matrices and/or two 

cubes, concluding that the Correspondence Analysis and the Canonical 

Correspondence Analysis techniques are used in a high percentage of published 

articles. The use of STATIS family methods is much inferior, although growth was 

detected during the study period. Models of the Dutch school, despite capturing 

information that can be much more relevant, are practically unknown to 

ecologists. 

 

2. In the literature, there is no procedure to describe not only the stable part of the 

relationship between two data sets (observed at different times or conditions), 

but also the changes in the structures. 

 

A general framework for analyzing three-way multivariate data from ecological studies 

was proposed, in which it was shown that: 

 

3. In many three-way data sets (objects × variables × conditions) the relevant 

information (or non-trivial) is beyond the first two principal components. 

 

4. The use of multi-table methods to investigate the consensus configurations (as in 

the case of Partial Triadic Analysis and STATICO) provide, in many cases, “only” 
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the trivial information that is expressed through the first two principal 

components. 

 
5. The use of such multi-tables methods only shows the common structure, and 

when this common structure is nonexistent some additional examinations should 

be performed. 

 
6. The use of three-way models (for three-way data sets) gains an advantage, since 

it allows choosing a different number of components of each mode. 

 
7. A new method of multivariate analysis to analyze two sets of three-way tables 

was developed, which, following the terminology of Thiolouse was called CO-

TUCKER. The name CO-TUCKER means “CO-inertia and TUCKER", since first use 

Co-Inertia Analysis 𝑘𝑘 times to compute the sequence of k cross-covariance tables, 

and then Tucker3 model to analyze this new 𝑘𝑘-table. 

 
8. The model solves problems when the objective is to highlight the differences and 

not the common configurations within the data. Unlike other related models, CO-

TUCKER model proves to have some intrinsic and unique properties due to its 

relationship with the STATICO and the Tucker3 model. 

 
9. The fact that the new proposed model requires the use of calculation algorithms 

means that changes in the algorithm can provide modifications to the model. 

 
10. With the new proposal was reached that: 

Because of parsimony and correspondence between the nature of the data 

and the model results of high structural quality, as well as more interpretable, 
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were achieved. In addition, through the core matrix and the joint biplots, 

these results capture better and / or more real predictions. It also highlights 

information about the differences between data tables and provides a better 

understanding of the patterns of variability associated with temporal and 

spatial changes of complex data sets. 

 

11.  The contribution of the group of experts in Marine Ecology, which facilitated the 

interpretation of results from analysis of the real data that was used, showed that 

the interaction between statisticians and ecologists not only enriches one or the 

other, but also the Science. 
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The study of bacterioplankton dynamics in the 
Berlengas Archipelago (West coast of Portugal)                 
by applying the HJ‐biplot method 

SUSANA MENDES 1,2, M.J. FERNÁNDEZ‐GÓMEZ 2, M.P. GALINDO‐VILLARDÓN 2,                    
F. MORGADO 3, P. MARANHÃO 1,4, U. AZEITEIRO 4,5 & P. BACELAR‐NICOLAU 4,5  

Mendes, S., M.J. Fernández-Gómez, M.P. Galindo-Villardón, F. Morgado, P. 
Maranhão, U. Azeiteiro & P. Bacelar-Nicolau 2009. The study of bacterioplankton 
dynamics in the Berlengas Archipelago (West coast of Portugal) by applying the 
HJ-biplot method. Arquipélago. Life and Marine Sciences 26: 25-35. 

The relationship between bacterioplankton and environmental forcing in the 
Berlengas Archipelago (Western Coast of Portugal) were studied between 
February 2006 and February 2007 in two sampling stations: Berlenga and Canal, 
using an HJ-biplot. The HJ-biplot showed a simultaneous display of the three 
main metabolic groups of bacteria involved in carbon cycling (aerobic 
heterotrophic bacteria, sulphate-reducing bacteria and nitrate-reducing bacteria) 
and environmental parameters, in low dimensions. Our results indicated that 
bacterial dynamics are mainly affected by temporal gradients (seasonal gradients 
with a clear winter versus summer opposition), and less by the spatial structure 
(Berlenga and Canal). The yearly variation in the abundance of aerobic 
heterotrophic bacteria were positively correlated with those in chlorophyll a 
concentration, whereas ammonium concentration and temperature decreased with 
increasing phosphates and nitrites concentration. The relationship between aerobic 
heterotrophic bacteria, chlorophyll a and ammonium reveals that phytoplankton is 
an important source of organic substrates for bacteria. 

Key words: Berlengas Natural Reserve, aerobic heterotrophic bacteria, sulphate-reducing 
bacteria, nitrate-reducing bacteria 

Susana Mendes (e-mail: smendes@estm.ipleiria.pt); 1GIRM-Research Group on Marine 
Resources, Polytechnic Institute of Leiria, School of Tourism and Maritime Technology, 
Campus 4, PT-2520-641 Peniche, Portugal; 2University of Salamanca, Department of 
Statistics, ES-37007 Salamanca, Spain; 3CESAM-Centre for Environmental and Marine 
Studies and Department of Biology, University of Aveiro, PT-3810-193 Aveiro, Portugal;        
4IMAR - Institute of Marine Research, University of Coimbra, Department of Zoology,      
PT-3004-517 Coimbra, Portugal; 5Open University, Department of Sciences and 
Technology, PT-1269-001 Lisboa, Portugal. 

The Berlengas Natural Reserve (BNR) is an 
archipelago formed by 3 groups of islands 
(Berlenga, Estelas and Farilhões) located 5.7 
miles from Cabo Carvoeiro (Peniche). It was 
created in 1981, aiming to preserve a rich natural 

heritage and to ensure sustainable development of 
human activities in the area. The Reserve has a 
total area of 9560 hectares, 9456 of which are 
marine. The fauna is characteristic, very rich, 
diverse and peculiar (Rodrigues et al. 2008). 
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Despite its known biodiversity, the few existing 
marine scientific studies were carried out only 
after the establishment of the BNR. Azeiteiro et 
al. (1997) and Pardal & Azeiteiro (2001) studied 
the macrozooplankton distribution and several 
studies addressed the macrobenthos communities 
(Almeida 1996; Bengala et al. 1997a, 1997b, 
1997c; Metelo 1999; Neto 1999; Neto et al. 
1999). 
 

 
Fig. 1. Berlengas Archipelago with its 3 groups         
of islands and the location of the sampling stations (●). 

Microbes are a key component of the structure and 
function of aquatic ecosystems, through their 
involvement in the various nutrient biogeochemical 
cycles namely in coastal areas (Wetz et al. 2008), and 
in the NW Iberian margin upwelling system (Barbosa 
et al. 2001). 
    Until now, no studies have been carried out to 
assess this component of the ecosystem in the 
BNR. Because of bacterial major role in 
planktonic microbial food webs (they comprise an 
important share of plankton biomass) and their 
activities impact on ecosystem metabolism and 
function (Gasol & Duarte 2000) this preliminary 
study in the BNR has a clear ecological 
relevance. 
    The present study aimed to investigate the 
annual dynamics (February 2006 – February 
2007) of three main metabolic groups of 
heterotrophic bacteria: aerobic heterotrophic 
bacteria (AHB), sulphate-reducing bacteria (SRB) 
and nitrate-reducing bacteria (NRB), and to 
identify the key factors (among various physical 

and chemical parameters) that control the annual 
dynamics of the bacterioplankton in the Berlengas 
archipelago area, by an HJ-biplot (Galindo 1986; 
Galindo & Cuadras 1986). The HJ-biplot analysis 
is an extension of the classical biplots introduced 
by Gabriel in 1971 (Gabriel 1971, 1972; Gabriel 
& Odoroff 1990). The usefulness of HJ-biplot has 
been showed in many fields; for example in 
Biology (Martínez-Ruiz et al. 2001; Martínez-
Ruiz & Fernández-Santos 2005; Cabrera et al. 
2006; Martínez-Ruiz et al. 2007); in Geology 
(García-Talegón et al. 1999) and Medicine 
(Pedraz et al. 1985), etc.  

MATERIALS AND METHODS 

STUDY SITE AND FIELD PROGRAM  
The BNR is an archipelago formed by 3 groups of 
islands (Berlenga, Estelas and Farilhões) located 
5.7 miles from Peniche (Portugal). The sea floor 
consists primarily of irregular hard bottom 
substrate (i.e. rocks covered with sessile biota, 
including a variety of algae, sponges, hydrozoans, 
anemones, crustaceans, sea urchins and 
tunicates). 
    The two sampling sites used were Berlenga 
(inside BNR, 39º24.70’ N, 9º31.22’ W) and Canal 
(39º24.56’ N, 9º26.70’ W) (Fig. 1). Water 
samples were collected monthly from subsurface 
water (0.2 to 0.4 m depth) between February 2006 
and February. 

DETERMINATION OF  PHYSICAL AND CHEMICAL 
PARAMETERS 
Samples were analysed in situ for salinity and 
temperature (WTW MultiLine P4 portable meter). 
Water samples for chemical analyses and 
chlorophyll a quantification were collected and 
immediately stored in the dark at low temperature 
(4o C), until further processing was possible. In 
the laboratory these water samples were filtered 
through GF/C filters (1.2 μm pore diameter), for 
quantification of photosynthetic pigments. 
Filtrates were used for determination of nutrient 
contents. Samples were also analysed in the 
laboratory (in triplicate) for their content in silica, 
nitrate, nitrite, ammonium, phosphate and 
chlorophyll a (Strickland & Parsons 1972). 
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SAMPLING PROCEDURE AND ENUMERATION OF 
VIABLE BACTERIA 
Water samples (1 L) for the enumeration of viable 
bacteria were collected in parallel to those 
obtained for physical and chemical analyses. 
Samples were collected in sterile glass flasks, 
filled to capacity, sealed with gas-tight rubber 
stoppers and immediately placed on ice until 
processing in the laboratory (3 h later). Numbers 
of viable AHB, SRB and NRB were estimated by 
MPN method (Bacelar-Nicolau et al. 2003). Eight 
replicate ten-fold dilution series of water samples 
were prepared in appropriate selective liquid 
media (below) in multiwell plates (Bacelar-
Nicolau et al. 2003). These were incubated at 
room temperature, in the dark, for 2 weeks 
(aerobes) or 4 weeks (anaerobes). The presence of 
bacteria was scored positive on the basis of 
turbidity or precipitate development, and 
confirmed by microscopic observation. Growth of 
SRB and NRB required strict anaerobic 
procedures that were used at all times (Strickland 
& Parsons 1972). YPG, VMN and the saltwater 
Widdel and Back media were used, respectively 
for AHB, SRB and NRB (Bacelar-Nicolau et al. 
2003). In all media the concentration of NaCl was 
adjusted to 30 g.L-1, and pH was adjusted to 7. 
 
STATISTICAL ANALYSIS 
Data were organized in a matrix: eight 
environmental variables and the abundance of the 
three metabolic groups of bacteria studied (AHB, 
SRB and NRB) at the two sites over the 12 
months forming a data matrix of size 24 x 11 (the 
data were normalized by columns to homogenize 
the table). 
    The HJ-biplot is an exploratory data analysis 
method that looks for hidden patterns in the data 
matrix. The method is in some ways similar to 
correspondence analysis but is not restricted to 
frequency data. The HJ-biplot is a joint 
representation, in a low dimensional vector space 
(usually a plan), of the rows and columns of X, 
using markers (points/vectors), for its rows and 
for its columns. The markers are obtained from 
the usual singular value decomposition (SVD) of 
the data matrix. The rules for the interpretation of 
the HJ-biplot are a combination of the rules used 
in other multidimensional scaling techniques, 

correspondence analysis, factor analysis and 
classical biplots: 1) the distances among row 
markers are interpreted as an inverse function of 
similarities, in such a way that closer markers 
(individuals) are more similar. This property 
allows for the identification of clusters of 
individuals with similar profiles; 2) the lengths of 
the column markers (vectors) approximate the 
standard deviation of the variables; 3) the cosines 
of the angles among the column vectors 
approximate the correlations among variables in 
such a way that small acute angles are associated 
with variables with high positive correlations; 
obtuse angles near to the straight angle are 
associated with variables with high negative 
correlations and right angles are associated with 
non-correlated variables. In the same way, the 
cosines of the angles among the variable markers 
and the axes (Principal Components) approximate 
the correlations between them. For standardized 
data, these approximate the factor loadings in 
factor analysis and 4) the order of the orthogonal 
projections of the row markers (points) onto a 
column marker (vector) approximates the order of 
the row elements (values) in that column. The 
larger the projection of an individual point onto a 
variable vector is, the more this individual 
deviates from the average of that variable.  
    Several measurements are essential for a 
correct HJ-biplot interpretation (Galindo 1986; 
Galindo & Cuadras 1986). For instance, the 
relative contribution of the factor to the element is 
the relative variability of the variable explained 
by a factor or dimension. Also, for a point (row or 
column) on a factorial plan, the quality of 
representation can be defined by adding the two 
relative contributions of these factors to the 
element. Only points with a high quality of 
representation can be properly interpreted. These 
indices will be indicated, for the rows and for the 
columns of the data matrix. HJ-biplot has the 
advantage that it is a simultaneous representation 
and achieves an optimum quality of 
representation for both for rows and columns, 
both represented on the same reference system. 
    Calculations and graphs shown in this work 
were done using Classical Biplot software 
(Villardón [cited 2009; see Acknowledgements]). 
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RESULTS 

The variation patterns of the environmental and 
biological parameters, at sites Berlenga and Canal 
are shown in Figure 2. Water temperature showed 
a similar unimodal pattern at both stations, with 
max.in summer (23.5 ºC) and min.in winter      
(13 ºC)  (Figs.  2a  and  2d).  The concentration of 

chlorophyll a (Chl a) shows three peaks at both 
sites (Figs. 2a and 2d). At Berlenga, two 
moderate peaks of Chl a (May 2006 and January 
2007) and broad maxima from July to October 
2006 (Fig. 2a). At Canal, one moderate peak 
appeared in April 2006, and two higher peaks of 
Chl a appeared in October 2006 and December 
2006 (Fig. 2d).   

  

    

   

 

Fig. 2. Variation patterns of the environmental 
parameters. (a), (b), (c), (g) Berlenga; (d), (e), 
(f); (g) Canal 
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The concentration of silica showed different 
patterns in the two sites (Figs. 2b and 2e). At 
Berlenga, minimum values coincide with summer 
and autumn 2006, while at Canal there are two 
minimum values in May and October-November 
2006. Phosphate concentration was fairly constant 
throughout the year and similar in the two sites, 
reaching maxima values in March 2006 (Figs. 2b 
and 2e). Salinity (Fig. 2g) varied between 32 and 
36 with maxima in April 2006 and October to 
December 2006. Nitrogen dynamics are shown in 
Figs. 2c and 2f. Nitrite concentration was low and 
fairly similar at Berlenga and Canal. Nitrate and 
ammonium showed similar variation patterns, at 
the two sites, from January to September 2006, 
with a peak of ammonium concentration in April 
which coincided with a decrease of nitrate 
concentration. Between September and December  

2006 patterns were different, with a peak of 
ammonium concentration at Berlenga in October, 
a peak of nitrate at Canal in November. 
    All metabolic groups were detected throughout 
the year at both sites (Fig. 3). AHB were, in 
average, present in greater numbers than SRB or 
NRB and showed greater number and fluctuations 
at Berlengas than Canal, with maxima values in 
February and August 2006 as well as between 
November and December 2006. SRB were, in 
average, present in greater numbers than NRB, at 
Berlengas, but the opposite was observed in 
Canal, where average numbers of NRB were 
greater than those of SRB. NRB showed similar 
patterns (and average numbers as well as standard 
deviation) and at both sites, although greater 
numbers at Canal, except for winter 2007 when 
numbers were greater at Berlengas. 
 

 
Fig. 3. Variation of physicochemical and biological parameters at Berlenga and Canal sampling sites 
during the annual cycle. AHB - aerobic heterotrophic bacteria, SRB - sulphate-reducing bacteria,       
NRB - nitrate-reducing bacteria. Points “B” and “C” correspond to the sites Berlenga and Canal. 

The HJ-biplot analysis of environmental and 
biological parameters indicates that the system 
dynamics was independent of location (Berlenga, 
Canal) and mainly controlled by a seasonal 
gradient – spring/summer versus autumn/winter 
(Fig. 4a). The first three axes of the HJ-biplot 
analysis explained 63.52% of data variability 
(Fig. 4c and Table 1). The first axis (32.54%) 
revealed a strong opposition between samples 
collected in spring/summer and those collected in 

autumn/winter, independently of site of origin 
(Fig. 4a).  

Table 1. Eigenvalues and Explained Variance (EV) 

Axis Eigenvalue E.V. (%) Cum. (%) 
Axis 1 9.269 32.54 32.54 
Axis 2 6.886 17.96 50.50 
Axis 3 5.862 13.02 63.52 
Axis 4 5.308 10.67 74.20 
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Fig. 4. HJ-Biplot representation. Projection of samples (points) and variables (arrows) onto plan of maximum 
inertia. Points “B” and “C” correspond to the sites Berlenga and Canal, the first three letters signify the month and 
the two second numbers indicate the year (2006 or 2007); AHB: aerobic heterotrophic bacteria, SRB: sulphate-
reducing bacteria, NRB: nitrate-reducing bacteria; Si: silica, P-PO4: phosphate, N-NO2: nitrite, N-NO3: nitrate, N-
NH4: ammonium, Chl a: chlorophyll a, S: salinity, T: Temperature. 4a) plan 1-2; 4b) plan 1-3. 
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Fig. 4c). Eigenvalues barplot from HJ-Biplot analysis. 

Moreover, this axis is characterized by phosphate, 
nitrate, nitrite, salinity and mostly by temperature. 
Therefore, the temperature characterizes the 
positive side of axis 1 (spring/summer samples), 
while phosphate, nitrate, nitrite and salinity 
appeared to be characteristic of the opposite side 
(autumn/winter samples at the left extreme of this 
axis). Hence, this is the gradient which defines 
axis 1. The temperature presented a negative 
correlation with those variables: higher values of 
temperature imply lower values of phosphate, 
nitrite, nitrate and salinity. Together, however, 
phosphate, nitrate, nitrite and salinity were 
positively correlated. The second axis of 
variability (17.96%) is mainly characterized by 
silica, chlorophyll a and ammonium (Fig. 4a). 
Silica defines the top of this axis and presented a 
negative correlation with the other two variables, 
chlorophyll a and ammonium (which are 
positively correlated).  Furthermore, it was 
observed that chlorophyll a and ammonium are 
independent of nitrate and phosphate.  The same 
relationship occurred between the pairs of salinity 
and chlorophyll a, silica and nitrate and salinity 
and phosphate. For the first principal plan AHB, 
NRB and SRB showed lower quality of 
representation (Table 2). This fact justifies the 
weak significance of these variables on the plan 
1-2 (Fig. 4a). Particularly, in the plan 1-3 it is 
possible to observe that axis 3 is characterized by 
NRB (Fig. 4b and Table 2). Moreover, only in 
plan 1-4 and 3-4 (graphic representation not 
showed), AHB had a superior quality of 
representation (Table 2). These plans revealed 
that AHB increases with temperature and 

chlorophyll a, but decreases with the increase of 
phosphate, nitrite and ammonium concentration. 
    Specific factorial axes that most contributed are 
summarized in Table 2 (as a function of the 
relative contribution of the factor to the element, 
both for the samples as for the environmental and 
biological variables). Shaded cells indicate the 
different factorial axes where the greatest 
relationship with the samples (Table 2a) and 
environmental and biological variables (Table 2b) 
were observed. 

Table 2. Relative contributions of the factor to the 
element. The number refers of its maximum quality of 
representation on each axis (on a scale of 1000): 

       Table 2a) Samples 

Samples Axis 1 Axis 2 Axis 3  

BFeb06 37 3 65 
BMar06 607 169 5 
BAbr06 3 90 137 
BMay06 541 330 25 
BJun06 152 19 115 
BJul06 715 3 2 
BAug06 468 77 73 
BOct06 154 499 15 
BNov06 73 188 3 
BDec06 35 64 723 
BJan07 493 84 186 
BFeb07 821 97 0 
CFeb06 42 304 190 
CMar06 615 44 3 
CAbr06 80 104 293 
CMay06 500 29 97 
CJun06 0 517 158 
CJul06 439 404 92 
CAug06 72 336 441 
COct06 362 178 4 
CNov06 31 16 108 
CDec06 604 95 0 
CJan07 520 77 136 
CFeb07 831 54 6 

Table 2b) Variables  

Variables Axis 1 Axis 2 Axis 3 Axis 4
  Si 99 593 1 23
  P-PO4 652 78 5 1
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DISCUSSION 

The Portuguese west coast is affected by weak 
westerly winds during winter, alternating with 
relatively strong northerly winds during spring 
and summer. Because of the north-south 
orientation of the coast, the increase and 
steadiness of these northerly along-shore winds 
support the occurrence of coastal upwelling that, 
in this area, has its maximum intensity from April 
to September (Fiúza 1983; Moita et al. 2003; 
Resende et al. 2007). The period between August 
and October (late summer–early autumn) is 
generally characterized by a relaxation of the 
upwelling events (Fiúza 1983). During the 
upwelling period, primary production is enhanced 
in shelf areas (Tenore et al. 1995). The fate of this 
new dissolved and particulate matter largely 
depends upon the recycling efficiency within the 
pelagic microbial food web (Barbosa et al. 2001).  
Heterotrophic bacteria play a pivotal role in the 
biogeochemical cycles of marine ecosystems and 
are the major consumers of dissolved organic 
carbon (Barbosa et al. 2001). Besides the 
heterotrophic AHB, NRB and SRB two other 
metabolic groups were targetted (ammonium-
oxidising bacteria and nitrite-oxidising bacteria) 
by the MPN method in the present study, 
although unsuccessfully, possibly due to their low 
numbers. Also carbon and sulphate were not 
determined, which would have been interesting, 
as they are central to understanding the 
biogeochemical cycles in which AHB, NRB and 
SRB are involved. It would have also been 
important to determine total bacterial numbers, in 

addition to the performed viable counts by MPN, 
however this was not possible to accomplish. 
Culturable viable bacterial numbers are lower 
than total bacteria and each set of data allows 
different analysis of information. In this work we 
chose to study dynamics of the three main 
metabolic bacterial groups involved in 
biogeochemical cycles which would have not 
been possible if considering the total number of 
bacteria. 
    In this study, AHB showed a general increase 
during late spring indicating that the main factors 
regulating their abundance in the studied aquatic 
systems are temperature, organic and inorganic 
substrates. In fact, the increase in abundance of 
AHB and also NRB during the annual period was 
mainly associated with increasing temperature 
and chlorophyll a and, to a lesser degree, 
ammonium, as found by other authors (Ducklow 
& Shiah 1993; Hoch & Kirchman 1993; Cunha et 
al. 2000; Bacelar-Nicolau et al. 2003). Moreover, 
globally AHB numbers decrease with the increase 
of phosphate, nitrite and nitrate concentrations. 
The relation between AHB and chlorophyll a and 
ammonium suggests that phytoplankton is an 
important source of organic substrates for bacteria 
(e.g. Barbosa et al. 2001; Bacelar-Nicolau et al. 
2003). The chlorophyll a content is widely used 
as a measure of the organic carbon available to 
support oxygen consuming processes (Jonas & 
Tuttle 1990), where degradation of  phyto-
plankton-derived organic matter has an essential 
ecological role for carbon and nitrogen bio-
geochemistry in coastal ecosystems (Wetz et al. 
2008). The negative correlation existing between 
AHB numbers and silica concentration also sup-
ports the importance of phytoplankton to AHB. 
Phosphorus (as phosphate) appeared as a limiting 
resource both to the bacterioplankton and phyto-
plankton communities, as found by other authors 
(Currie 1990; Rivkin & Anderson 1997; Bacelar-
Nicolau et al. 2003). In fact this may also be due 
to the fact that N:P ratio was above the Redfield 
only ratio value during November 2006 at 
Berlenga and December 2006 at Canal, and 
slightly below that value in April 2006 and May 
2006 (not shown). At both sites, when N:P ratio 
was slightly below or above the Redfield value 
there was an peak in ammonium concentration, 
and a peak of nitrate in Canal.  

Table 2b). Variables (continuation) 

Variables Axis 1 Axis 2 Axis 3 Axis 4
  N-NO2 508 4 395 3
  N-NO3 553 33 1 74
  N-NH4 57 381 16 367
  Chl a 231 420 27 10
  Sal 435 327 0 24
  Temp 840 14 12 2
  AHB 148 95 185 403
  SRB 36 0 37 190
  NRB 19 29 752 78
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The quality of representation (Table 2) of NRB 
and SRB was very weak on the plan 1-2, similar 
in plan 1-3 for the SRB, and NRB showed the 
best representation in axis 3. However, the 
observed opposition between SRB and both NRB, 
and AHB in the two first plans may be attributed 
to competition for carbon, as suggested for the 
Mondego estuary by Bacelar-Nicolau et al. 
(2003). NRB dynamics, besides being sug-
gestively related to increasing temperature and 
chlorophyll a (upwelling months) also appeared 
to a great extent correlated with increasing nitrite 
concentrations (particularly in December and 
August 2006), a direct product of microbial 
denitrification (e.g. Herbert 1999) and with 
increasing silica concentrations (indicating 
decreasing diatom phytoplankton). This latter 
relationship is not yet understood.   
    The present work points to the strong 
involvement of AHB, NRB and SRB in the 
biogeochemical cycling of carbon and nitrogen, 
through the water column. Even though sites were 
not oxygen depleted (data not shown) anaerobic 
metabolisms may occur in particular microniches 
such as marine snow particles (e.g. Azam 1998). 
Future objectives will be to investigate the 
different proportions of bacterial mortality 
attributable to viral lysis or bacterivory at 
different stages of a phytoplankton bloom and to 
characterize bacterioplankton functional assem-
blages that transform specific components of the 
coastal seawater dissolved organic carbon. Future 
work also aims to further identify and investigate 
some of the viable cultivable bacteria particularly 
in relation to their relevance for biogeochemical 
cycles at the studied sites. 
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SUMMARY  

In this paper we present a Partial Triadic Analysis (PTA) method that can be applied to 
the analysis of series of ecological tables. The aim of this method is to analyse a three-
way table, seen as a sequence of two-way tables. PTA belongs to the family of STATIS 
methods and comprises three steps: the interstructure, the compromise and the 
trajectories. The advantage of this method is related to the fact that it works with 
original data instead of operators, which permits all the interpretations to be performed 
in a directly way. In this study we present an efficient application of the PTA method in 
the simultaneous analysis of several data tables and show how well-adapted it is to the 
treatment of spatio-temporal data. Two kinds of matrices were constructed: a species 
abundance table and an environmental variables table. Both matrices had the sampling 
sites in rows. All computations and graphical displays were performed with the free 
software ADE-4. An example with phytoplankton and environmental factors data is 
analysed, and the results are discussed to show how this method can be used to extract 
the stable part of species and environment relationships.  

Key words: Partial triadic analysis, multi-table analysis, STATIS, species abundance, 
environmental factors 

1. Introduction 

Many generalizations of standard linear multivariate analysis, like principal 

component analysis (PCA) or canonical correlation analysis (CCA), have been 
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proposed for studying three or more sets of variables. In this paper, we present 

an application of the Partial Triadic Analysis (PTA) method (Jaffrenou 1978), a 

multi-table technique, using a simple ecological data set. In particular we 

analysed the main temporal structure of the species assemblages and their 

spatial changes (and did the same for the environmental factors).  

Introduced in ecological studies by Thioulouse and Chessel (1987), the PTA 

method aims at investigating three-dimensional data analysis (e.g. a data cube) 

seen as a sequence of two-way tables. In PTA all the tables must have the same 

rows and the same columns, but its advantage or potential is related to the fact 

that it works with original data instead of operators, which permits all the 

interpretations of the results to be performed in a direct manner. This method 

belongs to the family of STATIS methods, and in comparison, the PTA used in 

the present work allowed the optimal projection of trajectories. For example, 

Gaertner (2000) made an approach to studying the organization patterns of 

demersal species in the Gulf of Lions on a seasonal scale. However Rossi 

(2006) and Ernoult et al. (2006) also used the PTA for other problems. In 

particular, Ernoult et al. (2006) investigated the overall landscape variability 

through its different dimensions (space vs. time) and demonstrated the relative 

importance of each dimension. 

Starting from an ecological perspective, the application of this method here 

aims to analyse the stability of the seasonality across sites of dinoflagellates 

assemblage in the near-shore shallow coastal area (300 m from the coast and 

before the surf zone) off the north-western Portuguese coast, in terms of bio-

ecological categories as well as studying the stability across the sample sites of 

the temporal covariation structures between some environmental variables. The 

data for the Vila Praia de Âncora coast used in this work have been previously 

analysed and have already been published by Resende et al. (2007), but in 

a different context, with a different statistical approach and with one more 

phytoplankton community, the diatoms. In that work, the data were especially 

designed to identify the environmental variables governing the composition and 

structure of the species assemblages. The data were analysed from a global 
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point of view by performing a CCA (Canonical Correspondence Analysis) (ter 

Braak 1986), so the between-site and within-site variability cannot be separated, 

which may present a problem when working with phytoplankton communities. 

Therefore the results may fail to be significant and reasonable.  

Our purpose, therefore, is to take an approach to these data, taking into 

account their three-dimensional structure, analysing the dinoflagellates data 

cube and the environmental one by means of an appropriate multi-table analysis 

technique, since with this kind of data the examinations of simultaneous data 

sets are, in a general way, a recent practice – in particular with phytoplankton 

data, so we could investigate the common temporal structure derived from each 

site: of the dinoflagellates and of the environmental variables. 

The mathematical description of PTA is presented using simple matrix 

notations. 

2. The partial triadic analysis method 

To analyse each one of the data cubes, the statistical approach used was the 

PTA (Blanc et al. 1998; Thioulouse and Chessel 1987). The aim of this method 

is to identify the structure which is common to the series of tables having the 

same rows (n) and the same columns (p). More precisely, PTA searches for 

structures that are stable among the sequence of tables.  

Let K be the number of tables with n lines and p columns. The intersection 

of line i with the column j gives the value of the variable j at the condition i. 

After the initial transformations (by centralization, normalization, etc) the K 

tables Xk are obtained. Each Xk is a data matrix of J quantitative variables 

measured on the same I observations (or objects), where each element is k
jix , . 

According to the PTA methodology, (Xk,Dp,Dn) defines a statistical triplet, 

where Dp and Dn are positive definite weighting matrices for variables and 

observations and whose positive diagonal elements sum to 1. The PTA is a 

three-step procedure, namely the interstructure, the compromise and the 
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intrastructure analyses (Lavit et al. 1994). Below, these three steps are 

explained with a description of PTA in matrix form. 

First a matrix of scalar products between tables is computed (i.e., the matrix 

whose elements are: COVV(Xk,Xl) = tr( pln
T
k DXDX )). The diagonalization of 

this matrix provides eigenvectors. The k coefficients αk of the first eigenvectors 

are then used to weight the k tables in the calculation of the compromise table. 

Then, a PCA is performed in order to establish the ordination of the different 

matrices. Alternatively, a matrix of vector correlations (RV) can be used to 

rescale the importance of the tables. Each element in this table is: 

)(VAV)(VAV

),(COVV
),(

lk

lk
lk

XX

XX
XXRV = ,                                                (1) 

where VAV(Xk) is the variance of the vector obtained by putting all the 

columns of table Xk one below the other. It is basically the vector variance of 

table Xk, i.e. VAV(Xk) = tr( pkn
T
k DXDX ). The vector correlation matrix and 

the vector covariance matrix are linked by the same relationships as the normal 

correlation and covariance matrices. Each table is projected onto the factorial 

plan obtained from the analysis and represented by an arrow, in order to 

establish the ordination of the different tables, which summarizes the global 

structure and the relationships between tables. This configuration (based upon 

the covariance matrix) allows an overall graphical comparison of the tables and 

shows proximities between the configurations of the same observations. 

The second step of this method is analysis of the compromise, a fictitious 

table which is computed as the weighted mean of all the tables of the series, 

using the components of the first eigenvector of the interstructure as weights 

(i.e. issued from the eigenvalues of the vector covariance matrix) (Thioulouse et 

al. 2004). In other words, it consists in calculating a linear combination of the k 

initial tables with the aim of constructing a mean table of maximum inertia 

(Gaertner 2000): 

∑=
k

kkc α XX ,                                                                     (2) 
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where Xc represents the compromise and captures (optimally) the similarities 

among the individual matrices. Once obtained, Xc (which has the same 

dimensions and the same structure and meaning as the tables of the series) is 

then analyzed by principal component analysis (PCA) and the rows and 

columns of the individual matrices are projected onto the analysis as 

supplementary individuals and supplementary variables, respectively. Thus 

analysis of the compromise gives a factor map that can be used to interpret the 

structures of this compromise. In other words, it gives a picture of the structures 

which are common to all the tables (Thioulouse et al. 2004). 

The third step summarizes the variability of the succession of tables in 

comparison to the common structure defined by the compromise. The rows and 

columns of all the tables of the three dimensional array are projected onto the 

factor map of the PCA of the compromise as additional elements (Thioulouse et 

al. 2004) in order to summarize the reproducibility of the structure across the 

series of tables. Denote by U the matrix of the eigenvectors of the analysis of 

the compromise. The coordinates of the rows of the table Xk are: 

Rk = XkDpU,                                                              (3) 

and the coordinates of its columns are 

Ck = 2
1

pcn
T
k

−
UΛDXDX ,                                                                    (4) 

2
1−

Λ  being the diagonal matrix of the inverses of the square root of the 

eigenvalues of the analysis of the compromise.  

Each row of each table is represented by a point in the space of its p 

columns, and can be projected as a supplementary individual onto the principal 

axes of compromise. The same procedure is applied (similarly) for the columns 

(Simier et al. 1999). The points can then be linked, for example by lines, to 

underline their trajectories; their study constitutes the third step of the method. 

For the dinoflagellates and environmental data studied in this work, PTA 

offered the possibility of studying these three-dimensional data in the way that 

Figure  1  shows,  and  studying  the  dynamic  trajectories   of  the  species  and 
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Figure 1. General scheme of the PTA: construction of the interstructure matrix 

and extraction of the compromise table.  

environmental variables per site (each site considers one sampling station in one 

of the two conditions: high and low tide; data were considered as a series of 

tables for each site, i.e. table-site: dates in rows vs. variables/species in 

columns). The main aim in this study is to identify the common temporal 

structure derived from each station table. The calculations and graphs shown in 

this work were made using ADE-4 software (Thioulouse et al. 1997). This 

software is available free of charge from http://pbil.univ-lyon1.fr/ADE-4. 

Species abundances were transformed to log(x + 1) prior to the calculations, in 

order to minimize the dominant effect of exceptional catches. 

3. Application Example 

Data 

The example data set was extracted from Resende et al. (2007). The data used in 

this work was collected in Vila Praia de Âncora coast (Fig. 2), which is located 
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on the north-western tip of Portugal (41º49.26’N; 8º51.50’W). Vila Praia de 

Âncora’s coast is characterized by a vast rocky shore and a small beach, which 

forms a sandy inlet. The beach receives the estuarine waters of the river Âncora 

(Resende et al. 2007).  

Figure 2. Map of the Northwest Portuguese coast and the study area with 
location of the three sampling sites (Resende et al. 2007)  

Three sites were sampled near the shore (Fig. 2): S1, facing the rocky shore 

(41º49.26’N; 8º52.64’W); S2, adjacent to the fishing port (41º48.83’N; 

8º52.24’W); and S3, opposite the Âncora estuary (41º48.27’N; 8º52.11’W). 

Sampling took place monthly, in daylight hours, always at full moon, at low 

tide (L) and high tide (H), from August 2002 to October 2003. A detailed 

description of the sampling sites is given by Resende et al. (2007). In total, 90 

samples were collected between August 2002 and October 2003: 30 at S1, 30 at 

S2 and 30 at S3. 

During the study period, the following environmental data were collected, in 

situ, for each site: pH, salinity, water temperature, dissolved oxygen and 

transparency (Secchi disc). Water samples for chemical analysis and 

chlorophyll a and volatile solids quantification were collected at the water 

subsurface. The concentrations of dissolved nutrients were also measured: 
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nitrate, nitrite, ammonia, phosphate. A more detailed description of the 

environmental methodologies and temporal variation of the environmental 

parameters can be found in Resende et al. (2007). The N:P ratio and the 

zooplankton biomass were also included. Zooplanktonic oblique tows were 

made at 1.5–2 km, and a detailed description of the sampling methodology is 

given by Azeiteiro et al. (2006). 

Samples for taxonomic and quantitative dinoflagellates study were collected 

with a glass bottle (1 litre capacity) and immediately preserved with Lugol 1% 

(iodine/iodide potassium and distilled water). Only the armoured dinoflagellates 

were recorded and identified to the lowest possible taxon. The taxa selected for 

the investigation are listed in Table 1 (Resende et al. 2007).  

Organization of matrices 

The data were organized in two three-way tables: one for environmental factors 

(dates x variables x sites) and another one for the species abundances (dates x 

species x sites). Three sampling sites were considered in two conditions – high 

tide and low tide. Consequently, each multi-table was made up of six matrices. 

Fifteen dates were considered, from August 2002 to October 2003, being the 

same for each type of data matrix. All the species matrices had the same 

species, and all the environmental matrices had the same variables. Hence the 

data could be seen as “data cubes”: a “species data cube” and an “environmental 

data cube”, each one presented as a sequence of two-way tables.  

4. Results 

Interstructure analysis – similarity between different stations 

The map of the interstructure analysis corresponds to a global representation, 

presents an ordination of the sampling sites and shows the vectors for individual 

stations on the plan made by the first and second axes, and consequently the 

similarities between stations tables. For environmental factors and 

dinoflagellates abundances the decreasing values of the  eigenvalues  (Fig. 3a,c)  
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Figure 3. Interstructure analysis and eingenvalue diagrams: (a) Eingenvalue 
diagram of the series of environmental factors tables; (b) Interstructure factor 
map of the series of environmental factors tables; (c) Eingenvalue diagram of 
the series of dinoflagellates abundance tables; (d) Interstructure factor map of 

the series of dinoflagellates abundance tables. Axis 1 is the first principal 
component; Axis 2 is the second principal component. The scale of the graph is 
given by the box in the top right; 1HT – Station 1 at high tide; 1LT – Station 1 
at low tide; 2HT – Station 2 at high tide; 2LT – Station 2 at low tide; 3HT – 
Station 3 at high tide; 3LT – Station 3 at low tide. Note the different scales.  

allowed exploration of the first two factorial axes. Indeed, spatial variations of 

environmental factors and dinoflagellates are mainly projected on the first axis. 

All the sites display the same sign on the principal axis 1 (69% and 81% of the 

total inertia for environment and dinoflagellates, respectively), whilst axis 2 

(10% and 6% of the total inertia for environment and dinoflagellates, 

respectively) presented two distinct groups: an opposition between low tide 

sampling stations and the high tide stations (Fig. 3b,d). All stations with the 

same sign had a positive correlation between the corresponding set of matrices 

(the stations’ vectors on the first axis presented a uniform distribution) and 

indicates a relatively strong common sites structure, which indicates a large 

similarity among stations. The structure expressed through the first axis of the 

interstructure therefore corresponded to an environmental (Fig. 3b) and 
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dinoflagellates (Fig. 3d) temporal pattern common at the different sampling 

stations. The only isolated site appeared to be 2LT (this environment appears 

with a high positive value on the second axis, Fig. 3b). Besides this, in the 

interstructure analysis of dinoflagellates three stations come out more closely 

than the others: 1, 2 and 3, at high tide, with negative values on the second axis. 

However, detailed description of spatial variations of environmental factors and 

dinoflagellates were not necessary and were omitted in the further analyses. 

Compromise analysis  

Figure 4a and Figure 6a shows the factor maps of the compromise, for the 

environmental variables (Fig. 4a) and for the dinoflagellates species (Fig. 6a). 

Additionally, Figure 5a and Figure 7a show the factor maps of the compromise, 

for the sampling dates related to environmental variables (Fig.5a) and to the 

dinoflagellates species (Fig. 7a). 

Stable part of the environment and sampling dates 

Analysis of the compromise for environmental variables was carried out to 

reveal the common temporal pattern and to better explain the 

differences/similarities among stations. The graphical illustration of the analysis 

of the compromise (Fig. 4a) shows the average position of each environmental 

parameter in respect to the first and second axes, and the projection onto the 

compromise plan of the fifteen sampling dates (Fig. 5a) shows the temporal 

dynamics of the environmental factors for a mean station.  

The first two axes of the analysis of the compromise account for 52% of the 

cumulative inertia, hence providing a summary of the environment attributes’ 

spatial dynamics. Interpretation of this figure provides a good summary of the 

spatial environmental dynamics. The length of the arrows on the factor map of 

the compromise in the PTA analysis indicates that the most relevant 

environmental variables (variables with long arrows contributed more to the 

definition of the axes, compared with the variables with short arrows) are 

temperature, pH and volatile solids followed  by,  in  decreasing  order,  nitrates, 
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Figure 4. Compromise and trajectories factor maps of the PTA analysis: (a) 
Compromise factor map of the PTA analysis: environmental variables. This 
map shows the stable part of the environment relationships on plan 1-2. The 

scale of the graph is given by the box in bottom left. T – water temperature; O2 
– dissolved oxygen; S – salinity; NP – N:P ratio; NH4 – ammonia; Chl a – 

chlorophyll a; PO4 – phosphate; NO2 – nitrite; NO3 – nitrate; Secchi – water 
transparency; BZ – zooplankton biomass; SV – volatile solids; (b) Trajectories 
factor maps of the PTA analysis: row-dates projection of each table-site in plan 
1-2 of the compromise. The scale of the graph is given by the box in the bottom 
left. Station codes as Fig. 3. Each date is identified by the three first letters of 
the month followed by a number: 2 for the year 2002 and 3 for the year 2003 
(e.g. AUG2 – August 2002). Axis 1 is the first principal component; Axis 2 is 

the second principal component. Note the different scales.  
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Figure 5. Compromise and trajectories factor maps of the PTA analysis: (a) 
Compromise factor map of the PTA analysis: sampling dates. This map shows 
the stable part of the date relationships. The scale of the graph is given by the 
box in the bottom right. Month codes as Fig. 4; (b) Trajectories factor map of 
the PTA analysis: variables-environmental factors projection of each table-site 
in plan 1-2 of the compromise. The scale of the graph is given by the box in the 
bottom right. Station codes as Fig. 3; Environmental codes as Fig. 4. Axis 1 is 
the first principal component; Axis 2 is the second principal component. Note 

the different scales.  
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dissolved oxygen, transparency, N:P ratio, chlorophyll a, ammonia and salinity. 

In the fourth quadrant, volatile solids appeared isolated. Although nitrite and 

biomass appear in the same direction, the arrows that represent them have a 

small length. This means a poor representation on the plan 1-2 and probably 

does not reflect the proper position. The first axis of this analysis is mainly 

characterised by temperature, transparency, chlorophyll a, ammonia and 

salinity. Therefore this axis is marked for the left side with higher values of 

those variables (normally a summer characteristic, see Fig. 5a). Additionally the 

angles among them were small, which denoted that the variables were strongly 

correlated. Therefore the opposite side of this axis (on the right side) is where 

the months that are normally characterised by lower values of temperature, 

transparency, chlorophyll a, ammonia and salinity (usually a winter 

characteristic, see Fig. 5a) were located. Axis 2 appeared mainly characterised 

by dissolved oxygen and pH and, in decreasing measure, by nitrates, N:P ratio 

and volatile solids. In fact, these three variables are variables from the factor 

plan, although marking different positions. Besides this, the pH and dissolved 

oxygen have higher values in the months located in the superior part of axis 2 

(spring/summer season, see Fig. 5a). The opposite situation occurs at the 

inferior extreme. Overall the first axis mainly separates spring and winter 

months from summer and autumn months, while the second axis separates 

spring and summer months winter and autumn ones (Fig. 5a). 

The stable part of dinoflagellates and sampling dates 

For dinoflagellates the compromise was performed on the six tables for each 

site. This gave an average picture of the dinoflagellates abundances (see Table 1 

for species codes) which best explained the variations of the species pattern at 

the fifteen dates for each site (Fig. 6a). The first two axes represented, 

respectively, 80% and 8% of the total variability. A large abundance of 

Prorocentrum micans, Ceratium fusus var fusus, Dinophysis acuminate and 

Ceratium furca was observed. These were strongly correlated with the positive 

part of axis 1 (species  from  axis 1)  and  therefore  characterized  the  temporal  
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Table 1. List of the 17 dinoflagellates species, with codes and category  
[adapted from Resende et al. (2007)] 

Code Taxa 
ACIP Actiniscus pentasterias 
CEFS Ceratium fusus var. fusus 
CEFU Ceratium furca 
CEHO Ceratium horridum 
CEKO Ceratium kofoidii 
DIAC Dinophysis acuminata 
DIAT Dinophysis acuta 
DICA Dinophysis caudata  
GONS Gonyaulax spinifera 
PHRO Phalacroma rotundatum 
PRDB Protoperidinium diabolus 
PRDE Protoperidinium depressum 
PRDI Protoperidinium divergens 
PRMI Prorocentrum micans 
PRPE Protoperidinium pellucidum 
PRPT Protoperidinium pentagonum 
PYHO Pyrophacus horologium 

 

organizational pattern of the described dinoflagellates. Along axis 2, Ceratium 

kofoidii was opposed to C. furca. Dinophysis acuta was strongly correlated with 

the positive part of axis 2 (species from axis 2). The remainder were considered 

less abundant (within these, species which are near the origin are slightly 

abundant). 

The analysis of the compromise for sampling dates (Fig. 7a) showed the 

temporal dynamics of the dinoflagellates assemblage for a mean station and the 

stable part of the dates’ relationships. The two major gradients were determined 

by the interpretation of the first two axes of the compromise. Axis 2 mainly 

opposed the dates of September 2002 to August and July 2003. October 2002 

and 2003 are strongly correlated with axis 2, while March 2003 has an opposed 

position and is an axis 1 date. The remaining dates were considered less 

significant (within these, months which are near the origin, like January and 

February 2003, are weakly important).  
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Figure 6. Compromise and trajectories factor maps of the PTA analysis: 
(a) Compromise factor map of the PTA analysis: the dinoflagellates. The scale 
of the graph is given by the box in the top right. See Table 1 for species codes. 
(b) Trajectories factor maps of the PTA analysis: row-dates projection of each 
table-site in plan 1-2 of the compromise. The scale of the graph is given by the 

box in the top right. Station codes as Fig. 3. Month codes as Fig. 4. Axis 1 is the 
first principal component; Axis 2 is the second principal component. Note 

the different scales. 
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Figure 7. Compromise and trajectories factor maps of the PTA analysis: 
(a) Compromise factor maps of the PTA analysis: sampling dates. The scale of 

the graph is given by the box in the bottom left. Month codes as Fig. 4. 
(b) Trajectories factor map of the PTA analysis: variables-species projection of 
each table-site in plan 1-2 of the compromise. The scale of the graph is given by 

the box in the bottom right. Station codes as Fig. 3. See Table 1 for species 
codes. Axis 1 is the first principal component; Axis 2 is the second principal 

component. Note the different scales. 
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5. Trajectories  

Time and space effect 

For environmental factors, the projection of each date at the six sampling 

stations on plan 1–2 of the compromise (Fig. 4b) allowed us to visualize the 

trajectory of each sampling date. Each site (at low and high tides) is represented 

by a point. The graphical illustration shows the positions of the six stations on 

the compromise plan connected in the form of trajectories for each date. The 

trajectories factor maps revealed the possible distortion of the temporal structure 

of the sampling sites during the study period, that is to say, the diverse shapes of 

trajectories indicate deviations of single dates from the general pattern. On the 

whole, although stations followed a chronological scenario, changes of pattern 

with time can be seen. The main evidence was observed in August and June 

2003. Five other distributional patterns of dates can be observed reflecting 

changes in the system. These patterns fall into distinct date groups: (1) August 

and September 2002, determined by the information given by the environmental 

variables transparency, chlorophyll a, water temperature, ammonia and salinity 

(Fig. 4a), which means that these sampling sites within those dates had higher 

values of these parameters in contrast to the other ones; (2) October 2002, 

September and October 2003, presented a clearly intermediate pattern between 

spring/summer and autumn; (3) November and December 2002, January and 

February 2003 were characterised by volatile solids (Fig. 4a) and evidenced, for 

the sampling sites, the passage to the autumn/winter season; (4) March, April 

and May 2003 represents the spring season, with higher values of pH, N:P ratio 

and nitrates (Fig. 4a), for the majority of the sampling sites; (5) June and 

August 2003 presented the most different shapes of trajectories when compared 

to the other ones. Here the trajectories of the stations are dispersed, meaning 

that their dynamics varied from station to station. At these two dates, variations 

at stations are determined by the information that was obtained mainly from 

higher values of pH and dissolved oxygen (Fig. 4a). However, the two dates do 
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not present the same variations. In June 2003 axis 1 separated stations 2 and 3 at 

high tide from the others, while in August 2003 all stations were in the upper 

part of axis 2, and station 2 at low tide had lower values of pH and dissolved 

oxygen (Fig. 4a) when compared to the other stations. July 2003 appeared as an 

isolated date pattern, which is characterised by higher values of dissolved 

oxygen (Fig. 4a) and 2HT was mainly determined by higher observations of 

transparency, chlorophyll a, temperature, ammonia and salinity (Fig. 4a). 

It is also possible to project the six sampling sites at the fifteen dates onto 

the factor map of the compromise and relate it to the dinoflagellates community. 

Figure 6b allowed us to study this, i.e. the positions of the six sampling sites on 

the compromise plan connected in the form of “trajectories” for each study date. 

The dynamics between the sites (at low and high tide) varied according to the 

sampling dates, and this shows the dynamics between those.  

September 2002, October 2002 and August 2003 have a constant occurrence 

over the selected sites as their trajectories are concentrated on one part of the 

compromise map, while trajectories of the other dates are dispersed, meaning 

that their dynamics varied from site to site. In March 2003, axis 1 contrasted 

station 2 at high and low tide with the other stations. This resulted in a general 

increase of P. micans, C. fusus var fusus, D. acuminate and C. furca (Fig. 6a). 

March, June and July 2003 presented the most variant shapes, which means, in 

this scenario, more fluctuations across the information given by axis 2. From 

October 2002 to May 2003 (with the exception of March 2003), the dynamics 

were similar, corresponding to winter/spring dynamics, while summer dates 

(August, September 2002 and June to September 2003) have an opposite 

pattern. Some of the station points are positioned at the origin of the factor map 

(0, 0); probably in none of these stations was there any observation for the 

sampling date or the number of observations was too low (France and Mozetic 

2006). This is the case with January, February 2003, which corresponds to a 

winter period. 
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Environment and space effect 

Figure 5b shows the projections of the thirteen environmental factors at the six 

stations (represented by points) onto the factor map of the PCA of the 

compromise. This presents the stability of the dynamics of the environmental 

parameters, where the positions of each parameter through the study sites are 

connected in trajectories as well. Overall, obvious changes of variation patterns 

at any date can be seen through the sites, with the exception of pH, chlorophyll 

a and volatile solids. These are the factors that presented constant values over 

the selected sites, as their trajectories are mainly concentrated on one part of the 

compromise map. This stable distribution pattern means that these parameters 

do not have large fluctuations in the dates across the stations. Salinity, 

temperature, ammonia, chlorophyll a, transparency and phosphate are mainly 

determined by the information given by the spring and autumn seasons (Fig. 

5a). Dissolved oxygen had higher concentrations in the summer/spring season 

(Fig. 5a), for all study sites. For nitrite concentration, the separation between 

station 2 (both tides) and the others is clear. Stations 3 and 1 (at the two tides) 

were mainly characterised by the conditions of winter/autumn season (Fig. 5a), 

while station 2 (at the two tides) are mainly determined by the spring/summer 

season (Fig. 5a). Another clear separation was observed between the three 

stations at low tide and at high tide for the zooplankton biomass: the low tide is 

determined by spring/summer, while high tide is defined by the winter season 

(Fig. 5a). 

The species and space effect 

Figure 7b shows the variables-species projection of each table-site in plan 1-2 of 

the compromise. Generally, the more irregular shapes were for C. furca, 

Gonyaulax spinifera, Phalacroma rotundatum, P. micans, Protoperidinium 

pellucidum and Protoperidinium divergens. C. fusus var fusus, C. kofoidii, D. 

acuminata, D. acuta and Dinophysis caudata have a constant occurrence over 

the selected sites as their trajectories are concentrated on one part of the 

compromise map, while trajectories of the other species are dispersed, meaning 
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that their dynamics varied from site to site. For P. rotundatum, axis 1 contrasted 

station 3 at low tide with the other stations (Fig. 7b). This resulted in a general 

abundance increase in March, July August 2003 and September 2002 (a 

spring/summer period) (Fig. 7a). In a same way and for G. spinifera, axis 1 

contrasted stations 1 and 2 (at low tide) with the other stations. An increase of 

P. micans abundances was observed in the summer period (July 2003, August 

2003 and September 2002), mostly at stations 1 and 3 (at high tide) (Fig. 7a, b).  

C. fusus var fusus and D. acuminata were quite stable at the six sampling 

stations and for all summer periods (July and August 2003 and September 

2002). Some of the station points are positioned at the origin of the factor map 

(0, 0); probably at none of these stations was any observation from the species 

detected in water samples or the number of findings was too low (France and 

Mozetic 2006). This is the case with Ceratium horridum, Protoperidinium 

depressum, P. pellucidum, Protoperidinium pentagonum and Pyrophacus 

horologium.  

6. Discussion 

This example shows that the PTA method can be used as a useful tool to 

analyse three-way table species and/or environmental data, interpreting the 

results in a direct way. This benefit results from the fact that it works with 

original data instead of operators. Besides this, along with the results 

interpretation it is possible to summarize the global structure and the 

relationships between the tables (by means of the interstructure analysis), 

provide a picture of the structures common to all the tables (by the compromise 

analysis), and summarize the variability of the series of tables around the 

common structure defined by the compromise (with the trajectories). The only 

constraints from PTA are that all the cross-tables must have the same rows and 

the same columns (i.e. that the species and environmental variables must be the 

same in all the pairs of tables). 
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In this work, analysis of the results from two PTA analyses allowed us to 

group the sites together in terms of their environment attributes or species and 

their trajectories–histories. Our results showed that: (1) sites may have similar 

temporal features and exhibit different trajectories; (2) sites may have similar 

trajectories but different temporal features; and (3) sites may be congruent for 

both temporal features and trajectories. Nevertheless, a general pattern of 

species abundance and environmental factors that persists through space 

(derived from different sampling stations) was recognized by applying PTA 

analysis and was demonstrated by the results given from interstructure and 

compromise analysis, which are not far from what really happens for all 

stations.  

The interstructure analysis (similarity between stations) of the environment 

factors and dinoflagellates community reveals a relatively strong common sites 

structure (which indicates a large similarity among stations) and two distinct 

groups: low tide and high tide. Indeed, the contribution of the six sampling sites 

was well-balanced, indicating that no site was either favoured or ignored in the 

constitution of the average matrix. Only the second station at low tide was 

positioned separately from the main group of sites, indicating a different spatial 

dynamic, which means that their structure was not as well reflected by the 

compromise as the other five sampling stations.  

The projection of the thirteen environmental variables onto the compromise 

axes when compared to the projection on the same axes of the fifteen sampling 

dates provided a good summary of the temporal pattern of the environment 

variables shared by the six sampling sites. In fact, the compromise matrix 

provided a good approximation of the time organizational pattern of the 

environment over the six sampling sites. In addition, the projection of the 

fifteen sampling dates onto the compromise axes was compared to the 

projection on the same axes of the thirteen environmental variables, in order to 

summarize the environmental pattern in the sampling months shared by the six 

sampling sites. Furthermore, the compromise analysis of dinoflagellates (the 

stable part of species) revealed an independent pattern between the most 
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abundant dinoflagellates. Those, when well represented (species P. micans, C. 

fusus var fusus, D. acuminate, C. furca, C. kofoidii, D. acuta, G. spinifera, P. 

depressum, P. rotundatum and D. caudata), are mainly associated with warm 

months (summer and early autumn) and the distribution is forced by volatile 

solids, nitrates and N:P ratio (which appears with a plan position and were 

negatively related with temperature, transparency, ammonia, salinity, dissolved 

oxygen and pH). The projection of the species onto the compromise axes and its 

association with the projection on the same axes of the fifteen sampling dates 

summarized the temporal pattern of the dinoflagellates abundances shared by 

the six sampling sites. In reality, this work has shown that the spatial 

organization patterns of dinoflagellates assemblage in the Âncora coastal zone 

were persistent during the course of the considered seasons. The variations 

among sites of each species around the reference structure were generally low. 

Only a very limited number of species exhibited a strong variation of their 

abundance in space at this scale. The reported temporal distributions are similar 

to what is known from published papers (Resende et al. 2007). There, the 

relationship between dinoflagellates assemblage and the environmental 

parameters governing their composition and structure was performed with the 

Canonical Correspondence Analysis (CCA) (ter Braak, Verdonschot 1995). 

With this technique CCA extracts synthetic gradients from the biotic and 

environmental matrices, which are quantitatively represented by arrows in 

graphical biplots. The results obtained from the PTA method have been a 

successful approach in evaluating the prevailing inter-space and intra-space 

structure of the species, which with the CCA technique cannot be observed (the 

same applies to the environment). This becomes a significant problem when we 

are working with phytoplankton ecological studies. In this case, results may be 

insignificant and do not represent the reality of this assemblage. On the other 

hand, spatial stability has been weakly explained to date. The inclusion of PTA 

in ecology may be important for revealing that behind an overall stability of 

environmental gradients over the study period, the spatial changes are important 

and thus may have an impact on local communities. Besides this, it allows 
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researchers to take into account more biological information, to use methods 

more adapted to the data, and to produce more accurate statistical results. 

Our study analysed both dinoflagellates composition and structure (species 

abundances and environmental factors), which was likely to capture changes 

that may not be detected by several traditional methods alone. At this stage we 

will refer to the importance of dinoflagellates changes at both levels of 

biodiversity.  
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ABSTRACT 
Zooplankton distribution in the Berlengas Natural Re-

serve (Portugal) was studied over a period of one year 
(February 2006 to February 2007). Monthly sampling was 
performed at 6 stations, differentiated according to depth 
and distance to the coastline. The aim of this study was to 
investigate the overall zooplankton variability through its 
different dimensions (space vs. time). The Partial Triadic 
Analysis (PTA) was used to study the spatial variability 
of the zooplankton community and its dynamics in time 
and the dynamic trajectories of the zooplankton species for 
each site. It was possible to distinguish a neritic-ocean 
gradient of the zooplankton composition and a temporal 
variability. Four distinct periods can be highlighted con-
sidering the distribution of the dates and the arrangement 
of the species: (i) the first one comprised August to No-
vember, (ii) the second one was related to June and July, 
(iii) the third one associated with spring (April and May) 
and, (iv) the latest one was related to winter (February, 
March and December 2006 and January and February 2007). 
The PTA method showed the similarities between the suc-
cessive data tables and proved to be useful for investigat-
ing biotic structures and detecting spatial-temporal pat-
terns in zooplankton distribution. 

 
 
 

KEYWORDS: Berlengas Natural Reserve, partial triadic analysis, 
spatio-temporal distribution, zooplankton. 

 
 
 
1. INTRODUCTION 

The Berlengas Natural Reserve (BNR) is an archipel-
ago formed by 3 groups of islands (Berlenga, Estelas and  
 

* Corresponding author 

Farilhões) located on the western coast of Portugal. The 
Reserve was created in 1981, aiming to preserve a rich natu-
ral heritage and to ensure sustainable development of hu-
man activities in the area. More recently, BNR was pro-
posed to be a Biosphere Reserve. This denomination is 
attributed by UNESCO to sites where is recognized the 
existence of innovate approaches to conservation and sus-
tainable development. It has a total area of 9560 hectares, 
9456 of which are marine. It is located on the Portuguese 
continental shelf at an average distance of 5.7 miles from 
the mainland (Cape Carvoeiro - Peniche). The geographical 
location gives singular characteristics to the archipelago, 
which enhanced the interest of ecological studies, because 
it is located in a zone with a temperate maritime climate 
and is influenced by seasonal coastal upwelling controlled 
by the atmospheric circulation associated with the Azores 
anticyclone. Persistent northerlies (upwelling favourable) are 
observed in summer (June to September) [1,2]; it is, how-
ever, during the non-upwelling season (late winter-spring) 
that a large amount of meroplankton species are observed 
over the shelf [3]. Concerning coastal circulation, other 
important aspects are the Portugal Current flowing off the 
continental slope westward of 10ºW [4], the Iberian Pole-
ward Current that flows over the slope [5] and the Western 
Iberia Buoyant Plume (WIBP) [1]. Moreover, it is located 
at the top of the escarpment of the Nazaré Canyon, one of 
the most worldwide important submarine canyons in the 
transition zone between the Mediterranean and European 
subregions. This location contributes to the remarkable 
productivity and diversity of marine species and habitats 
and to a landscape unique in the region. Previous studies 
have investigated the distribution and composition of zoo-
plankton along the Berlenga shelf area [6]; however in-
formation on the zooplankton community remains limited. 
This work intended to be a preliminary study in this area 
and pretended to analyze the variations in zooplankton 
species abundance and the different compositions at shelf 
and oceanic sites through its different dimensions (time 
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vs space). To achieve such objective the spatio-temporal 
zooplankton community structure was assessed by means 
of a Partial Triadic Analysis (PTA) [7-9]. The PTA is a 
method of analysis for three-way data sets presented as a 
sequence of two-way tables. It is useful when analyzing 
the same variables (in this study, the species density) meas-
ured on the same items (dates or sites) and done for the 
same occurrences (sites or dates). Its general aim is to de-
termine the proportion of variability in the variables that 
depends on space or on time. 

 
 
2. MATERIALS AND METHODS  

2.1. Survey design 

From February 2006 to February 2007, zooplankton 
samples were collected monthly from 6 stations: E1 
(39o25´N 9o30´W), E2 (39o25´N 9o31'W), E3 (39o25'N 
9o31´W), E4 (39o25´N 9o30´W), E5 (39o25´N 9o27´W) 
and E6 (39o21´N 9o23´W), located along a transect per-
pendicular to the coastline (between the Peniche coast and 
Berlenga islands) (Fig. 1). September 2006 was not sam-
pled due to poor ocean conditions. The samples were ob-
tained from inshore (E6), shelf (E5) and offshore regions 
(E1, E2, E3 and E4). Zooplankton samples were collected 
through horizontal hauls and were performed during day 
time from 1 m below the surface using a 500 μm mesh net 
and samples were preserved in 4% formalin in seawater 
for further analysis. A Hydro-Bios digital model 438 110 
flow-meter was fitted to the net in order to measure the 
volume of water filtered. For zooplankton taxonomic and 
quantification analyses sub-sampled using a Folsom-splitter 
were used until a minimum of 500 individuals were 
counted. Abundance data were standardized to number of 
individuals per cubic meter.  

2.2. Data Analysis  

Only the most abundant 50 taxa out of the 90 identi-
fied, having a minimal mean occurrence of 0.1% of the 
total density observed in the study area were considered. 
This cut-off eliminated the species that occurred rarely, 
some being observed on few or rare occasions. Moreover, 
well-represented species can be viewed as potential indica-
tors of zooplankton dynamics and ecosystem functioning.  

In order to investigate the temporal and spatial vari-
ability in the zooplankton community structure, the species 
densities were arranged in a tridimensional matrix (species, 
dates and sites) comprising 50 columns and 72 rows. These 
data offered the possibility to study the three-dimensional 
array in two ways (Fig. 2): (A) the spatial variability of the 
zooplankton community and its dynamics in time (data 
were organized as a series of tables for each date, where 
each column corresponded to the species density and each 
row corresponded to a sample) and (B) the dynamic trajec-
tories of the zooplankton community per site (data were 
considered as a series of tables for each site, where each 
column corresponded to the species density and each row 
corresponded to a sample). In order to down weight the 
influence of highly dominant species, species density was 
log(x+1) transformed prior to calculations [10]. Data were 
subjected to the PTA [7-9], which is based on the logic of 
the Principal Component Analysis (PCA) [11]. It is de-
signed to study simultaneously several sub-matrices of 
quantitative data and to detect within the structure any 
pattern common to these different sub-matrices; in other 
words, it allows extraction of the multivariate structure that 
is expressed through the different dates or sites, and de-
scribes dominant patterns in its first axes. It is a multivari-
ate technique well-adapted to the statistical study of sur-
veys when the same variables (in this study, species den-
sity) are measured on the same individuals [7]. The general  

 
 
 

 
 

FIGURE 1 - Map of the Berlengas Archipelago and the location of the 6 sampling sites. The rectangle represents the marine protected area. 
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FIGURE 2 - Tridimensional table of data (dates, sites, zooplankton 
density) used in the PTA analysis. Way (A) – Identification of a 
spatial structure common to the 12 dates and study of the temporal 
permanence. Way (B) – Identification of a temporal structure com-
mon to the 6 sites and study of the spatial permanence. 
 
functioning principle of PTA consists to find the common 
part of all separated analysis (for dates or sites). For that 
purpose, PTA analysis consists of successive steps: (1) the 
interstructure analysis provided a global description of the 
sampling points as a function of the typology of the sam-
pling individuals (dates or sites). It consists of the com-
parison of the structure of the different sub-matrices (dates 
or sites) and the identification of the individuals sharing a 
similar structure (by the vectorial correlations presented 
in the matrix and calculated between dates or sites). The 
function of this step is to assign a weight to each sub-array 
and measure the contribution of each to the overall struc-
ture. Additionally, and in proportion to the weights is the 
cos2(x). It constitutes an indicator of how much the overall 
structure expresses the information contained in each table; 
(2) the compromise analysis provided a description of sam-
pling points as a function of the species typology. It was 
used to identify the species assemblages that characterized 
similar patches at different dates or sites. This leads to the 
establishment of a common spatial or temporal typology 
shared by those dates or sites, respectively; (3) finally, the 
analysis of the trajectories (or intrastructure) onto the com-
promise. The subsets are projected separately onto the 
compromise to highlight which date or site fits best to the 
compromise; in other words, allows us to draw the trajec-
tories that represent the temporal or spatial variations of 
each species around the common structure. All the analy-
ses (calculations and graphs) were run using the package 
ADE-4 [12]. This software is available free of charge at 
the following Internet address: http://pbil.univ-lyon1.fr/ 
ADE-4. 

3. RESULTS 

A total of 90 taxa represented by 30 groups were en-
countered. Data showed that cladocerans were the most 
abundant group (30% of the total zooplankton), despite 
being restricted to warmer months (Fig. 3). Other impor-
tant zooplankton groups were the copepods, a perennial 
group (21%), the gelatinous (13%, constituted primarily by 
7% doliolids, 4% appendicularians and 2% medusae), mero-
plankton (18%) and siphonophores (9%). Minor groups also 
found in the region were euphausiaceans (3%), chaetog-
naths (1%) and mysidaceans (0.1%). The average abun-
dance for the main zooplankton taxa for each sampling 
station is presented in Table 1. Among the cladocerans the 
Penilia avirostris were by far the most abundant species 
in the study area (77% Cladocera), with a limited seasonal 
occurrence, mostly present in summer and autumn. Podon 
leuckarti (16%) and Evadne nordmanni (7%) followed in 
abundance. More than 40 copepod species were identified 
during the entire study, but only 6 species accounted for  

 

 
FIGURE 3 - Monthly abundance (ind m-3) of the main zooplankton 
groups, over different sampling stations, from February 2006 until 
February 2007. 
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TABLE 1 - Annual mean abundance (ind m-3) of the main zooplanktonic taxa and their standard deviation (SD) during the studied period. 
Species abbreviation (abbrev) used in PTA analysis. 

  E1 E2 E3 E4 E5 E6 
Taxa abbrev       
Total abundance  1218 ±101 845 ± 64 1298 ± 113 1004 ± 58 1155 ± 109 1206 ± 103 
Cladocera  292 ± 48 299 ± 55 541 ± 82 141 ± 21 394 ± 66 363 ± 49 
Evadne nordmanni ENOR 24 ± 3 9 ± 1 19 ± 2 22 ± 2 18 ± 2 53 ± 9 
Penilia avirostris PAVI 241 ± 47 258 ± 55 443 ± 81 93 ± 20 317 ± 65 216 ± 48 
Podon leuckarti PLEU 27 ± 4 31 ± 5 78 ± 12 25 ± 4 60 ± 9 94 ± 15 
Copepoda  276 ± 17 245 ± 13 189 ± 10 374 ± 31 195 ± 15 168 ± 11 
Acartia clausi ACLA 15 ± 2 13 ± 1 10 ± 1 15 ± 3 12 ± 1 53 ± 5 
Calanus helgolandicus CHEL 20 ± 1 17 ± 2 9 ± 2 19 ± 2 45 ± 7 12 ± 1 
Calanus helgolandicus copepodite CHELC 40 ± 6 44 ± 6 17 ± 3 36 ± 7 11 ± 2 4 ± 1 
Centropages chierchae CCHI 94 ± 10 59 ± 5 87 ± 8 83 ± 10 64 ± 7 48 ± 5 
Oithona plumifera OITP 17 ± 3 9 ± 2 7 ± 1 87 ± 22 7 ± 1 4 ± 1 
Temora stylifera TSTY 45 ± 7 48 ± 5 27 ± 3 57 ± 9 33 ± 5 36 ± 7 
Cnidaria  146 ± 14 41 ± 5 166 ± 26 107 ± 15 94 ± 9 269 ± 42 
Lizzia blondina  
Siphonophora LBLO 23 ± 4 3 ± 0 14 ± 2 22 ± 4 19 ± 3 20 ± 3 

Muggiaea atlantica MATL 110 ± 11 36 ± 5 145 ± 24 71 ± 10 72 ± 7 238 ± 38 
Doliolida  139 ± 27 47 ± 9 52 ± 11 54 ± 8 108 ± 23 89 ± 25 
Doliolum sp. DOLI 139 ± 27 47 ± 9 52 ± 11 54 ± 8 108 ± 23 89 ± 25 
Appendicularia  72 ± 9 18 ± 1 44 ± 6 30 ± 3 57 ± 6 68 ± 7 
Fritillaria borealis  FBOR 35 ± 6 3 ± 0 5 ± 0 5 ± 1 5 ± 1 8 ± 2 
Oikopleura sp. OIKO 37 ± 5 15 ± 1 39 ± 6 25 ± 3 52 ± 5 60 ± 6 
Euphausiacea  69 ± 7 60 ± 10 18 ± 3 49 ± 7 23 ± 2 10 ± 1 
calyptopsis ECAL 36 ± 4 30 ± 5 10 ± 1 31 ± 5 17 ± 1 7 ± 1 
furcilia EFUR 33 ± 4 30 ± 5 10 ± 1 31 ± 5 17 ± 1 7 ± 1 
Meroplankton  202 ± 18 127 ± 12 274 ± 21 225 ± 29 261 ± 19 229 ± 15 
Cirripedia nauplius NCIRR 5 ± 1 3 ± 0 12 ± 2 7 ± 1 38 ± 10 31 ± 4 
Decapoda larvae n id DLAR 12 ± 1 9 ± 1 15 ± 2 7 ± 1 12 ± 1 28 ± 3 
Zoea Carcinus maenas ZCAR 87 ± 12 46 ± 6 183 ± 19 53 ± 8 141 ± 18 108 ± 11 
Zoea Pisidia longicornis ZPLO 2 ± 0 3 ± 0 9 ± 1 3 ± 1 7 ± 1 14 ± 1 
Echinodermata larvae ELARV 11 ± 1 3 ± 0 20 ± 4 77 ± 21 17 ± 3 29 ± 7 
Ichthyoplankton  7 ± 10 5 ± 11 2 ± 3 6 ± 11 3 ± 6 11 ± 1 
Fish egg FEGG 76 ± 10 51 ± 11 25 ± 3 70 ± 11 38 ± 6 11 ± 1 
Others  21 ± 2 9 ± 1 14 ± 1 24 ± 3 22 ± 2 11 ± 1 
        
 

 
 

83% of total copepods. The calanoid Centropages chier-
chae was the most abundant, followed by Temora stylif-
era, Calanus helgolandicus (adult and copepodite devel-
opment stage), Oithona plumifera and Acartia clausi (Ta-
ble 1). Meroplankton such as nauplii Cirripedia, Decapoda 
larvae (particularly Zoea Carcinus maenas), Echinodermata 
pluteus and fish egg were also important species. The si-
phonophores were mainly represented by Muggiaea atlan-
tica and appendicularians by Oikopleura spp. and Fritil-
laria borealis. 

 
3.1. Dynamics of zooplankton community spatial variability at 
dates scale 

The first procedure of the PTA was conducted on the 
12 tables for each date, denoting the spatial variations (i.e 
rows = sites and columns = species density). The use of PTA 
showed that the vectorial correlations (RV in Table 2A) 
between each of the 12 months had different contributions. 
Moreover, these results pointed out that the strongest 
correlation was observed between April and May (RV = 
0.73), while June and March reflected the weaker (RV = 
0.16). This result highlighted the fact that the associations 
between species were not stable from one month to an-
other. From the analysis of the correlations and the weights 
(Table 2A), the common temporal structure appeared to be 

stronger in November, August, April, July and May. They 
contributed a larger part in the definition of the compro-
mise (meaning that the compromise will be more influ-
enced by these dates) suggesting that the remaining sam-
pling dates had more particular structures leading to a 
weaker weight. Finally, by the cos2(x) (Table 2A) was possi-
ble to evaluate how much the compromise expresses the 
information contained in each table. July (cos2(x) = 0.68) 
was the month that fits best with the compromise, fol-
lowed by November (cos2(x) = 0.63). By other way, the 
compromise represented with less accuracy the zooplank-
ton dynamics in December and March (cos2(x) = 0.19 and 
cos2(x) = 0.17, respectively). 

The projection of the sampling sites on the first prin-
cipal plan 1-2 provides a graphical representation of the 
compromise, whose interpretation requires consideration 
of the correspondences with the species (Fig. 4A). The 
eigenvalues diagram (Fig. 4A1) shows that the first axis 
was clearly dominant (account for 94% of the explained 
variance) in contrast with the second axis (4% of the ex-
plained variance) which was less significant. Therefore, they 
provided a good summary and typology of the spatial spe-
cies organization, on the basis of the common structure, 
over the 12 sampling dates. The factor plots of the first  
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TABLE 2 - Typological value indices. Matrix of correlation between surveys (RV) and description of the structure defined for each survey. 
(A) Temporal scale and (B) spatial scale. Weights (contribution of each table in the construction of the compromise); Cos2(x) (fit of each table 
to the compromise).  

A                 
Sampling date   RV   Weight Cos2(x)
Feb 06  1             0.19 0.31 
Mar 06  0.54 1            0.09 0.17 
Apr 06  0.37 0.29 1           0.37 0.51 
May 06  0.34 0.38 0.73 1          0.32 0.53 
Jun 06  0.19 0.16 0.51 0.61 1         0.27 0.53 
Jul 06  0.42 0.29 0.62 0.64 0.69 1        0.36 0.68 
Aug 06  0.42 0.22 0.39 0.39 0.44 0.59 1       0.38 0.53 
Oct 06  0.44 0.23 0.28 0.28 0.34 0.43 0.63 1      0.23 0.45 
Nov 06  0.35 0.17 0.33 0.39 0.54 0.55 0.67 0.68 1     0.44 0.62 
Dec 06  0.44 0.41 0.23 0.30 0.22 0.26 0.22 0.24 0.34 1    0.10 0.19 
Jan 07  0.46 0.42 0.47 0.56 0.50 0.49 0.36 0.42 0.47 0.53 1   0.27 0.48 
Feb 07  0.46 0.55 0.38 0.40 0.34 0.40 0.30 0.31 0.36 0.50 0.55 1  0.20 0.32 
B                 
Sampling site   RV   Weight Cos2(x)
E1  1             0.47 0.68 
E2  0.75 1            0.36 0.59 
E3  0.64 0.70 1           0.39 0.55 
E4  0.76 0.66 0.53 1          0.39 0.54 
E5  0.78 0.67 0.67 0.64 1         0.43 0.65 
E6  0.69 0.59 0.59 0.59 0.75 1        0.40 0.55 

 

 
FIGURE 4 - Compromise factor maps of the PTA analysis. (A) Dynamics of zooplankton spatial variability at the temporal scale: (A1) Eigenval-
ues bar plot of the compromise; (A2) Zooplankton density projected on the first factorial plan; (A3) Sampling sites projected on the same facto-
rial plan. (B) Variability of the zooplankton dynamics at the spatial scale: (B1) Eigenvalues bar plot of the compromise; (B2) Zooplankton density 
projected on the first factorial plan; (B3) Sampling dates projected on the same factorial plan. Only the labels of most abundant species and thus 
of importance in these graphics, were identified for clarity. Species codes according Table 1. Each date is identified by the three first letters of the 
month (e.g. Feb07 – February 2007). Axis 1 - the first principal component; Axis 2 - the second principal component. The scales of the graphs are 
given in the rounded box. Note for different scales. 
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two axes of the compromise analysis are shown for the 
zooplankton community (Fig. 4A2) and sites (Fig. 4A3). 
In order to facilitate the interpretation, only the most 
abundant species were identified in the graph (see Table 1 
for code correspondence). The analysis of the first princi-
pal plan (Fig. 4A) distinguished three zones characterized 
by its particular species composition: one related to the 
inshore station E6, the second zone comprises stations 
with different characteristics, a shelf station (E5) and an 
offshore station (E3), and finally one zone that group the 
further offshore stations (E1, E2, E4). Axis 2 mainly op-
posed homogeneous stations (E1, E2, and E4; Fig. 4A3) 
dominated mainly by C. chierchae, P. avirostri, T. stylif-
era and Doliolum spp. to stations less homogeneous (E3, 
E5 and E6). The second zone defines a transition area 
characterized by the occurrence of echinodermata and 
decapoda larvae, the cladoceran E. nordmanni and medu-
sae L. blondina. Finally, the siphonophore M. atlantica, 
the appendicularians Oikopleura sp., and meroplanktonic 
larvae such as Zoea of C. maenas and nauplii of cirripedia, 
and the cladoceran P. leuckarti were clearly under the in-
fluence of the characteristics of the neritic station E6. The 
trajectories of the compromise for the sampling dates were 
represented for species (Fig. 5A1) and for sites (Fig. 5A2). 
It allows us to identify temporal patterns for the species 
and sites around the common structure. The trajectories 
maps focused on November, August, April, July and May, 
when the observed co-structure of species densities was 
the most significant (see Table 2A). The projection of 
species variables for each month on the compromise plan 
showed that each one is close to the compromise structure 
(see Fig. 4A), which confirms that the analysis is in ac-
cordance with the pattern pointed out by the compromise. 
 

The projection of each table-date in plan 1-2 of the 
compromise (Fig. 5A1) showed that P. avirostris exhib-
ited the strongest temporal variation. The density found 
for this species was particularly lower in April, May, June 
and July, in contrast with August and November. It was 
the clear seasonal dynamics of P. avirostris, in conjunc-
tion with some Copepoda species (e.g. O. plumifera, C. 
chierchae, T. stylifera), that strongly affected the structure 
of zooplankton community and caused the observed pat-
tern between E1, E3 and E5 (Fig. 5A2) in these two months. 
Moreover, Doliolum sp. and P. avirostris appeared as the 
dominant species during this period, following a similar 
pattern, however the former species showed an earlier in-
crease in abundance (June and July). M. atlantica was the 
most stable during the study period, with its position al-
ways in the negative half of axis 2. Also, P. leuckarti 
follow this pattern with an exception for June, where it 
appeared closer to Doliolum sp. and C. chierchae. Re-
garding the period in analysis, the inshore station E6 was 
always located in the negative half of axis 2 (Fig. 5A2). 
Furthermore, while in May and November, offshore sites 
were in opposition to E6, in July those sites had the par-
ticularity of being nearest the inshore station, indicating a 
similar pattern in species composition. In addition, the 

dynamics between E4 and E2, from July to August, re-
sulted in a general increase of P. avirostris and a decrease 
of Echinodermata larvae and A. clausi (Fig. 5A1 and 
5A2). To summarize, based on the analysis of the two re-
presentations of the trajectories, the conditions of the sites 
showed a more pronounced stability over time compared 
with the annual pattern of the species distribution. 

  
3.2. Variability of zooplankton community dynamics at the site 
scale 

The second procedure of the PTA was performed on 
the 6 tables for each site, denoting the temporal variations 
(rows = dates and columns = species density). 

 
The matrix presenting the RV between the sampling 

sites sub-matrices (Table 2B) showed that the strongest 
correlation (RV = 0.78) was observed between the sites 
E1 and E5 whereas the sites E3 and E4 pointed out the 
weakest one (RV = 0.53). Also, it was observed that the 
contribution of the different sampling sites for the con-
struction of the compromise, were well-balanced (weight-
ing 0.36-0.47). However, the sub-matrices E1, E5 and E6 
contributed a major part in the definition of the compro-
mise (0.47, 0.43, 0.40, respectively) suggesting that other 
sites had more particular structures (leading to a lower 
weight). The observation of the cos2(x) (Table 2B) indi-
cates that E1 was the one that fits the best with the com-
promise (cos2(x) = 0.68), followed by stations E5 (cos2(x) 
= 0.65) and E2 (cos2(x) = 0.59). On the other hand, for the 
stations E3, E6 and E4, the compromise represented with 
less precision the annual dynamics of zooplankton (cos2(x) 
= 0.55, 0.55 and 0.54, respectively). 

 
The projection of the species on the plan 1–2 (Fig. 

4B2) provides a graphical representation of the compro-
mise, whose interpretation requires consideration of the 
correspondences with the months (Fig. 4B3). The first two 
axes of the compromise accounted for 82% of the total 
inertia with 67% for axis 1 and 15% for axis 2 (Fig. 4B1). 
They provided a good summary of the temporal species 
organization over the 6 sampling stations for the 12 sam-
pling months. As previously, only the most abundant spe-
cies were identified in the graph (see Table 1 for code 
correspondence).  

 
The first axis distinguished a group of species that were 

typical of warmer months such as C. chierchae and M. 
atlantica and to a lesser extent Zoea C. maenas, Oikopleura 
sp., T. stylifera and P. leuckarti. These were all observed 
to be relatively more common between June to November 
(Fig. 4B3).  

 
The second axis was defined by two distinct species 

assemblages. One assemblage was mainly dominated by 
P. avirostris and Doliolum sp. whereas the second one was 
essentially composed by fish eggs and C. helgolandicus 
(copepodites and adults). In addition, the distribution of the 
sampling dates on the compromise reflected a transition 
from April-June to August-November (Fig. 4B3). 
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FIGURE 5 - Trajectories factor plots of the PTA analysis. (A) Dynamics of zooplankton spatial variability at the temporal scale: (A1) Projec-
tion of the zooplankton species on the first factorial plan (only for species that stood out on the compromise diagram, see Fig. 4A2). (A2) 
Projection of the sampling stations on the first factorial plan. Graphs are given only for the 6 dates that showed the highest contribution to 
the compromise (see Table 2A). (B) Variability of the zooplankton dynamics at the spatial scale: (B1) Projection of the zooplankton species 
on the first factorial plan (only for species that stood out on the compromise diagram, see Fig. 4B2). (B2) Projection of the sampling dates on 
the first factorial plan. Species codes according Table 1. Legend of the months according Fig. 4. Axis 1- the first principal component; Axis 2 - the 
second principal component. The scales for axes are given in the rounded box. 
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From the separated analyses of each table, the compro-
mise of species (Fig. 5B1) and dates (Fig. 5B2) has 
been projected onto the first principal plan. This allowed 
the discussion of the spatial variations of species and 
dates, i.e. the internal structure of each table per site. Gen-
erally, these projections were in agreement with the pat-
terns noted by the compromise. However, the analysis can 
be mainly focused on sampling stations E1 and E5, since 
its general pattern of species and dates distribution, is what 
is more aligned with the compromise (Fig. 5B). This ob-
servation implies that there were a few differences between 
seasonal changes in the composition of the zooplankton 
community for these two sites and the compromise. More-
over, this confirms the information given by the values of 
the weights and the cos2(x) (see Table 2B). Although slight, 
the general pattern observed for the stations E2, E3, E4 and 
E6, for the distribution of dates and species (see Fig. 5B1 
and Fig. 5B2) differed from the distribution achieved by 
the compromise. Even though not very strong, they had 
their own internal typology (each sites presented a particu-
lar species composition and abundance dynamic) which in-
dicates that the zooplankton community was characterized 
by its own seasonal dynamics for those sampling stations. 

 
 
4. DISCUSSION AND CONCLUSIONS 

The analysis of zooplankton community in the upper 
waters of the shelf area of Berlengas Natural Reserve (NW 
Portugal) suggested high species diversity, with 90 species/ 
genera recorded. Data from zooplankton samples showed 
that cladocerans were the most abundant group (30% of 
the total zooplankton), but restricted to warm periods. An 
important perennial group was represented by copepods 
(21%). It is worth stressing the importance of these taxa 
in offshore zooplankton studies, as has been already ob-
served off the NW Iberian Peninsula [13-15] and in other 
coastal areas [16, 17]. In the region, these groups have 
been also highlighted as the most abundant by a previous 
study performed by Pardal and Azeiteiro [6].  

The PTA method showed the similarities between the 
successive data tables (arranged according to different 
scales, time vs. space) and proved to be useful for in-
vestigating biotic structures and detecting different pat-
terns in the temporal development and spatial distribution 
of zooplankton communities. Therefore, regarding the zoo-
plankton abundance pattern and the species association it 
was possible to distinguish a pattern related to a neritic-
ocean gradient of the zooplankton composition and a tem-
poral variability. In addition, following the analysis of the 
principal factor plan, four distinct periods can be high-
lighted considering the distribution of the dates and the 
arrangement of the species on the first two axes: (i) the 
first one comprised August to November, (ii) the second 
one was related to June and July, (iii) the third one associ-
ated with spring (April and May) and, (iv) the latest one 
was related to winter (February, March and December 
2006 and January and February 2007).  

The geographic location of the Berlengas Archipelago 
and the specific hydrographic conditions in the area were 
clearly important in structuring the zooplankton commu-
nity. As observed in other coastal areas, associated with 
upwelling events, shelf and oceanic sites have different 
zooplankton composition in response to different hydro-
graphic conditions [17,18]. The hydrodynamics off the Por-
tugal coast has been described by several authors (e.g. [1, 
19]). As described, the general surface circulation follows a 
seasonal pattern. Wind regime seasonality can be very 
important in the shelf currents in the region [20]. Domi-
nant south-westerly winds in autumn-winter induce down-
welling and favour poleward flow (IPC), while dominant 
northerly winds in spring-summer are associated with 
coastal upwelling and equatorward flow [5]. The transi-
tion from winter downwelling to summer upwelling condi-
tions occurs around April [21]. This transition is reflected 
in the large variability in circulation and in the distribu-
tion of physical properties, observed both on the shelf and 
offshore. These seasonal changes in the currents flowing 
along the Portuguese coast and the different upwelling 
patterns originated by differences in the shelf topography 
were reflected in the changes in the horizontal distribution 
of zoo-plankton. According to PTA analysis was possible 
to define 3 spatial areas based on species composition. 
What emerges from our results is that the inshore region 
was the more unstable, owing to the influence of upwelling 
events. Indeed different species-assemblages were observed 
during the study period at that station. Taxa linked to high 
phytoplankton concentrations such as C. helgolandicus and 
Calanoides carinatus [22] dominated during warmer 
months, which coincide with upwelled waters, rich nutri-
ent waters that favored phytoplankton development/spring 
bloom [23]. Furthermore, it is noteworthy that during the 
warmer months (between August to October) a consider-
able increase in the abundance of cladocerans was ob-
served, mainly due to P. avirostris. This species is one of 
the more abundant and widespread members of the crusta-
cean zooplankton in nearshore tropical and subtropical 
waters [24], although recently it has spread to higher 
latitudes (e.g. the North Sea, [25]). It seems that its occur-
rence is mainly related to the availability of adequate food. 
P. avirostris ingests a wide spectrum of microbial organ-
isms, from flagellates <2 mm to chain-forming diatoms, 
showing a clear advantage over copepods [26]. In addi-
tion, it is known that among the different phytoplankton 
groups observed in coastal upwelling ecosystems, diatoms 
and dinoflagellates can take advantage of different ocea-
nographic conditions [23,27,28], since those organisms are 
the main food source of P. avirostris, that situation could 
be positive for their positive development. Besides, during 
the study period, regional and local climate showed a gen-
eral pattern toward dried and warmer conditions which 
extend through-outthroughout the autumn period, as indi-
cated by a reduction in precipitation and a warming of air 
temperatures (http://web.meteo.pt/pt/clima/clima.jsp). These 
conditions could favour a dominance of flagellates resulting 
in a change in food availability for P. avirostris. Another 
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feature that can distinguish species from continental shelf 
and more offshore sites during stratified waters was spe-
cies linked to lower salinity, such as A. clausi and mero-
plankton, which are quite common inshore.  

A good knowledge of the geographical distribution of 
the species-assemblages and their temporal variability is 
crucial to facilitate and detect ecological interpretation. 
However, we recognize that monitoring the dynamics of 
pelagic ecosystems at long-term time series is needed in 
order to be aware of important aspects such as global war-
ming trend on marine communities, invasion of exotic 
species (“biologic pollution”), and to identify the impor-
tant species or groups that can act as indicator of global 
changes or environmental contaminants [29]. As denoted 
by [30] the decrease in subarctic species, associated with 
an increase in temperate pseudoceanic species, have a 
possible link with change along the European shelf-edge. 
For all the mentioned aspects, the Berlengas Natural Re-
serve (NW Portugal), due to their special hydrodynamics 
features, can be considered a suitable area to biological 
long-term studies to detect changes, at local but also at 
regional scale. More studies should be conducted in near 
future in order to better understanding the zooplankton 
dynamics and their relationship with hydrodynamic proc-
esses that occur on the west coast of Portugal, and namely 
on the vicinity of Berlengas Natural Reserve as a conse-
quence of the Nazaré submarine canyon. 
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a b s t r a c t

This study examines the spatio-temporal structure of diatom assemblages in a temperate estuary (Ria de
Aveiro, Western Portugal). Eighteen monthly surveys were conducted, from January 2002 to June 2003,
at three sampling sites (at both high and low tide) along the estuarine salinity gradient. The relationship
of diatom assemblages and environmental variables was analysed using the STATICO method, which has
been designed for the simultaneous analysis of paired ecological tables. This method allowed exami-
nation of the stable part of the environment-diatom relationship, and also the variations of this rela-
tionship through time. The interstructure factor map showed that the relationship between the 11
environmental variables and the abundance of the 231 diatom species considered was strongest in the
months May and September 2002 and January, February and May 2003. The stable part of the species–
environment relationships mainly consisted of a combined phosphate, chlorophyll a and salinity gradient
linked to a freshwater-marine species gradient. A more pronounced gradient was observed in January,
February and May 2003. Diatom assemblages showed clear longitudinal patterns due to the presence of
both marine and freshwater components. May and September 2002 had the least structured gradients
with marine-estuarine species appearing in the freshwater side of the gradient. The most complete
gradient in February 2003 could be considered, in terms of bio-ecological categories, as the most
structured period of the year, with a combination of strong marine influence in the lower zone and
freshwater influence in the upper. The best-structured gradients were during periods of a diatom bloom.
Stable diatom assemblages (with a strong structure and a good fit between the diatoms and environ-
ment) are described and characterized. This study shows the efficiency of the STATICO analysis. The
inclusion of space-time data analysis tools in ecological studies may therefore improve the knowledge of
the dynamics of species–environmental assemblages.

� 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Various studies onphytoplankton communities in estuaries have
concluded that diatoms are the most important taxonomic groups,
either in terms of abundance or in terms of diversity or both

(Trigueros and Orive, 2001; Lemaire et al., 2002; Adolf et al., 2006;
Gameiro et al., 2007). Diatoms can survive in systems with a high
turbidity and a short water retention time (Lionard et al., 2008).
These communities are composed of dynamic multi-species
assemblages characterized by high diversity and rapid successional
shifts in species composition in response to environmental changes.
Identifying the ecological variables that regulate the seasonal
succession of diatom communities is essential to understand the
consequences of eutrophication and climate change. Beyond that,
phytoplankton composition and abundance are intimately linked to
higher trophic levels through grazing by herbivores and cascading
effects on ecosystem trophodynamics (Mallin and Paerl, 1994;
Pinckney et al., 1998; Urrutxurtu et al., 2003).
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In many temperate estuaries and coastal areas, seasonal
patterns of phytoplankton community-composition are character-
ized by a spring diatom bloom (Pinckney et al., 1998; Domingues
et al., 2005; Domingues and Galvão, 2007) or a late autumn/winter-
spring diatom bloom (Adolf et al., 2006; Lopes et al., 2007). Diatom
abundances usually decreases in the summer, due to Nitrogen (N)
and/or Silicates (Si) limitation (Kocum et al., 2002; Domingues
et al., 2005; Domingues and Galvão, 2007), and pelagic and benthic
grazing (Vaquer et al., 1996; Domingues et al., 2005; Domingues
and Galvão, 2007).

Resende et al. (2005) described for Ria de Aveiro (Western
Portuguese Atlantic Coast) a diatom composition that resembled
other European temperate estuaries but found no seasonal pattern
of diatom density. Salinity and temperature were described as the

environmental drivers of diatoms’ distribution and composition
patterns. Canonical Correspondence Analysis (CCA, ter Braak, 1986)
was used by Resende et al. (2005) to identify the environmental
variables governing the composition and structure of diatom
assemblages (together with the study of ecological preferences).
The CCA is a global analysis that does not consider the a priori
information on time or space, information being presented a pos-
teriori, when the results are displayed. Therefore a mixture of
space-time effects is produced, showing evidence of the strongest
effects compared to the weaker ones. Multitable analyses focus on
the identification of spatial or temporal structures and the
permanence of these structures in time or space. They thus
represent a good alternative to CCA and to other methods that do
not take into account the temporal variations of environmental
factors and biological communities and the effect of the former on
the latter (Carassou and Ponton, 2007).

In this study the main spatial structure of diatom assemblages
and its temporal changes, in terms of bio-ecological categories and
of their relation to some environmental variables, were studied
using the STATICO method (Simier et al., 1999; Thioulouse et al.,
2004) since it performs a simultaneous analysis of a sequence of
paired ecological tables. Themethod has been used to obtain a clear
representation of diatom-environment relationship, its evolution
in time and to characterize the typology of the studied stations
according to this temporal evolution. The efficiency of this meth-
odology was demonstrated by Carassou and Ponton (2007) in
a study with the spatio-temporal structure of pelagic larval and
juvenile fish assemblages in coastal areas of New Caledonia
(Southwest Pacific) and by Simier et al. (2006) on fish assemblages
from the Gambia River. The present work aims at: (1) describing
diatom dynamics in a temperate estuary; (2) determining the
applicability of the STATICO method to diatom estuarine dynamics
and (3) comparing the advantages of STATICO over the classical CCA
technique.

2. Material and methods

2.1. Study area and sampling sites

Ria de Aveiro is located in the Northwest coast of Portugal
(40�38’ N and 8�44’ W). Canal de Mira is an elongated shallow arm
that can be considered a small estuary in itself (Resende et al., 2005).
Three sites were sampled in Canal de Mira (Fig. 1): S1 – Barra
(40�38’ N; 08�44’W), S2 – Costa Nova (40�36’ N; 08�44’W) and S3 –
Vagueira (40�33’ N; 08�45’ W). Sampling took place monthly, in
sub-surfacewater, always at newmoon periods and at both lowand
high tide, from January 2002 to June 2003. A detailed description of
the sampling sites is given by Resende et al. (2005).

Fig. 1. Map of Canal de Mira – Ria de Aveiro and the study area with location of the 3
sampling sites (Resende et al., 2005).

Table 1
Ranges of environmental parameters during the study period, in the three sampling places.

Barra (S1) Costa Nova (S2) Vagueira (S3)

Min Max Average� SD Min Max Average� SD Min Max Average� SD

Sal (g l�1) 17.6 36.9 31.9� 4.5 1.0 36.7 24.8� 11.0 0.0 33.7 15.1� 10.8
T (�C) 11.2 19.7 15.7� 2.2 9.5 20.7 15.7� 2.6 10.2 21.8 16.6� 3.3
pH 6.39 8.31 8.0� 0.4 6.83 8.30 8.0� 0.3 7.50 8.45 8.0� 0.2
DO2 (% sat) 66.0 171.2 97.0� 21.2 66.0 115.2 85.7� 13.7 50.3 152.3 86.0� 22.0
NO3

� (mgN l�1) 0.002 0.388 0.113� 0.095 0.002 1.079 0.233� 0.282 0.002 1.498 0.303� 0.374
NO2

� (mgN l�1) ND 0.011 0.004� 0.003 ND 0.024 0.006� 0.005 ND 0.026 0.009� 0.008
NH4

þ(mgN l�1) 0.003 0.444 0.060� 0.088 ND 0.146 0.042� 0.031 ND 0.132 0.043� 0.035
PO4

3�(mg P l�1) 0.001 0.227 0.036� 0.051 0.003 0.150 0.038� 0.040 0.011 0.168 0.055� 0.042
N:P 0.6 212.0 16.5� 35.4 0.9 148.9 16.0� 26.2 0.5 23.5 6.5� 5.1
Chl a (mg l�1) 0.53 33.38 5.02� 7.13 ND 14.27 4.09� 3.46 ND 22.96 6.41� 5.17

ND – undetermined value. Sal – salinity; T –water temperature; DO2 – dissolved oxygen; NO3
� – nitrate; NO2

� – nitrite; NH4
þ – ammonium; PO4

3� – phosphate; N:P – N:P ratio;
Chl a – chlorophyll a.
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2.2. Environmental data

In total, 108 samples were collected between January 2002 and
June 2003: 36 in Barra (S1), 36 in Costa Nova (S2) and 36 in
Vagueira (S3). At each site, pH, salinity, water temperature (�C) and
dissolved oxygen (% sat) were measured, in situ, with a WTW
MultiLine P4 portable meter. Water samples for chemical analyses
and chlorophyll a quantification were collected and immediately
stored in the dark and at low temperature (4 �C), until further
processing was possible. At the laboratory, these water samples
were filtered through GF/C filters (1.2 mm pore diameter) for
quantification of photosynthetic pigments. Filtrates were used for
the determination of nutrient contents (Resende et al., 2005).
Chlorophyll a concentration was determined spectrophotometri-
cally at 665 and 750 nm, before and after acidification (Strickland
and Parsons, 1972). Nitrate and nitrite concentrations were deter-
mined using sodium salicilate and sulfanilic acid and a–naphtyl-
amine method respectively (Rodier, 1984). Ammonium
concentration was determined by the indophenol blue technique

following the recommendations and procedures of Hall and Lucas
(1981). Phosphate in the form of orthophosphate was determined
using the stannous chloride method (APHA, 1992). The N: P ratio
and distance to the mouth of the estuary were also considered in
following analyses. The ranges of environmental parameters during
the study period, in the three sampling places are presented in
Table 1. A more detailed description can be found in Resende et al.
(2005).

2.3. Biological data

During the eighteenmonths’ study period (from January 2002 to
June 2003) samples for taxonomic and quantitative study were
collected with a glass bottle (1 l capacity) at the water subsurface
and immediately preserved with Lugol 1% (iodine/iodide potas-
sium) (Resende et al., 2005). A total of 231 species were identified
(Resende et al., 2005) in this study using the standard floras of
Peragallo and Peragallo (1897–1908); Germain (1981); Hustedt
(1985); Krammer and Lange-Bertalot (1986, 1988, 1991a,b); Round
et al., (1990); Sims (1996); Tomas (1996) and Witkowski et al.
(2000).

2.4. Data analysis

Data were organized in two series of tables: one for the 11
environmental variables and the other one for 231 diatoms species
abundances. Each pair of tables corresponded to the three sites at
two tidal conditions, which means six rows (sampling sites) per
table. Species abundance was changed to log(xþ 1) prior to
calculations (Legendre and Legendre, 1979), to minimize the
dominant effect of exceptional catches and environmental data
were normalized to homogenize the table.

The common structure between environmental and species
abundances tables and the stability of this structure over the
sampling period were assessed by STATICO method (Simier et al.,
1999; Thioulouse et al., 2004). The STATICO method proceeds in
three stages: (1) the first stage consists in analysing each table by
a one-table method (normed PCA of the environmental variables
and centered PCA of the species data); (2) each pair of tables is
linked by the Co-inertia analysis (Dolédec and Chessel, 1994) which
provides an average image of the co-structure (species-variables);
(3) Partial Triadic Analysis (Thioulouse and Chessel, 1987) is finally
used to analyze this sequence. It is a three-step procedure, namely
the interstructure, the compromise and the intrastructure analyses.
STATICO also enables to plot the projection of the sampling sites of
each original table on the compromise axes (of the PCA factormap),
in terms of species abundances and environmental factors struc-
tures. Hence, it is possible to discuss the correlation between
species distribution and environmental factors. Calculations and
graphs were done using ADE-4 software (Thioulouse et al., 1997).
This software is available free of charge at the following Internet
address: http://pbil.univ-lyon1.fr/ADE-4.

3. Results

3.1. Interstructure

The interstructure factor map of the STATICO analysis, based
on the 11 environmental variables and on the abundances of the
231 diatom species, showed that the relationship between envi-
ronmental variables and diatoms appeared to be stronger in
September 2002 (with the longest arrow) followed, in decrease
order of importance in the compromise, by May 2003, May 2002,
January 2003 and February 2003 (meaning that the compromise
will be more influenced by these dates) (Fig. 2). The remaining

Table 2
List of the codes and habitat affinity of diatoms species that stood out in the
compromise factor map (see Fig. 3b): (a) For Brackish species (B) and Freshwater
species (F); (b) For Marine species (M). [adapted from Resende et al. (2005)].

(a)
Code Taxa Habitat

BAPA Bacillaria paxillifer B
FAPY Fallacia pygmaea B
GYFA Gyrosigma fasciola B
MENU Melosira numuloides B
NZBR Nitzschia brevissima B
NZSG Nitzschia sigma B
PASU Paralia sulcata B
STSP Stauroneis specula B
TYAC Tryblionella acuminata B
TYAP Tryblionella apiculata B
AUGR Aulacoseira granulata F
CYME Cyclotella meneghiniana F
NARA Navicula radiosa F
NACA Navicula capitata F
NZCL Nitzschia clausii F
RHAB Rhoicosphenia abbreviata F
SUBR Surirella brebissonii F
SYPU Synedra pulchella F
STPH Stauroneis phoenicenteron F
TAFE Tabellaria fenestrata F

(b)
ACLO Achnanthes longipes M
AMCO Amphora commutata M
ANEX Anorthoneis excentrica M
ATSE Actinoptychus senarius M
BIAL Biddulphia alternans M
CODI Cocconeis disculus M
COPS Cocconeis pseudomarginata M
COSC Cocconeis scutellum M
DIMI Dimeregramma minor M
DPDY Diploneis didyma M
GRMA Grammatophora marina M
GROC Grammatophora oceanica M
LIGD Licmophora grandis M
LYAB Lyrella abrupta M
ODMO Odontella mobiliensis M
OPPA Opephora pacifica M
PEMO Petroneis monilifera M
PLEL Pleurosigma elongatum M
PLNO Pleurosigma normanii M
PLST Plagiogramma staurophorum M
RHAD Rhabdonema adriaticum M
TEAM Terpsinoë ammericana M
THWS Thalassiosira weissflogii M
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sampling dates presented short arrows, which means that the
corresponding tables are less structured and that their impor-
tance in the compromise will be lower. The first two axes rep-
resented, respectively, 21% and 10% of the total variability
(Fig. 2b).

3.2. Compromise

The first axis was clearly dominant, and accounted for 78% of the
explained variance in contrast with the second axis which
accounted for 13% of the explained variance and was much less
significant (Fig. 3c). Temperature and N: P ratio presented a weak
representation on this factorial plan. For the factor map of the
environmental variables (Fig. 3a), the first axis describes a salinity
gradient, with high values of dissolved oxygen, pH and salinity
(positively correlated) on the left side and high values of chlorophyll
a, phosphate, nitrite, nitrate and low salinity waters (positively
correlated) on the right side of the factorial plan. This opposition
linked the ‘‘marine side’’ to the ‘‘freshwater side’’ (Fig. 3b), with the
majority of marine species on the left quadrants and the majority of
freshwater species on the right quadrants of the ordination. Diatom
species were therefore ranked according to their salinity affinities.
As a result, the stable part of the species–environment relationships
mainly consisted of a combined phosphate, chlorophyll a and
salinity gradient linked to a freshwater-marine species gradient
(Table 1 and Fig. 3).

3.3. Trajectories

The trajectories maps focused on May and September 2002 and
January, February and May 2003, when the observed co-structure
between environment and diatom abundances was the most
significant (see Fig. 2). For each sampling month, the projection on
the compromise axes of the environmental variables (Fig. 4a) and of
the species (Fig. 4b) allowed to visualize the relationships between
environmental factors and species abundances and distribution. In
general, the trajectories factor maps indicated that the relation-
ships between the most abundant species in the assemblages and

environmental factors differed between sampling months (Fig. 4).
May 2003 presented a performance best approximated to January
and February 2003, contrasting with May and September 2002. In
January and February 2003, salinity, pH, dissolved oxygen and
temperature appeared positively correlated on the left side of axis
1, along which diatom species appeared to distribute. Salinity, pH,
dissolved oxygen and temperature were less correlated during May
and September 2002 (at the same time as the distribution of diatom
species abundances were most correlated with axis 2). The trajec-
tories factor maps showed a different gradient, the line bisecting
the origin on the plan 1–2, with a contrast between brackish,
freshwater and marine species (Figs 4a, b).

The co-structure graphics (divided according to sampling dates)
clearly showed the dynamics of diatom species–environment
relationships and highlighted differences between sites (Fig. 5).
Whatever the date, the species points (circles) were more stable
than the environmental points. This expresses the steady estab-
lishment of the diatom assemblages, in spite of the high environ-
mental variability (salinity in particular). The ends of the arrows
(environmental variables) had comparatively different values
(generally presented separated) and simultaneously close diatom
abundances (the circles were always in the same area). Indeed,
from the species point of view, the sites were regularly projected on
the right-hand side of the first axis, characterized by the highest
diatom abundances (see Fig. 3b).

In general, site onewas the one that often presented the shortest
arrow, which means that the environmental factors explained well
the distribution of species for that site. At this site, located at the
mouth of estuary, at low tide, and in particular for May 2002 and
September 2002 the arrowsweremostly short. This means a higher
correlation between the distribution of diatom abundances and the
environment, under the direct influence of high values of phos-
phate, ammonium and chlorophyll a. On the other hand, and
notwithstanding the strong dispersion of the environmental points
and a poor fit between the diatoms and environment (long arrows),
sites 1LT (station 1 low tide), 1HT (station 1 high tide) and 2HT
(station 2 high tide) were regularly grouped together, as well as
sites 2LT (station 2 low tide), 3LT (station 3 low tide) and 3HT
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Fig. 2. Interstructure factor map of the STATICO analysis on the Ria de Aveiro data. (a) This map shows the importance of each sampling date in the compromise. Each date is
identified by the three first letters of the month followed by a number: 2 for the year 2002 and 3 for the year 2003 (e.g. JAN2 – January 2002). Axis 1 the first principal component;
Axis 2 the second principal component. The scale of the graph is given in the rounded box (upper right side). (b) Eigenvalues bar plot of the interstructure.
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(station 3 high tide) although the latter expressed a better
consensus in the relationship species–environment. In fact, this
wasmost clear for January 2003 and February 2003. Specifically the
environmental points (end of arrows) for the first group (sites 1LT,
1HT and 2HT) were located on the left-hand side of the first axis
corresponding to saline waters with the warmest temperatures,
higher values of pH and dissolved oxygen. On the contrary, envi-
ronmental points (end of arrows) corresponding to the aggregation
of sites 2LT, 3LT and 3HT (freshwater stations) were located on the
right-hand side of the first axis, which means higher nutrient
concentrations (ammonium, phosphate, nitrite, nitrate) and

chlorophyll a (opposed to salinity). Besides this, for these ones the
arrows were mostly short when compared to the other group and
in particular for February 2003. For that case, this revealed a strong
structure, which means a best fit between the diatoms (corre-
sponding to a majority to freshwater and/or brackish affinities) and
environment (short arrows).

4. Discussion

This study has focused on the months with the highest
contribution to the co-structure between environmental factors
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and diatom abundances (May and September 2002 and January,
February and May 2003). The relationship between environ-
mental variables and diatoms was strongest in May 2002,
September 2002, January 2003, February 2003 and May 2003
while the remaining sampling dates are less structured. This
result revealed by the interstructure was failed to be achieved by
CCA analysis in Resende et al. (2005). However, these sampling
months corresponded to an increase of diversity from April 2002
to June 2002 (afterwards species diversity dropped in the summer
months, when community was dominated by Pseudo-nitzschia
seriata accounting for 73% of the diatom community), January
2003 (an increase of diversity was verified and the community
was dominated by Aulacoseira granulata and Tryblionella apicu-
lata), and the registered higher diatoms densities in September
2002 (5.6 �105 cells l�1) (Resende et al., 2005). The winter
dominance by A. granulata, reaching maximal abundances (in the
most downstream areas) is a common feature (Muylaert et al.,
2000) and the interstructure was able to reveal ecological struc-
ture where CCA was inefficient.

In the Ria de Aveiro estuary, the simultaneous analysis of
diatom abundances and environmental variables has emphasized
the preponderant role of salinity in the spatio-temporal struc-
turing of diatom assemblages. The main spatial structure was
a longitudinal gradient from marine to freshwater assemblages.
The most abundant diatoms (marine species Paralia sulcata, Bid-
dulphia alternans, Odontella mobiliensis, Thalassiosira weissflogii,
Actinoptychus senarius, Rhabdonema adriaticum, Stauroneis spicula,
Pleurosigma elongatum, Cocconeis pseudomarginata and freshwater
species Cyclotella meneghiniana, Navicula radiosa, Surirella bre-
bissonii, Synedra pulchella, Stauroneis phoenicenteron, Nitzschia
clausii, Rhoicosphenia abbreviata, Navicula capitata and Aulacoseira
granulata) were associated with different environmental variables.
As a result, the stable part of the species–environment relation-
ships mainly consisted of a combined phosphate, chlorophyll
a and salinity gradient linked to a freshwater-marine species
gradient. The marine component of the community was associ-
ated with saline waters, high values of pH, dissolved oxygen and
low phosphates, while the freshwater component was character-
istic of low saline waters and high concentrations of phosphates.
Although this salinity gradient is relatively stable in time and
space, changes in river discharge and marine waters intrusion
induce variations in its position through the course of the year
(Soetaert and Herman, 1995; Muylaert et al., 2000). McLusky
(1993) claimed that the use of a fixed reference frame to deter-
mine spatial variation in a spatio-temporal data set in an estuarine
environment will fail to capture all spatially structured variation
because longitudinal estuarine gradients vary overtime, what
Martin (2003) also designates as the contamination of the spatial
data with temporal effects.

The water characteristics of Ria de Aveiro indicates that during
low freshwater flow, in late spring and summer months, there is
enhanced salinity intrusion upstream estuary. On the other hand,
increased precipitation promoted higher freshwater flows moving
the salinity intrusion seawards (Lopes et al., 2007). External
forcing features (meteorological events, river discharge, and
nutrient loading) are major determinants of ecosystem response
(Pinckney et al., 1998) and seasonal patterns are strongly influ-
enced by freshwater flow (Adolf et al., 2006). The river discharge
(Si loading, and other nutrients) of unusual rainy periods may
contribute to a prolonged supply of Si into the system. This river
discharge is important, determining diatom variability (Adolf
et al., 2006; Gameiro et al., 2007; Lopes et al., 2007) over these
periods. On the other hand increases in discharge during late
summer were shown to result in washout of phytoplankton from
the freshwater tidal reaches of an estuary (Muylaert et al., 2000;
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Gameiro et al., 2004; Lionard et al., 2008). In Chesapeake Bay
Adolf et al. (2006) reported phytoplankton composition forcing
driven mainly by River flow (and its effect on spatial and
temporal variability of light and nutrients). These authors found
a high diversity of taxa in summer, and environmental forcing by
extremes of freshwater flow that elicited a shift to diatoms. This
complexity contrasts with other systems with relatively predict-
able spring diatom blooms. These stable ecosystems with good
species evenness and diversity, with abundance patterns related
to seasonal cycles contrasts with the unstable situations, in terms
of spatial homogeneity and agreement with the environmental
conditions.

The more pronounced gradients were observed in January,
February and May 2003. Diatom assemblages showed clear longi-
tudinal patterns due to the presence of both marine and freshwater
components. In May and September 2002, least structured

gradients, marine-estuarine species were in the ‘‘freshwater side’’
of the gradient. This strong longitudinal organization varied on
a temporal scale. The most complete gradient in February 2003
could be considered, in terms of bio-ecological categories, as the
more structured period of the year, with a combination of strong
marine influence in the lower zone and freshwater influence in the
upper zone. The best-structured gradients are periods of diatom
blooms (abundance and/or diversity).

The dynamics observed in stations 2LT, 3LT and 3HT (at high tide
but the furthest from the sea) in January and February 2003 and
May 2003 can be explained by the river inputs of water and sedi-
ment containing dissolved and particulate nutrients which causes
higher nutrient loadings to the estuary (that can be caused by
highest freshwater flows) (Domingues and Galvão, 2007; Lopes
et al., 2007). The January and February 2003 spatial homogeneity of
the intermediate brackish (in low tide) and freshwater zones of the
estuary and strong structure corresponded to a good fit between
diatoms and environment. Stations 1LT, 1HT and 2HT (with higher
marine affinities) presented the most heterogeneous pattern from
both an environmental and diatoms point of view (independently
from the sampling month). This high heterogeneity was associated
with a poor fit between the species abundances and environment.
These sites of the estuary were directly under the marine influence
and consequently subject to both short-term ebb/flood changes
and monthly variations, in particular spring differences. In the
marine influenced zone of the estuary was associated a good fit
between diatoms and the environment at low tide in May and
September 2002. In a system with suggested phosphate limitation
(Lopes et al., 2007), May and September 2002 were associated with
high values of phosphate.

CCA is useful and effective evaluating the relationships between
environmental variables and species distribution. Variability can
however be masked or not shown in the first principal axes of CCA.
STATICO graphical complementary plots revealed the co-structure
between environmental variables and diatom species distribution.
The application of this method proved to be well adapted in taking
into account the spatio-temporal dynamics of both environmental
factors and abundances of diatoms, and the relationships between
these two datasets. This study corroborates the conclusions of
Carassou and Ponton (2007) demonstrating the method’s ability to
distinguish the environmental factors which have a general effect
on species distribution from thosewhich act only for a given period,
location or condition.

5. Conclusions

Likemany other temperate estuaries, nutrient enrichment of the
catchment area of Ria de Aveiro has been responsible for cultural
eutrophication which may induce alteration in phytoplankton
assemblages (Lopes et al., 2007). Identifying the ecological vari-
ables that regulate phytoplankton dynamics is essential for
understanding the consequences of eutrophication problems and
biological response to climate change in estuaries. The earlier study
of Resende et al. (2005), based on a CCA analysis, while correct in
broadly characterizing the ecosystem, failed to capture variability
associated with different strengths of environmental forcing. The
results presented in the present study add new ecological infor-
mation on diatom estuarine dynamics (relationships between
diatoms and environmental parameters and their space-time
structures) and are of importance for the understanding of estua-
rine ecosystems. In further studies the inclusion of physical
parameters, e.g. water column depth, spring-neap cycle as a major
driver of temporal variations and diel cycles, could be interesting to
explore fully the role of the estuarine and coastal zones.
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2 S. Mendes et al.

1. Introduction

Various statistical methods available for ecological studies do not provide the best results for all
the ecological situations and controversy over the choice of methods of analysis is still present [3].
The data sets obtained repeatedly over time fall broadly into two categories. Usually investigators
have counts of many organisms at various locations (biological data) and measurements of abiotic
factors at the same locations (chemical or environmental data). Researchers are not able to control
any of these variables, but merely observe the values they take; data are observational, and of
multivariate nature. In the treatment of these data, tables containing the composition of species–
environmental information selected in the same sampling sites can be analyzed, using canonical
correlation (CC) [5], Canonical CorrespondenceAnalysis (CCA) [16], canonical non-symmetrical
correspondence analysis (CNCA) [25], redundancy analysis (RDA) [26] or co-inertia analysis [2].
CCA is probably themost popularmethod for using environmental information in a direct manner.
It can be obtained by working linear restrictions into the basic correspondence analysis (CA) [6].
CCA includes a step in the algorithm, a regression of the coordinates of the sites on environmental
variables (usually linearly independent), which implies that the number of samples should be
high compared with the number of environmental variables [21]. This arises as a restriction on
the application of the model. However, when a pair of tables is repeated in time or space, it is
possible to investigate the temporal or spatial stability of relations between the two sets of tables
by the STATICO method (STATIS and co-inertia) [14,24]. STATICO is an application of the
STATIS method [9,10] to operators of co-inertia. The aim of this method is to find the stable part
in the dynamics of relationships between species and their environment. Each pair consists of a
table of abundance of species (species in columns) and another table of environmental variables
(variables in columns). The sampling sites (in rows) must be the same in each pair of tables, but
may be different between pairs. The environmental variables must be the same in all tables and
the list of species as well (although some species may be absent in some tables). The STATICO
is really a partial triadic analysis (PTA) [22] of a series of tables that result from the cross co-
inertia analysis of each pair of tables. This method combines the objectives of the STATIS, i.e.
finding the stable part of the structure of a series of tables, and objectives of co-inertia analysis,
i.e. finding the common structure of two data tables. The STATICO analysis, which has been
implemented only in the ADE-4 (free) software [23], is much less common than the CCA. The
success of CCA is probably due to the availability of this method in statistical packages and to
the previous success of CA. But this success should not hide the fact that CCA is only suited to
gradient analysis [12] (i.e. to the study of spatial patterns of species in terms of environmental
factors and characteristics of communities) and is not always appropriate for the coupling of
two tables. Indeed, CCA is very stringent and requires that the species table is analyzed by CA
and that the sites are weighted by their richness [3]. These considerations are not suitable for all
situations.

The main goal of this study is to compare CCA and STATICO techniques. The advantages and
disadvantages of the two methods in addressing the problem of coupling two tables are presented,
showing how they can be used simultaneously to extract the stable part of the relationships between
species–environmental variables. STATICO and CCA have already been presented and explored
in several journals, so their methodological bases are briefly presented. The comparison of the
two methods is done on the same data set as the one used by Mendes et al. [11] and Resende
et al. [13]. The results will be explored from a rather practical point of view, on their respective
graphical outputs and on their global properties.
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2. Principles of CCA

The procedure is summarized in Figure 1(a). CCA is a multivariate method to elucidate the
relationships between biological assemblages of species and their environment. The method is
designed to extract synthetic environmental gradients from ecological data sets. The gradients
are the basis for succinctly describing and visualizing the differential habitat preferences of taxa
through an ordination diagram. CCA operates on (field) data on occurrences or abundances (e.g.
counts of individuals) of species and data on environmental variables (the explanatory variables)
at sites [20]. CCA drift directly from the classical ordination method of CA; in this sense, CCA

Figure 1. Methods flow charts. (a) STATICO and CCA techniques and (b) PTA technique: construction of
the inter-structure matrix and extraction of the compromise table W . The inter-structure between matrices
W1, . . . ,Wt corresponding to the t tables (here samplingmonths) is analyzed by a simple principal component
analysis of the inter-structure matrix. The inter-structure analysis provides an ordination of the t tables and
gives a description of the q rows in relation to the typology of the t tables for each of the p variables. The
compromise tables are derived from the coordinates of the variables at the different q rows on the principal
components of the principal component analysis of the inter-structure matrix. Compromise tables are then
analyzed by a simple principal component analysis. This operation indicates which of the variables are of
importance in the structure extracted by the principal component analysis of the inter-structure table.
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4 S. Mendes et al.

Figure 1. Continued.

can be seen as a constrained CA. In fact, CCA selects ordination axes as in CA, but imposing
that they are a linear combination of environmental variables. CCA chooses then the best weights
for the environmental variables so as to maximize the dispersion of species scores. Restrictions
become less strict as more environmental variables are included in the analysis.When the number
of environmental variables included in the analyses is approximately equal to the number of
samples collected, CCA is equivalent to CA. Being a restriction of CA, CCA shares properties
and drawbacks with CA but some drawbacks can be more easily solved in CCA than in CA
[4,8]. The statistical model underlying the CCA is that a species’ abundance or frequency is
a unimodal function of position along environmental gradients. CCA is an approximation to
Gaussian regression under a certain set of simplifying assumptions and is robust to violations
of those assumptions [18]. CCA is inappropriate for extremely short gradients, in which species
abundance or frequency is a linear or a monotonic function of gradients [17,18]. From a more
theoretical point of view, it is possible to arrive at the basic equations of CCA from different
perspectives, most of them described in the literature. For instance, the CCA is a maximization of
the dispersion of the species scores, using a linear restriction on the site scores [7,17].Alternatively,
CCA has been stated to be weighted least-squares approximation to the weighted averages of the
species with respect to the environmental variables [16]. It is possible to put out the CCA in the
framework of reciprocal averaging, where the reciprocal averaging algorithm is combined with
the regression of site scores onto environmental variables. CCA has also been formulated as a
weighted principal component analysis of a matrix of weighted averages [17]. The purpose here
is to give a description of CCA following the viewpoint of ter Braak and coworkers [17,20], who
described the method as being a combination of CA and multiple regression. It is also important
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Journal of Applied Statistics 5

to stress that CCA is characterized by having a symmetrical objective, i.e. CCA aims to find
the agreement between the typology of places from the standpoint of the matrix structure of
community composition (i.e. from the point of view of content in terms of species), and the
typology of places from the point of view of the structure of the environmental matrix (i.e. from
the standpoint of environmental value that occurs in those places). Let

uk =
n∑

i=1

yik
y+k

xi (1)

the weighted average of k species with respect to any gradient x (environmental variable, synthetic
gradient or ordination axis). So, uk is the weighted average of the gradient values of the sites at
which the species occurs. Note that yik is the abundance of k species in site i(i = 1, . . . , n) and
k = 1, . . . , p), xi the value of gradient x at site i and

y+k =
n∑

i=1

yik (2)

the total abundances of k species. For a standardized gradient x, i.e. a gradient for which

n∑

i=1

yi+
y++

xi = 0 (3)

and
n∑

i=1

yi+
y++

x2i = 0 (4)

the weighted variance (dispersion) of species scores uk(k = 1, . . . , p) is defined by

δ =
p∑

k=1

y+k

y++
u2
k . (5)

Let x be a synthetic gradient, i.e. a linear combination of environmental variables

xi = c0 + c1zi1 + c2zi2 + · · · + +cqziq, (6)

where zij is the value of the environmental variable j in site i and cj, j = 1, . . . , q, the coefficient
or weight. Then, CCA is the method that chooses the optimal weights cj, i.e. the weights that
result in a gradient x for which the weighted variance of the species scores, δ, is maximum.
Mathematically, the synthetic gradient x can be obtained by solving an eigenvalue problem; x is
the first eigenvector x1 with themaximumeigenvalue δ [17]. The optimizedweights (cj) are termed
canonical coefficients. Each subsequent eigenvector xs = (x1s, . . . , xns)T(S > 1) maximizes the
δ, subject to constraint

xi =
q∑

j=1

cqzij (7)

and the extra constraint that it is uncorrelated with previous eigenvectors, i.e.

n∑

i=1

yi+xisx′
is = 0(s′ < s). (8)

In practice,CCA is used to detect, interpret andpredict the underlying structure of the data set based
on the explanatory variables (e.g. environmental variables). Furthermore, analyzing the CCA
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6 S. Mendes et al.

ordination diagram obtained from the most popular package (CANOCO software [19]), it shows
more accurately the dissimilarities between the patterns of occurrence of different species (i.e. the
focus scaling is on inter-species distances).Moreover, the scaling type is by biplot scalingmeaning
that the interpretation is made by the biplot rule. These two options (inter-species distances and
biplot scaling) lead to the χ2 distance as a measure of dissimilarity.

3. Principles of STATICO

The procedure is summarized in Figure 1(a). The STATICO method is particularly well adapted
to the study of the changes of species–environment relationships during several T sampling
occurrences (in time or space). The STATICO analysis is a symmetric coupling method that joins
the STATIS method to operators of co-inertia. In fact, the STATICO begins with the application
of the principles of co-inertia analysis. The two ecological data tables Y (containing the values
of p species-columns measured at n sites-rows) and Z (containing the values of q environmental
variables-columns measured at n sites-rows) produce two representations of the sites in two
hyperspaces by separate analysis through a one-table method (like PCA or CA). This separate
analysis finds axes maximizing inertia in each hyperspace. Then, each pair of tables is linked
by the analysis of the statistical triplet (ZT

t DnYt ,Dp,Dq) and provides an average image of the
co-structure (i.e. provides the agreement between the typologies, resulting from species data from
environmental data). Note that Dn is the diagonal matrix of row weights (and is what allows the
co-inertia analyses of the two tables Y and Z) and Dp and Dq are diagonal matrices of column
weights for Yt and Zp, respectively. Co-inertia aims to find a couple of co-inertia axes on which
the sites are projected. It maximizes the square covariance between the projections of the sites on
the co-inertia axes (i.e. maximizes

COVARIANCE(ZDqvq,YDpvp) = √
VARIANCE(ZDqvq) × √

VARIANCE(YDpvp)

× CORRELATION(ZDqvq,YDpvp) (9)

vp and vq areDp andDq normed vectors in species–environmental space with maximal co-inertia,
respectively). The co-inertia leads to a series of cross-tables that will be analyzed by a PTA
(Figure 1(b)). PTA is the third step of the STATICO method and begins with the analysis of the
statistical triplet (ZT

t DnYt ,Dp,Dq). Let (ZT
t DnYt) = Wt , which has the same p species (in columns)

and the same q environmental variables (in rows) at each t occurrence. The compromise co-inertia
(according to the definition of PTA, Figure 1(b)) is to find at such that (

∑T
t=1 atWt ,Dp,Dq) has a

maximum inertia under the constraint
t∑

t=1

a2
t = 1. (10)

The t coefficients at are normalized components from the first eigenvector obtained by the
diagonalization of vectorials covariance matrices between the Wt tables (i.e.

COVARIANCE(Wt ,W
′
t ) = Tr(WT

t DqW
′
t ,Dp) (11)

and Tr(W), the trace of the matrix W , represents the sum of the diagonal of the matrix W ).
The compromise (Wc) of PTA is here a co-inertia analysis of the fictitious crosstab, form
(ZT

c DnYc), which is a weighted average of T cross-tabulations (in practice the compromise table
is a “weighted mean” of Wt = ZT

t DnYt). The compromise table has the columns of Yt and the
rows of Zt (Figure 1(b)). His analysis provides the eigenvalues, an ordination of its columns
(and therefore p variables of Y ) and an ordination of its rows (and therefore q variables of Z).
Once obtained, Wc is then analyzed by principal components analysis (PCA) and the rows and
columns of the individual matrices are projected onto the analysis as supplementary individuals
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and supplementary variables, respectively (Figure 1(b)). Thus, the analysis of the compromise
gives a factor map that can be used to interpret the structures of this compromise.

4. STATICO versus CCA

The STATICO method is an efficient tool to analyze sequences of paired ecological tables. Its
flexibility comes in part from the flexibility of co-inertia analysis [24] which maximizes the
square covariance between the species score and the environmental score. CCA also maximizes
the square covariance, but with additional constraints, influencing the robustness of the analysis
relative to the number of variables. In fact, CCA maximizes the proportion of variance in the
species matrix that is explained by the environmental matrix. This difference is due to the metric
of CCA (Mahalanobis metric (XTDX)−1), which is linked to the underlying regression step. This
metric takes into account the correlation in the data (because it is calculated using the inverse of the
variance–covariance matrix), adds constraints in the analysis (the total variance must be equal to
1) and its calculation implies precautions concerning the dimensions of the tables in CCA (tables
with numerous environmental variablesmust be avoided).As amatter of fact, analyseswith respect
to instrumental variables (as CCA) require a small number of environmental variables. Another
problem regarding CCA is related with the abundance effect. CCA removes it and the information
given by species absences is not considered. So, when the aim of the study is to analyze limiting
factors, species absence is an important part of information and CCA become incongruous and
should be avoided [3]. On the other hand, STATICO presents constraints coming from co-inertia
analysis (sites are weighted in the same way for the two separate analyses) and from PTA (all
the cross-tables must have the same rows and the same columns, i.e. species–environmental
variables must be the same in all the pairs of tables). Another problem that emerges with the
STATICO analysis is when environmental variables or species vary among tables. In such cases,
the analysis of the compromise will not produce a good description of such entities, insofar as
the compromise is a square matrix of scalar products among species–environmental variables,
respectively. However, despite the restrictions, the STATICO method allows the simultaneous
description of species–environmental variables by computing a compromise that represents a
species versus environmental variables cross-table. The results between STATICO and CCA are
more similar, the more structured data are. This means that when the structure of t tables is strong
and all of them have almost the same contribution to this structure, the two methods present
comparable and congruous description of species–environment relationship. However, when the
stable part of the data is not prominent, indicating that the corresponding tables are less structured
(with lower importance in the compromise and presenting of some individual features with minor
or different contributions to the structure), the STATICO method (through compromise) will be
a better descriptor of the relations between species–environmental variables. This arises because
STATICOuses a non-uniformweighting (components of thefirst eigenvector of the inter-structure)
instead of a simple average. In such a case, STATICO will downweight the tables with minor
contribution or less structured, and the resulting compromisewill be nearer to the other tables [24].

5. Case study

Resende et al. [13] described for Ria de Aveiro (Western Portuguese Atlantic Coast) a diatom
composition that resembled other European temperate estuaries. However, no seasonal pattern of
diatom density was found. CCA was used to identify the environmental variables governing the
composition and structure of diatom assemblages (together with the study of ecological prefer-
ences).Although CCA is appropriated when the responses of the dependent variables are expected
to be unimodal along environmental gradients [19], such as in this case, this technique does not
consider the a priori information on time or space. This information is presented a posteriori,
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8 S. Mendes et al.

when the results are displayed. Therefore, a mixture of space–time effects is produced, showing
evidence of the strongest effects compared with the weaker ones [11]. This study was revised by
Mendes et al. [11], using STATICO analysis. This statistical procedure allows the identification of
spatial or temporal structures and the permanence of these structures in time or space. In order to
widen the discussion in the context of multitable analyses, the aim here is to make a comparison
between STATICO and CCA based on the global mathematical properties of the methods, and
the biological aims of the study.

Environmental variables and species considered here are the same for both methods and take
into account the selection made by Resende et al. [13]. These data sets are arranged in two
tables: one table with 108 rows and 231 columns, containing the species data, and one table with
108 rows and 7 columns, containing the environmental variables. The rows in both the tables
correspond to three sampling stations located on Canal de Mira, a branch of Ria de Aveiro (an
elongated shallow arm considered as a small estuary on the northwest coast of Portugal) at two
conditions: low and high tide. These three sites were sampled 18 times, from January 2002 to June
2003 (monthly, in sub-surface waters, at new moon periods). The 231 columns of the species data
table correspond to 231 diatoms species. The seven environmental variables are physico-chemical
measures. A detailed description of the sampling sites, the process of collection of variables and
their quantification is given by Mendes et al. [11] and Resende et al. [13].

Whether from the standpoint of CCA, or STATICO’s view, the aimwas to investigate the diatom
ecological preferences along the Canal de Mira (Ria de Aveiro).

5.1 CCA results

The interpretations of detail and graphical outputs were presented by Resende et al. [13], so the
results are presented here briefly. In summary, it can be concluded that the spatial distribution
of diatoms was clearly determined by salinity, whereas the temporal distribution was mainly
determined by temperature (Figure 2(a)). The most saline stations (sites S1 and S2 at high tide
and S1 at low tide, Figure 3(a)) were characterized by higher abundance of marine species. The
seven environmental variables considered in the CCA explained 18.2% of the total variation
of the diatom assemblages. The first two axes of the species–environmental variables biplot
alone accounted for 11.3% of the total variability and the goodness-of-fit was 62%. In the plan
1-2, salinity, temperature and distance to the mouth of the estuary played a major role, whereas
ammonium and phosphate presented a reduced responsibility to explain the total variability of the
diatom community (Figure 3(b)). This is an important analysis, and will be developed later (when
comparing the two methods), since it is necessary to observe the third and fourth axes of the CCA
diagram (Figure 2(a)), in order to observe the influence of these variables in the community. This
is a configuration that usually is neglected by researchers. Most of them do not seek information
beyond the first principal plan.

5.2 STATICO results

The results of the STATICO method were presented previously by Mendes et al. [11]. The first
result from STATICO analyses, the inter-structure diagram (Figure 2(b)), took into account the
7 environmental variables and the 231 diatoms (identified in the study period) and showed the
changes in their relationship over time. The months with a stronger co-structure were September,
May and August 2002. Thus, the species–environment relationship was much more structured
and stronger in those dates. The species compromise map showed that the spatial distribution of
diatoms (Figure 2(c)) was clearly determined by salinity. On the other hand, the stable part of
species–environment relationship was presented (mostly) as a combination of the phosphate (cor-
relatedwith the distance from themouth of the estuary) and the salinity gradient (Figure 2(d)). The
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Journal of Applied Statistics 9

Figure 2. (a) CCA triplot plan 3-4, (b) STATICO inter-structure plot, (c) STATICO compromise plan for
environmental variables, (d) STATICO compromise plan for species. The labels of most abundance diatom
species and thus of importance in these graphics were with big size letter for clarity. Different gray levels are
used to distinguish marine species from freshwater species. See Table 1 for species codes and (e) STATICO
trajectories plan for environmental variables. Sal, salinity; Temp, water temperature; NH4, ammonium; PO4,
phosphate; Dist, distance to the mouth of the estuary.

Table 1. List of the codes of diatoms species. Codes in bold represent species that stood out in the compromise
factor map (Figure 2(c)).

Code Taxa Code Taxa

ACBR Achnanthes brevipes NACY Navicula cryptotenella
ACCO Achnanthes coarctata NADE Navicula delawarensis
ACDE Achnanthes delicatula NADG Navicula digitoradiata
ACLA Achnanthes lanceolata NADI Navicula directa
ACLO Achnanthes longipes NAGR Navicula gregaria
ACMI Achnanthes minutissima NAIN Navicula integra
AMCO Amphora commutata NALA Navicula lanceolata
AMEX Amphora exigua NALY Navicula lyra
AMHO Amphora holsatica NAPA Navicula palpebralis
AMOV Amphora ovalis NAPE Navicula peregrina
ANEX Anorthoneis excentrica NARA Navicula radiosa
ANTU Aneumastus tusculus NARY Navicula rhynchocephala

(Continued).
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10 S. Mendes et al.

Table 1. Continued.

Code Taxa Code Taxa

ASFL Asteromphalus flabellatus NAVI Navicula viridula
ATSE Actinoptychus senarius NEAM Neidium ampliatum
ATSP Actinoptychus splendens NEAP Neidium apiculatum
AUGR Aulacoseira granulata NEDU Neidium dubium
AUSC Auliscus sculptus NZAC Nitzschia acicularis
BAPA Bacillaria paxillifer NZAM Nitzschia amphibia
BCHY Bacteriastrum hyalinum NZBR Nitzschia brevissima
BIAL Biddulphia alternans NZCL Nitzschia clausii
BIBD Biddulphia biddulphiana NZCM Nitzschia commutata
BRBO Brebissonia boeckii NZCO Nitzschia closterium
CAAM Caloneis amphisbaena NZIN Nitzschia insignis
CACR Caloneis crassa NZLI Nitzschia linearis
CAEC Campylodiscus echeneis NZPA Nitzschia palea
CAIN Campylodiscus innominatus NZSC Nitzschia scalpelliformis
CALA Caloneis latiuscula NZSG Nitzschia sigma
CASI Caloneis silicula NZSM Nitzschia sigmoidea
CAVL Cavinula lacustris NZVE Nitzschia vermicularis
CAWE Caloneis westii NZVT Nitzschia vitrea
CERA Cerataulus radiatus ODAU Odontella aurita
CETU Cerataulus turgidus ODMO Odontella mobiliensis
CHCU Chaetoceros curvisetus ODRE Odontella regia
CHDE Chaetoceros decipiens OPPA Opephora pacifica
CHDS Chaetoceros densus PABE Parlibellus berkeleyi
CHEI Chaetoceros eibenii PAPL Parlibellus plicatus
CHLO Chaetoceros lorenzianus PASU Paralia sulcata
CHPE Chaetoceros peruvianus PEGE Petrodictyon gemma
CHSU Chaetoceros subsecundus PEMO Petroneis monilifera
CMPU Cosmioneis pusilla PIBO Pinnularia borealis
CODI Cocconeis disculus PIBR Pinnularia braunii
COPD Cocconeis pediculus PIBS Pinnularia brebissonii
COPE Cocconeis peltoides PIDV Pinnularia divergens
COPL Cocconeis placentula PIGB Pinnularia gibba
COPS Cocconeis pseudomarginata PIMA Pinnularia maior
COSC Cocconeis scutellum PIMC Pinnularia microstauron
COST Cocconeis stauroneiformis PISD Pinnularia sudetica
CRCU Craticula cuspidata PISU Pinnularia subcapitata
CRHA Craticula halophila PIVD Pinnularia viridis
CSCO Coscinodiscus concinnus PIVE Pinnuavis elegans
CYAF Cymbella affinis PLAN Pleurosigma angulatum
CYGR Cumbella gracilis PLCL Placoneis clementis
CYLA Cymbella lanceolata PLEL Pleurosigma elongatum
CYME Cyclotella meneghiniana PLGA Placoneis gastrum
CYSO Cymatopleura solea PLLE Plagiotropis lepidoptera
DESU Delphineis surirella PLLV Pleurosira laevis
DIMI Dimeregramma minor PLNO Pleurosigma normanii
DIVU Diatoma vulgare PLST Plagiogramma staurophorum
DKRE Donkinia rectum PRAL Probostia alata
DPDY Diploneis didyma PSPA Psammodictyon panduriforme
DPEL Diploneis elliptica PSZP Pseudo-nitzschia pungens
DPSM Diploneis smithii PSZS Pseudo-nitzschia seriata
DPST Diploneis stroemii RHAB Rhoicosphenia abbreviata
DTBR Ditylum brightwellii RHAD Rhabdonema adriaticum
ENAL Entomoneis alata RHAM Rhaphoneis amphiceros
ENEX Eunotia exigua RHGB Rhopalodia gibberula
ENPA Entomoneis paludosa RHGI Rhopalodia gibba
ENPE Eunotia pectinalis RHMU Rhopalodia musculus
EPAD Epithemia adnata RHRU Rhopalodia rupestris
EPAR Epithemia argus RHZH Rhizosolenia hebetata
EPTU Epithemia turgida RHZS Rhizosolenia stolterfothii

(Continued).
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Table 1. Continued.

Code Taxa Code Taxa

ETMA Eunotogramma marinum RHZY Rhizosolenia styliformis
EUZO Eucampia zodiacus SEPU Sellaphora pupula
FAFO Fallacia forcipata SKCO Skeletonema costatum
FAPY Fallacia pygmaea SPAL Stephanodiscus alpinus
FRAR Fragilaria arcus SPRO Stephanodiscus rotula
FRCA Fragilaria capucina STAN Stauroneis anceps
FRCO Fragilaria construens STPH Stauroneis phoenicenteron
FRCR Fragilaria crotonensis STSM Stauroneis smithii
FRCS Fragilariforma constricta STSP Stauroneis specula
FRVA Fragilaria vaucheriae SUAN Surirella angusta
FURH Frustulia rhomboides SUBI Surirella brightwellii
FUVU Frustulia vulgaris SUBR Surirella brebissonii
GOAC Gomphonema acuminatum SUBS Surirella biseriata
GOCL Gomphonema clevei SUCA Surirella capronii
GOPA Gomphonema parvulum SUCN Surirella constricta
GOTR Gomphonema truncatum SUCO Surirella comis
GRMA Grammatophora marina SUCR Surirella crumena
GROC Grammatophora oceanica SUFA Surirella fastuosa
GRSE Grammatophora serpentina SULI Surirella linearis
GYAC Gyrosigma acuminatum SUMO Surirella moelleriana
GYBA Gyrosigma balticum SUOV Surirella ovalis
GYDI Gyrosigma distortum SURO Surirella robusta
GYFA Gyrosigma fasciola SUST Surirella striatula
HYMA Hyalodiscus maculatus SYCA Synedra capitata
HYRA Hyalodiscus radiatus SYPU Synedra pulchella
HYSC Hyalodiscus scoticus SYRU Synedra rumpens
LIAB Licmophora abbreviata SYTA Synedra tabulata
LIDA Licmophora dalmatica SYUL Synedra ulna
LIFL Licmophora flabellata TAFE Tabellaria fenestrata
LIGD Licmophora grandis TAFL Tabellaria flocculosa
LIGR Licmophora gracilis TEAM Terpsino¸ ammericana
LIPA Licmophora paradoxa THLE Thalassiosira leptopa
LUGO Luticola goeppertiana THNZ Thalassionema nitzschioides
LUMU Luticola mutica THTE Thalassiosira tenera
LUNI Luticola nivaloides THWS Thalassiosira weissflogii
LYAB Lyrella abrupta TRAS Trachyneis aspera
LYAT Lyrella atlantica TRCL Trachyneis clepsydra
MAEX Mastogloia exigua TRFA Triceratium favus
MASM Mastogloia smithii TYAC Tryblionella acuminata
MECC Meridion circulare TYAP Tryblionella apiculata
MENU Melosira numuloides TYCI Tryblionella circumsuta
MEVA Melosira varians TYCO Tryblionella coarctata
NABR Navicula brasiliana TYLE Tryblionella levidensis
NACA Navicula capitata TYPU Tryblionella punctata
NACR Navicula cryptocephala

first two axes of compromise, referring to species–environmental variables, showed a goodness-
of-fit of 38%. By projecting the columns of the tables (species–environmental parameters) at
each site on the compromise PCA factor map was possible to observe the characteristics of each
table that were shared with the compromise and which were found to have individual features.
The most complete and stronger gradients were observed in the months of September, May and
August 2002 (in order of decreasing importance) (Figure 2(e1)–(e3)). This means that these dates
(which precisely match the diatom blooms) had a greater contribution to the co-structure between
environmental variables and the abundance of diatoms (this confirms the interpretations made
by the inter-structure result). Finally, the co-structure graphics showed the dynamics of diatom
species–environment relationships and highlighted differences between sites (Figure 3(d)). The

D
ow

nl
oa

de
d 

by
 [b

-o
n:

 B
ib

lio
te

ca
 d

o 
co

nh
ec

im
en

to
 o

nl
in

e 
U

A
be

rta
] a

t 0
7:

55
 2

1 
N

ov
em

be
r 2

01
1 



12 S. Mendes et al.

Figure 3. (a) Samples map; (b) CCA plan 1-2 September 2002; (c) STATICO trajectories; (d) STATICO
co-structure: projection of the samples with respect to tide condition and site on the first factorial plan of the
compromise analysis, for September. Each sample is represented by two points: one is the projection of the
rowof the species table (circle: origin of arrows), and the other is the projection of the rowof the environmental
table (end of arrows). The length of the connecting line reveals the disagreement or the consensus between the
two profiles (species–environment), i.e. the length of the line is proportional to the divergence between the
data sets.When the data sets agree very strongly, the arrowswill be short. Likewise, a long arrowdemonstrates
a locally weak relationship between the environment and diatoms features for that case. Each site is identified
by the tide condition (low tide, LT and high tide, HT) followed by the site code (1 for S1, 2 for S2 and 3 for
S3) (e.g. LT1, site S1 in low tide). See Figure 2 for environmental labels.

best co-structures were those that correspond to periods where diatoms had a bloom (September,
May and August 2002), i.e. a strong structure and good fit between species and the environment.
In particular, the co-structure was quite strong in some months of study, as the arrowheads and
the positions of the circles in each site-tide were in general quite close (with local exceptions).

5.3 Comparison of results

As for the salinity and distance to the mouth of the estuary, the results of the two approaches were
consistent (Figures 3(b) and 2(d)). They were inversely related, i.e. the greater the distance from
themouth, the lower the salinity. This is coherent because in the stations farthest from themouth of
the estuary, there is a predominance of freshwater, while in the nearest stations, thewaters aremore
saline. In relation to the temperature, it is noted how this variable was one of the most important in
the CCA (Figure 3(b)). However, in the compromise space of STATICO analysis, it appeared with
a minor relevance (Figure 2(d)). The reason to this is the fact that temperature is a variable that
generally has a high variability (lower in the coldermonths, higher duringwarmermonths), which,
incidentally, is something previously known and that is really what the CCA put in evidence. This
happened because CCA is a method that performs a global analysis (setting in the first principal
plan, the large variation between months). On the other hand, the temperature variation over a
month is low (although in a cold month temperature is consistently low and in a warm month, the
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temperature is always high, no relevant variations inside each month is observed). This variability
(or lack of it) was precisely what the STATICO has demonstrated through the graphical results
obtained. This was clearly visible through the environmental variable trajectories, over themonths
studied (see Figure 2(e1)–(e3) for the months, where the structures were the strongest). As was
possible to observe, the temperature in each month shows some variability, but does not stand out
compared with the variability presented by the other variables. Through the CCA method, it was
also noted that the variables temperature and salinity were nearly independent (Figure 3(b)). This
contradicted the results obtained with the compromise factor map of STATICO, whose correlation
was found negative (Figure 2(d)). Indeed, observing the detailed diagram of the trajectories for
the environmental variables (Figure 2(e1)–(e3)), a negative correlation was found only in a few
months (precisely those that most contributed to the co-structure, i.e. May,August and September
2002). For other dates, this relationship was direct or quasi-independent. This is precisely what
was reported by the CCA, which is reported what happens “on average”. In fact, this means that
the data are reported in a widespreadmanner reduces (or mask) the individual relationships within
each month. This resulted in “an average” relationship, designed in the first principal plan as an
independent relationship between temperature and salinity. Another difference can be observed
when analyzing the principal plan resulting from the CCA with the compromise of STATICO
(Figures 3(b) and 2(d)): the ammonium, phosphate and pH do not appear as relevant variables
through the CCA (Figure 3(b)), but appeared as important variables in the factor map of STATICO
compromise (especially ammonium and phosphate) (Figure 2(d)). Looking at the trajectories that
represent the variables in each month (Figure 2(e1)–(e3)), it was found that these three variables
have always been important in each month. This importance becomes even more relevant in
the months whose co-structure is more pronounced, corresponding to a higher contribution to the
compromise, and larger variability comparedwith other variables in thosemonths (e.g. September
2002, whichwas the largest contributor to the compromise). In the remainingmonths, it was found
that the vectors of ammoniumandphosphatewere always the longest (in their ranges).This showed
that within each month, these variables were very important to discriminate between the sampling
stations. Moreover, in most months, ammonium and phosphate appeared positively or were close
to independent. By observing themonth whichmost contributed to the compromise, i.e. themonth
whose co-structure of the species–environment was stronger (Figures 3(c) and (d)), it seems that
only the station nearest the mouth of the estuary (Figure 3(a)) might actually be differentiated
from others. This is clearly highlighted by the information provided by the principal plan of the
CCA (Figure 3(b)). Moreover, this difference is probably due to the high temperature (whose
vector is longer and presented high correlation with S1 at low tide, Figure 3(b)). Regarding the
other variables, they showed no significant differences. Nevertheless, this interpretation must be
made with caution, since the position of points near the origin may be only apparent (and the
CCA does not provide, through their results, information on quality of representation). However,
by observing the trajectories of environmental variables (Figure 3(c)), it was possible to observe
a much clearer differentiation between the sampling stations. So, it should be noted that the three
stations at high tide have low values of ammonia and phosphate and, additionally, that two of these
stations (S1 and S2, i.e. those near the mouth of the estuary, Figure 3(a)) have patterns of high
values of salinity and pH. These two stations at low tide have higher phosphate content. However,
the information provided by the plan 3-4 (Figure 2(a)) on the CCA (this information is normally
ignored by most authors, because only these limit themselves to interpreting the information
contained in the factorial plan 1-2) shows similar results to those provided by the STATICO. The
three stations at low tide presented a higher content of ammonium and phosphate. These variables,
as well as pH, were strictly determined by axis 4, although they correlate positively with each
other, but negatively with pH. Even though the information provided by the plan 3-4 is important,
the authors usually do not gather it. The authors simply gather information from two or three axes
(maximum), and they do not analyze the information from other axes that are usually regarded
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by many as residual axes. However, through STATICO diagrams, it was possible to observe that
the information gathered by this method was much more emphasized and clear.

6. Discussion and conclusions

The main problems in ecological studies are usually answered by classical coupling methods as
CCA.The use ofmore sophisticatedmethods provides additional results and useful information of
great interest to ecologists [3]. The works recently published by Carassou and Ponton [1], Mendes
et al. [11] and Simier et al. [15] are good examples. However, characterized by the properties of
collected data and the objectives of the study, the choice of the “better” statistical method can
be a very difficult task. In fact, there are no better or worse methods. There are rather theoretical
considerations that must be taken into account, as well as the purpose to which it intends to
answer. As demonstrated by this work, the two different approaches allow for meaningful and
relevant conclusions. They have different (dis)advantages, whose drawbacks or positive aspects
can be often bypassed by researchers. Therefore, although at first glance, the obtained conclusions
appear to be different, they are entirely related to the objective of the study and how the data are
centered in each of the methods. Whereas, CCA works with the entire matrix at once and each
value is centered with respect to the average of all data in all matrices or tables (here months), in
STATICO, each matrix is centered separately. The conclusions obtained for the temperature and
salinity reflect this difference. For instance, temperature assumes low values in some of the data
matrices (here in winter month’s tables) in contrast to the others (here in the summer month’s
tables). So this is one of the variables that showed larger variability and therefore come out
clearly revealed in the CCA first principal plan, as in this example. On the other hand, given that
the CCA is a global analysis, the variability within groups may be masked, or not to be expressed
in the first principal plan, also shown in this example. So, the variability of the most significant
effects (in this case, the temporal and the distance to the mouth) masks the variability within the
seasons and the conditions found within each month (seasonal variations are mostly linked to
water temperature, and the corresponding between-season structures are trivial, summer–winter
opposition). Compared with how the STATICO operates, in winter the temperature is centered
with respect to the average of the winter. Despite being colder in winter, the temperature is similar
in all sampling stations. In summer, the temperature is higher, but the data are centeredwith respect
to the average of the summer month. As a result, the temperature is also similar in all sampling
stations. Therefore, given the lack of variability from month to month, the temperature appears
here as a less important variable to discriminate the sampling stations, as it is within a small
range of variability (in both seasons). Conversely, and in relation to salinity, this varies greatly
(and always) among the sampling sites. Moreover, this is always observed in each month and so
salinity is a variable that turns out to be important for both methods (Figures 2(d), 2(e1)–(e3),
3(a) and 3(c)).

The main advantage of STATICO is the optimality of the compromise (maximization of the
similarity with all the initial tables). It gives a compromise of co-structures, which means that
it displays the stable part of species–environment relationship variations. One of the important
points that must be taken into account when using these methods, concerns the structure of the
data (and its strength). When species–environment relationships are very strong, chronological
structures may disappear with the STATICO method [21]. Conversely, when the structure is
less strong (or some tables present different contributions to the co-structure), STATICO will
be the better option to describe the species–environment relationship. Besides being a good
option for the description of the stable part of these relationships, STATICO also enables the
description of seasonal variations or long-term changes in the species–environment relationships.
This advantage comes from the fact that STATICO computes a consensus of species–environment
relationships at each date. The aim of a particular study should define the way data are organized
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(site samples× variables× time or time samples× variables× sites). Another important point in
the STATICO analysis is related to the numerical constraints on the parameters of the k-table,
i.e. the number of species, of environmental variables, of sampling sites, and of dates. STATICO
presents constraints on the species–environmental variables, which should always be identical:
same species and same environmental variables for all dates. That is, the two series of tables
must have the same dates, but sites can differ among dates (although they must be equal for the
two tables of a pair). In relation to this restriction, CCA also has limitations in this sense. It
requires that the number of samples must be high compared with the number of environmental
variables. CCA already proved to be quite efficient (the number of existing publications is a good
proof). A good example of this efficiency is achieved when the uncorrelated variables are few
(conversely, it will become quite unstable when the variables are correlated). For most studies, it
is possible to recognize that the STATICO analysis presents information that can be much richer
than that offered by the CCA. It allows visualizing the variability within groups (in this case,
within the month). STATICO graphic results can be very detailed and easier to interpret. In the
example presented here, through the complementary results provided by the graphical outputs, it
was possible to know not only what are the months in which the co-structure between variables
and species is stronger, but also whether there is a common structure, and to what extent each
one of the months are “separated” from the common pattern and what are the reasons for moving
away from it (which can be done simply by analyzing the different graphs of trajectories that can
be generated).

The two methods presented here reveal important features in the data set and their relevance
from the ecological point of view is undeniable.A better ecological interpretation is possible using
either STATICO or CCA. Both methods can be considered as they are equally suitable for the
purpose, being none better when compared with each other.What is noteworthy is that depending
on the type of variability that occurs within and between each data matrix, the variables that are
emphasized by the first principal plan of the CCA approach, may or may not coincide with what
STATICO emphasizes. Thus, multivariate data analyses (widely used to identify and understand
the structure of ecological communities) should always be chosen according to the purpose of the
study and the responses that the researcher wants to see answered.
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a b s t r a c t

Despite a growing interest in diel vertical migration as a research topic, there are few studies in southern
European marine coastal systems. This study determined the main structuring hydrological and physical
factors at different temporal scales in copepod assemblage distribution patterns. Seasonal, tidal, lunar
and diel vertical migrations accomplished by horizontal movements were examined on the main
copepod fraction of the Mondego estuary, Portugal. Seasonal samples were conducted hourly at the
mouth of the estuary, during diel cycles (25 h), both over neap and spring tides, at the bottom and
surface, using a 63 mm and 335 mm mesh size nets. Simultaneously, four sites inside the estuary were
sampled during flood tide to evaluate and compare copepods species’ distribution along the estuary.
Species life cycles were also categorized. Springespring tide best expresses the stable part of copepod-
environment dynamics. Acartia tonsa and Oithona nanawere distributed mainly at the bottom during ebb
tides. A clear resident estuarine performance was noticeable in O. nana proving the estuarine preferences
of the species. Neritic species showed preferences by saline waters, whereas the resident species were
found mainly at estuarine areas. Copepodites stages showed a similar distribution pattern as estuarine
species, avoiding leaving the estuary. In contrast nauplii and Oithona plumifera showed higher densities
at surface flood tides. Indeed, vertical migrations accomplished by horizontal movements were mainly
influenced by depth and tidal cycles, whereas day and night were not ecologically significant.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

Diel vertical migration accomplished by horizontal transport in
invertebrates andfishes has been recognized for several decades but
only recently has it been reported over tidal timescales (Forward
and Tankersley, 2001). In estuarine and coastal areas the transport
by tidal currents is an efficient method for fast horizontal move-
ments, mainly to earlier stages due to their limited swimming
abilities. Even so, it also reduces the energy necessary in organisms
reported as good swimmers (Metcalfe et al., 1990). Moreover, tidal-
stream transport is usedmainly during the nightwhenpredation by
visual predators is greatly reduced, and thus losses of individuals
(Zeng and Naylor, 1997). Furthermore, a similar mechanism is

associated with the larval releasing activity. Ovigerous females
release their larvae during the crepuscular phase which is probably
anadaptation to avoidpredationbyvisual feeders (Paula,1989; Zeng
and Naylor, 1997). Indeed, several studies focused on the synchro-
nism between the rhythmic cycles of decapod larval export and the
light and lunar phases, as an export strategy of their life cycle (Paula,
1989; Queiroga et al., 1994; 1997; Queiroga, 1996; Gonçalves et al.,
2003). Another less studied factor is the migratory behavior of the
different life history stages. To date this wasmainly reported on fish
(e.g. the Atlantic salmon Salmo salar, Rommel and McCleave, 1973
and the European ell Anguilla anguilla, Berg, 1979) and crabs (e.g.
Carcinus maenas, Linnaeus 1758 and Callinectes sapidus, M. J. Rath-
bun, 1896) (Forward and Tankersley, 2001). Consequently there is
a lack of knowledge on copepods that are undoubtedly one of the
most abundant zooplankton groups.

In recent decades, the importance of planktonic copepods in the
dynamic of aquatic food webs has been highlighted (McLusky and
Elliott, 2004; Damotharan et al., 2010). They play a pivotal
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ecological role in terms of biomass and energy fluxes transference
between primary producers and higher trophic levels, indicating
the importance of this group in ecological studies (Kr�sini�c et al.,
2007; Damotharan et al., 2010).

Several works in coastal, oceanic and estuarine waters have
studied the distribution and vertical heterogeneity of zooplankton
(Morgado et al., 2003; Marques et al., 2009; Hsieh et al., 2010). It is
now assumed that the vertical distribution patterns of copepods
throughout the year are a dynamic complex response structured by
tidal, diel and lunar cycles, by gradients of environmental variables
(e.g. temperature, salinity, hydrostatic pressure) and lastly by the
reproductive cycles of predators (e.g. fish) and prey (e.g. phyto-
plankton) (Forward and Tankersley, 2001). Despite this, studies
focusing seasonal responses of copepod communities, and
respective life history stages, to changes of environmental factors
linked to tidal, lunar and diel cycles at different depths are scarce or
lacking in southern European latitudes. This is the first attempt
conducted in the Mondego estuary on this small-sized zooplankton
fraction. In fact, naupliar stages are the numerical bulk of copepods,
whilst smaller copepods normally dominate in terms of abundance,
biomass and productivity. However, these small fractions are
significantly under-represented in many current and historical data
sets, limiting the knowledge of copepod populations (Gallienne and
Robins, 2001; Titelman and Fiksen, 2004).

Mechanisms of entrance and retention in nursery areas are the
main focus of several studies across North America (Epifanio and
Garvine, 2001; Rooper et al., 2006), Japan (Islam et al., 2007), or
Europe (Jager, 1999; Jessopp and McAllen, 2008). However little is
known of the implications of endogenous rhythms associated with
lunar-tide cycle of larval entrance and consequent up-estuary
transport and horizontal distribution inside these nursery areas.
The present study gathers data from seasonal diel cycles sampled
both at neap and spring tides and data from monthly spatial
sampling inside the estuary.

The presentwork furthers knowledge of the distribution and life
history stages of the main copepod community. The study of the
associated environmental parameters (e.g. lunar phase, diel cycles,
depth, tidal currents) will allow the identification of the factors
contributing to the vertical migratory behavior promoting reten-
tion or displacement inside the estuarine system. Thus, this work
aims to study the most dominant marine copepod fraction and the
resident estuarine species, and respective life history stages
(nauplii, copepodites and adults), in order: 1) to understand the
correlation between copepod distribution and the physical prop-
erties of water column over seasonal, tidal, lunar and nycthemeral
cycles; 2) to evaluate diel vertical migration and horizontal move-
ments in the distribution of each species and respective life stage at
the mouth of the estuary; 3) to compare and evaluate the distri-
bution of the copepod species in upstream areas and at the mouth
of the Mondego estuary. This gives a first characterization of life
cycles of the main copepod species in relation to the distribution of
the different life history stages of each species.

2. Materials and methods

2.1. Study area

The Mondego River estuary is a small mesotidal system located
in the western Atlantic coast of Portugal (40� 080 N, 8� 500 W)
(Fig. 1). The hydrological basin of the Mondego, with an area of 6
670 km2, provides an average freshwater flow rate of
8.5 � 109 m3 s�1 [Author - check this number and units at proof
stage e it is probably wrong]. Its terminal part is divided into two
arms (north and south), separated by theMurraceira Island at about
7 km, converging again near the mouth. Here the influence of both
river flow and neritic waters is strong and the depth is around
6e13 m. Tides in this system are semi-diurnal, and at the inlet the
tidal range is 0.35e3.3 m.

Fig. 1. Location of the Mondego estuary on the western coast of Portugal and the five sampling stations within the estuary: (M e mouth station (sampling over diel cycles e 25 h),
N1 and N2 e northern arm stations, S1 and S2 e southern arm stations).
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2.2. Field sampling and laboratory analysis

In the diel cycles (25 h) zooplankton was collected hourly from
two depths ranges e sub-surface and near the bottom (6e13 m) at
a fixed station located at the mouth of theMondego estuary (Fig. 1).
Samples were classified as day or night, where the day phase was
taken from sunrise to sunset, and the night phase, the comple-
mentary period. Seasonal sampling took place in June 2005
(summer), September and October 2005 (autumn); December 2005
(winter) and March and April 2006 (spring), over neap and spring
tides. Simultaneously, monthly spatial sampling was performed
during flood tide inside the estuary at four stations: N1 and N2 in
the north arm; S1 and S2 in the south arm (Fig. 1). The samples
were collected with a 335 mm mesh Bongo net (diameter: 0.5 m)
and a 63 mm mesh net (diameter: 0.30 m) to prevent underesti-
mation of the smaller zooplankton species and the early develop-
mental stages. Both nets were equipped with a Hydro-Bios flow
meter in the mouth (to estimate the volume of water filtered by the
nets). Samples were fixed and preserved in 4% buffered formalde-
hyde in seawater and returned to the laboratory for analysis. The
contents of each sample were examined and identified to the
lowest possible taxonomic level under a stereoscopic microscope.
The samples with high numbers of organisms were sub-sampled
using a Folsom plankton splitter. In all samples a minimum of
500 individuals were counted and identified, with densities
calculated and expressed as individuals/m3. In parallel to each
sampling event, several hydrological parameters were measured in
situ: water temperature (�C), salinity (S), dissolved oxygen
concentration (DO, mg L�1) and pHwere recordedwith appropriate
sensors (WTW) at both depths; transparency (m) was measured
with a Secchi disc. Additionally, water samples were collected on
each sampling station to determine nutrient concentrations
(Strickland and Parsons, 1972 for nitrates and nitrites, mg L�1;
Limnologisk Metodik, 1992 for phosphates and ammonia, mg L�1).
Chlorophyll a concentration (Chl a) and suspended particulate
matter (SPM) were also determined by filtering 500e1000 mL of
water.

2.3. Statistical analysis

From a total of 115 species identified belonging to 18 taxonomic
groups, were selected the 5 most regular and abundant copepod
species and stages (4 neritic species and a resident estuarine
species), plus nauplii of copepod and other copepodites (belong to
other copepod species identified), to investigate diel vertical
distribution throughout the seasonal cycle. Despite the presence of
some copepod species being sampled by both mesh size nets, in
accordance with the literature (Antacli et al., 2010; Riccardi, 2010;
Tseng et al., 2011) and previous works (Primo et al., 2009;
Gonçalves et al., 2010b; Falcão et al., 2011), densities of smaller
copepod species such as Oithona, copepod nauplii and copepodites
were quantified using the 63 mmmesh net, whereas adult copepods
of larger species (Acartia clausi, Acartia tonsa and Temora long-
icornis) were quantified using the 335 mm mesh net to avoid
underestimation of species abundance.

Copepods density and environmental factors for each season,
lunar phase and tide were combined to generate two series of
tables (Fig. 2): one for 12 environmental parameters and the other
for 5 species densities (including nauplii, juveniles and adults), plus
nauplii and other copepodites (the most common species were
selected in order to decrease the number of zero in the analyses).
Each pair of tables share the same sampling occurrence (in rows)
for the 4 seasons (spring, summer, autumn and winter), 2 lunar
conditions (neap and spring), 2 depths (sub-surface and bottom),
the diel cycle (daylight and dark period) and 2 tidal conditions (ebb

and flood). Therefore, each series of tables (biological and envi-
ronmental) was composed of 16 matrices. Prior to calculations
species density was log (x þ 1) transformed, to minimize the
dominant effect of exceptional values and environmental datawere
normalized.

The STATICOmethod (Simier et al., 1999; Thioulouse et al., 2004)
was carried out to analyze the two series of tables coupled two by
two. In this study the common structure between environmental
and species density tables and the stability of this structure over the
sampling period were assessed. The samples, which must be the
same for both paired tables, but may vary between the pairs,
correspond to a diel cycle reflecting the semi-diurnal tidal cycle.
The STATICO method proceeds in three stages: (1) the first stage
consists in analyzing each table by a one-table method (normalised
PCA of the environmental variables and centered PCA of the species
data); (2) after that, each pair of tables is linked by the Co-inertia
analysis (Dolédec and Chessel, 1994) which provides an average
image of the co-structure (species-variables cross-table); (3) Partial
Triadic Analysis (Thioulouse and Chessel, 1987) is finally used to
analyze this sequence. It is a three step procedure, namely the
interstructure, the compromise and the intrastructure (or trajec-
tories) analyses. STATICO also enables plotting the projection of the
sampling data in respect to the depth, diel and tidal cycle, of each
original table on the compromise axes, in terms of species density
and environmental factors (Mendes et al., 2009; Marques et al.,
2011). Hence, it is possible to discuss the correlation between
species distribution and environmental factors. Calculations and
graphs presented were performed using ADE-4 software
(Thioulouse et al., 1997). This software is available at http://pbil.
univ-lyon1.fr/ADE-4.

Fig. 2. Three e way data structure: for environmental parameters and species densi-
ties at the mouth of the estuary.
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3. Results

3.1. Environmental factors

In Table 1 the hydrological conditions recorded during the
study period are listed. The water temperature varied between
20.77� 1.47 �C, in summer (neap-surface), and 10.75 � 0.70 �C, in
winter (spring-surface). In general, the higher values of salinity
(close to 35) were recorded at all seasons at the bottom at both
lunar phases, with exception in summer (Table 1). The lowest
values were registered in winter, at the surface (4.96 � 1.72, neap
tide; 9.50 � 4.61, spring tide). Considering Chl a, the concentra-
tions were higher in summer (7.05 � 6.21 mg m�3) and winter
(6.85 � 2.06 mg m�3), showing slightly differences between lunar
and tidal cycle. Concerning nutrients concentrations, phosphates
and nitrites showed the lowest values, followed by ammonia,
nitrates and silica. Mean silica values were generally higher at the
surface at both lunar phases. Suspended particulate matter (SPM)
and particulate organic matter (POM) showed slightly seasonal
differences, with lower values in winter and spring. pH varied
from 6.79� 0.98 (inwinter at spring tide) to 8.25� 0.59 (in spring
at spring tide). Considering dissolved oxygen (DO), values ranged
from 7.96 � 0.32 mg L�1 (in autumn) to 10.65 � 0.52 mg L�1 (in
winter).

3.2. Copepod assemblages’ distribution and dynamics over
seasonal, lunar, tidal and dayenight cycles

Copepod assemblages were dominated by the marine cyclo-
poid species (Oithona plumifera Baird, 1843), the estuarine cyclo-
poid species (Oithona nana Giesbrecht, 1892 and), the marine
calanoid species (A. clausi Giesbrecht, 1889 and T. longicornis O. F.
Müller, 1785), the estuarine calanoid species (A. tonsa Dana, 1849),
and copepod nauplii. A high number of copepodites from other
species were also present.

All species showed the highest densities in the bottom and
almost all, with the exception of A. tonsa (adults and juveniles)
and O. nana (adults and juveniles), occurred mainly at neap tide
(Fig. 3). Moreover, at this lunar phase, nauplii of copepods,
A. clausi (juveniles and adults), copepodites of T. longicornis and
other copepodites showed higher densities in summer at flood
tide during night (FN) (Fig. 3A, C, E, K andW). Inwinter and spring,
at both lunar phases, these species showed lower densities or did
not occur (Fig. 3AeF, K, L, W and X). O. plumifera (adults and
juveniles) and T. longicornis showed their peaks of abundance in
autumn (neap tide), at ebb tide, with the adults of O. plumifera
occurring mainly during the day (ED), while the juveniles of
O. plumifera and T. longicornis appeared at higher densities during
night (Fig. 3G, I and M). Considering the estuarine species A. tonsa
(adults and juveniles) and O. nana (adults and juveniles) their
occurrence in neap tide was very low or null, showing the highest
densities in spring tide (Fig. 3OeRV). Adults of A. tonsa only
occurred in summer, with their peak of density at flood tide
during night (FN) while the juveniles were observed in winter
mainly at ebb tide (ED and EN) (Fig. 3T and V). O. nana (adults and
juveniles) were presented in autumn (mainly the adults) and
winter showing higher densities in winter at ebb tide during the
night (EN) (Fig. 3P and R).

3.3. Relationships between environmental factors and copepod
assemblages

The factor plots of the first two axes of the compromise anal-
ysis are shown for the species assemblages (Fig. 4A e see Table 2
for species codes) and for the environmental variables (Fig. 4B). Ta
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The eigenvalues diagram (Fig. 4C) shows that the first axis was
clearly dominant (accounted for 93% of the explained variance) in
contrast with the second axis (3% of the explained variance). From
the species compromise analysis (Fig. 4A), three groups, belonging
to two species, were correlated with axis 1: from left to right

copepodites of T. longicornis, T. longicornis and copepodites of O.
nana. All the other species adult stages and copepodites showed an
intermediate position between axis 1 and 2, but may be attached to
the horizontal axis. The axis 2 was characterized by O. nana,
copepodites and adults of A. tonsa, nauplii of Copepoda and

Fig. 3. Seasonal cycle of the dominant marine copepod and the resident estuarine species’ densities, and respective life history stages, over neap-spring tides, for each diel and tidal
cycles (FD e Flood day; ED e Ebb day; FN e Flood night; EN e Ebb night).
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Fig. 3. Continued

A.M.M. Gonçalves et al. / Estuarine, Coastal and Shelf Science xxx (2011) 1e156

631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647
648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695

696
697
698
699
700
701
702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755
756
757
758
759
760

YECSS3705_proof ■ 29 November 2011 ■ 6/15

Please cite this article in press as: Gonçalves, A.M.M., et al., Diel vertical behavior of Copepoda community (naupliar, copepodites and adults) at
the boundary of a temperate estuary and coastal waters, Estuarine, Coastal and Shelf Science (2011), doi:10.1016/j.ecss.2011.11.018



copepodites of O. plumifera. From the environmental compromise
analysis (Fig. 4B), the horizontal axis expresses an opposition
between POM, salinity and SPM (in the left) and Si, NH4 and PO4 (in
the right). The axis 2 was characterized by pH. NO3, and chlorophyll

a (Chl a), have an intermediate position between axis 1 and 2.
However, NO3 can be associated to the horizontal axis. Tempera-
ture, NO2 and dissolved oxygen (O2) presented short arrows
meaning that they have an average performance in all sampling

Fig. 3. Continued
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period. So, they do not play a major role in the average species-
environment relationship. Furthermore, Chl a concentration is
opposed to pH sand O2.

The most abundant species in the samples were mainly asso-
ciated with the same environmental variables: salinity (Sal), SPM
and POM (Fig. 4A and B). O. plumifera and copepodites of A. clausi
and T. longicornis were more abundant at higher concentrations of
Sal, SPM and POM (and when the nutrients concentrations NO2, Si,
NH4, PO4 and NO3 were low). Copepodites of O. plumifera, A. clausi
and copepod nauplii were clearly influenced by high values of pH
and O2 and lower values of Chl a concentration. Copepodites and
adults of A. tonsa, copepodites and adults of O. nana and
T. longicorniswere influenced bywarmer waters. Moreover, A. tonsa
(adults and juveniles) and O. nana (adults and juveniles) were the
species with lowest densities while O. plumifera (adults and juve-
niles), A. clausi (adults and juveniles), T. longicornis (adults and
juveniles) and other copepodites showed the highest densities
(Fig. 4A and B).

3.4. Dynamics of copepod species

Fig. 5 shows the environmental variables and species (see
Table 2 for species codes) of the original tables on the compromise
axes. The graphics were separated according to seasons and lunar
phases. The stable part of the species-environment dynamics
revealed by the compromise analysis, was evident in spring at
spring tide (SPSPR). Winter at neap (NPWIN) and spring (SPWIN)
tides followed the same tendency. To highlight the lack of repre-
sentativeness in the spring neap tide (NPSPR), most species rise
very close to the origin axes, representing the lowest densities.
Considering SPSPR, and similarly to the pattern found in the
compromise analysis, the estuarine cyclopoid O. nana (adults and
copepodites) and the estuarine calanoid A. tonsa (adults and
copepodites) showed the lowest densities. Additionally, the
species-environmental relationship was very similar to the repre-
sentation of the compromise analysis. Indeed, at this season
(SPSPR), A. clausi (adults and juveniles), O. plumifera (adults and
juveniles), juveniles of T. longicornis and other copepodites were
influenced by saline waters, higher values of POM and SPM.
Furthermore, copepodites of A. clausi and of O. plumifera were
positively correlated with higher values of pH while O. plumifera
and copepodites of T. longicorniswere influenced by lower values of
pH (Fig. 5A and B). A similar trend was observed in O. plumifera
(copepodites and adults) in winter at neap tide (NPWIN). This
cyclopoid showed a positive correlation with saline and warmer
waters and higher values of SPM and POM. In this season case
(NPWIN), nauplii of copepods was positively correlated with pH
and negatively correlated with all other environmental parameters.
Despite this, at the spring tide (SPWIN) nauplii of copepods were
influenced by colder waters and lower values of salinity, SPM and
POM, similarly to copepodites of O. plumifera. On the other hand,
copepodites of T. longicornis, copepodites of A. tonsa and O. nana
(adults and juveniles) were influenced by warmer and saline
waters, higher values of SPM and POM.

The projection of the samples of the original tables on the
compromise axes, in terms of both environmental parameters and

Fig. 4. Compromise factor map of the STATICO analysis of the copepod species variables (A) and environmental parameters (B). (C) Eigenvalues diagram. The scales for axes are
given in the boxes. Temp ewater temperature, Sal e salinity, O2- dissolved oxygen, PO4 e phosphates, NO2 e nitrites, NO3 e nitrates, Si e silica, NH4 e ammonia, Chl a e chlorophyll
a, SPM e suspended particulate matter, POM e particulate organic matter. See Table 2 for species codes.

Table 2
Code abbreviations of species (including life stages) used in multivariate analysis
(STATICO).

Taxa Abbreviation Habitat

Nauplii Copepoda Naco
Other Copepodites Cp

Calanoida
Acartiidae Copepodite Acartia clausi CpAcl Marine

A. clausi Acl Marine
Copepodite Acartia tonsa CpAto Estuarine
A. tonsa Ato Estuarine

Temoridae Copepodite Temora longicornis CpTlon Marine
T. longicornis Tlon Marine

Cyclopoida
Oithonidae Copepodite Oithona nana CpOina Estuarine

O. nana Oina Estuarine
Copepodite Oithona plumifera CpOipl Marine
O. plumifera Oipl Marine
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species structure (Fig. 6) shows the samples grouped in the central
part of the axes. Exceptions are at neap tide for summer and at spring
tide forwinter and spring. Spring - spring tide (SPSPR)was the sample
that expresses the best consensus (short arrows) between environ-
mental and species structure (which confirms that previously
described, since this is the situation that best represents the
compromise image). An opposition (separated by axis 2) between
surface-ebb tide (right) and bottom-ebb tide (left) (SE and BE,
respectively)wasobserved.Despite this, therewasnocleardistinction
between day and night. Additionally, the samples surface-flood tide
(SF) and bottom-flood tide (BF) were mainly projected in the upper
horizontal axis. Therefore, BE samples were mainly associated to the
pattern representing the correlation between POM, salinity and SPM
withA. clausi (adults and juveniles),O.plumifera (adults and juveniles),
copepodites of T. longicornis and other copepodites (as previously
described; see Fig. 5A and B). Moreover, the SE samples were

characterized by a positive correlationwith Si, NH4, PO4, NO3 and low
densities of adults and juveniles of A. clausi (and O. plumifera, cope-
podites of T. longicornis and other copepodites. In summer (neap tide)
and autumn (spring tide), day and night samples were spatially
opposed. In summer (NPSUM), night was mainly projected at the left
side and in autumn (SPAUT) night was projected mainly at the right
side. This means that the diel cycle was also an important factor
structuring speciesassemblages. Inallothersamples, thiscontrastwas
presentbutnot soprominent. Inwinter spring tide (SPWIN), BEandBF
samplesweremainly projected on the secondquadrant,meaning that
these samples were essentially associated to juveniles of A. tonsa,
O. nana (adults and juveniles), juveniles of T. longicornis andassociated
with the environmental parameters: salinity, POM, Temp and SPM
(see Fig. 5A and B). The SF (surface flood tide) samples were mainly
projected on the right side of axis 1 being characterized by high
densities of nauplii and copepodites ofO. plumifera (see Fig. 5A and B).

Fig. 5. Trajectories factor maps of the STATICO analysis: seasonal projections (A) of the average position of copepod species and (B) of the environmental variables for each lunar
phase (neap and spring tides) at the mouth of the estuary. The scales for axes are given in the boxes. For species codes see Table 2. Environmental variables codes as in Fig. 4.
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3.5. Seasonal, lunar and spatial patterns of copepods distribution

The distribution inside the estuary showed that the studied
species occurredmainly at downstream stations of both arms of the
estuary (St S1 and St N1), with the exception of the resident A. tonsa
that occurred at upstream stations, more precisely at the south arm
station near the Pranto River (St S2) (Fig. 7). A similar pattern was
observed in O. nana (Fig. 7QeS). This species revealed an estuarine
behavior with the copepodites occurring along the estuary and the
adults clearly distributed in the inner stations, mainly at upstream
St N2, during autumn. Nauplii of copepods were observed at neap
tide, in autumn and spring, at downstream stations (St S1 and N1)
and at St N2, whereas at spring tide naupliar stages were
predominant inwinter at St S2 (Fig. 7A and B). A similar distribution
was observed in juveniles of A. tonsa, at spring tide (Fig. 7M). Adults
and juveniles of this species were observed in autumn, at St S2 in
neap tide (Fig. 7N and P).The highest densities of A. clausi (adults)
were present in autumn and spring, at the downstream stations,
while juveniles were dominant in summer and winter at St S1
(Fig. 7CeF). Juveniles and adults of T. longicornis were typically
abundant in summer, in the downstream stations (St N1 and St S1),
at both lunar phases (Fig. 7GeJ). Moreover, adults of T. longicornis
were also abundant in autumn, at the same sampling stations and
lunar phases described above (Fig. 7I and J).

4. Discussion

Estuarine systems are unstable habitats characterized by large
scale seasonal fluctuations and small scale variability (e.g. tidal,
diel) of the biological and environmental factors. Previous works in
the study area examine the relationship between environmental
factors and small-sized zooplankton distribution (Vieira et al.,

2003; Gonçalves et al., 2010a, b). These first studies with the
small-sized zooplankton fractions proved that the studies with the
mesozooplankton fractions (200 and 335 mm mesh net sizes)
(Marques et al., 2007a,b, 2008; 2009; Primo et al., 2009; Falcão
et al., 2011) either under-sampled or missed the overall contribu-
tion of this small-sized component, a fact already pointed out by
several studies (Gallienne and Robins, 2001; Satapoomin et al.,
2004; Hopcroft et al., 2005; Williams and Muxagata, 2006).
Moreover, this is the first study encompassing species’ life cycles
distribution, including smaller specimens, with seasonal, lunar and
diel cycles.

All of the main copepod species identified in the Mondego
estuary occurred mainly at neap tide, with the exception of winter
that presented higher densities at the spring tide, mainly related to
A. tonsa and O. nana. The pattern of densities observed in this study
shows a clear dependence between the structure of copepod
community and the environmental factors in spring, whereas the
vertical migration patterns show a closely dependence of the
physical parameters: depth and tide currents. Moreover, the light
cycle was also preponderant at summer samples. Similarly, Kennish
(1990) stated that the structure of zooplankton community along
the estuary depends of both neap-spring and ebb-flood cycles.
Several works (Paula, 1989; Queiroga et al., 1994, 1997; Queiroga,
1996; Gonçalves et al., 2003) performed in Portuguese estuaries
(Mondego estuary, Mira estuary and Canal de Mira) reported the
synchronism between the larval-releasing activity of several
decapod species with neap high tide during night-time, rather than
tidal amplitude. The semi-lunar rhythm of larval released during
nocturnal maximum amplitude tides suggests an export strategy in
species’ life cycles using strong ebb currents to a rapid export to the
ocean (Zeng and Naylor, 1997; Papadopoulos et al., 2002). This
synchronised behavior between light intensity, and lunar phase,

Fig. 6. Trajectories factor plots of the STATICO analysis: projection of the samples in response to two depths ranges (surface and bottom), tidal and diel cycles on the first factorial
plan of the compromise analysis, for each season and neap-spring tides. Each sample is represented by two points: one is the projection of the row of the species table (circle: origin
of arrows), and the other is the projection of the row of the environmental table (end of arrows). The length of the connecting line reveals the disagreement or the consensus
between the two profiles (specieseenvironment), i.e., the length of the line is proportional to the divergence between the datasets. When the datasets agree very strongly, the
arrows will be short. Likewise, a long arrow demonstrates a locally weak relationship between the environment and copepod features for that case. The scales for axes are given in
the boxes.
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Fig. 7. Seasonal and spatial densities of the copepod species, and their respective life stages, over neap-spring tides, in Mondego estuary.
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Fig. 7. Continued
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minimizes visual predation, hence reducing vulnerability to pred-
ators and consequently individual losses. Indeed, in the present
work spring tide samples were performed at full moon, corre-
sponding to less dark nights, where the lower densities of copepod
species were found. Finally, higher densities of copepodites stages
were found mostly near the bottom. This pattern may be explained
by: 1) the ability of the organisms to adjust their diel and tidal
rythms in order to avoid the surface, mainly during the day; and 2)
the development of amechanism to avoid physical stressors such as
the tidal currents that transport them outside the system and also
to control their horizontal transport, maintaining themselves inside
the estuary (Hill, 1991; Morgado et al., 2003; McLusky and Elliott,
2004). An opposite trend was observed to copepod nauplii and
copepodites of O. plumifera that presented higher densities at
surface flood tides. Our findings suggest that nauplii and juveniles
of O. plumifera do not remain inside the estuary, being carried out to
coastal areas by flood tides. In fact, small sized copepods such as
Oithona and Oncaea are referred as the mainly prey of larger
predators, including important commercial fishes (e.g. sardines and
anchovies larvae stages), having an important role in the dynamics
of marine food webs (Porri et al., 2007; Takahashi and Uchiyama,
2008).

Titelman and Fiksen (2004) claimed that nauplii of most species
live near the surface and suggested that the distribution of small
copepods, especially the nauplii and small species such as Oithona
spp., differ from the better studied large species and later life
history stages. Nauplii and small oithonids are less sensitive to
visual predators and more sensitive to invertebrate predators such

as larger copepods. Generally, both calanoid and cyclopoid nauplii
were found near the surface, while copepodites stayed deeper in
the water column (Titelman and Fiksen, 2004).

At the Mondego estuary, neritic species showed preferences by
saline waters, distributing mainly at downstream stations and at
the mouth of the estuary, whereas resident species were mainly at
upstream stations. In this way, earlier stages were transported to
downstream stations and to the mouth of the estuary, whereas
adults returned to upstream stations, the area of adult populations.
O. nana, A. tonsa and other copepodites showed a similar behavior
presenting a clear estuarine distribution. Our findings showed new
behavioral aspects of this Oithonidae species and about the cope-
podites stages that had not yet been explored. In previous works
this species (as other smaller specimens and earlier developmental
stages) were underestimated due to the use of larger mesh size nets
(Azeiteiro et al., 2000; Marques et al., 2009; Primo et al., 2009). Our
findings demonstrated that O. nana remains in the estuary, repro-
ducing and performing the development stages inside the estua-
rine system. Copepodites of O. nana showed a wide distribution
along the estuary, mainly at downstream stations, whereas the
adults prefer brackish waters, occurring at upstream stations.
Indeed, some authors (Williams and Muxagata, 2006; Porri et al.,
2007) suggest the well-defined spatial distribution of juveniles
and adults of O. nana to be related to respiratory and feeding rates
patterns added to a wide tolerance to salinity and temperature of
these stages. Considering A. tonsa, this is an important resident
estuarine species in Mondego estuary, being a common and
dominant species of the upper reaches of the estuary (Marques

Fig. 7. Continued
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et al., 2008; Gonçalves et al., 2010b; Falcão et al., 2011). The ecology
of this species is well documented by several authors being
considered an important and abundant taxon in European estuaries
(Cervetto et al., 1999; Tackx et al., 2004; David et al., 2007).

5. Conclusions

There is now a growing interest on both the numerical impor-
tance of cyclopoid copepods, particularly the genus Oithona, and
also their relative importance compared with calanoid copepods.
This study clarifies the ecological significance of this small-sized
cyclopoid fraction, namely the numerically significant presence of
the estuarine O. nana, within the upper estuary, with a progressive
decrease in abundance toward the mouth of the estuary, com-
plementing the published mesozooplankton studies on the Mon-
dego estuary. This was an already verified distributional pattern for
the species in SouthamptonWater (Williams and Muxagata, 2006),
that in the Mondego estuary was clarified with an obvious resi-
dence behavior of the species and the more saline waters prefer-
ence of the copepodites. O. nana is a widespread neritic species. It
has been extensively reported in estuarine ‘small’ mesh sampling
(<200 mm) although, because of its small size, it is consistently
underestimated.

The structure of Copepod species’ distribution in the Mondego
estuary proved to be best correlated with environmental factors
registered in spring. It is also of note that depth and tide currents
were the main physical conditions under which the vertical
migration patterns resulted at horizontal displacement or retention
of copepod species, while day and night were not ecologically
significant, unless in summer.
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 3 

Abstract  4 

This study aims to investigate the effects of an extreme climate event (severe drought) 5 

on Copepoda ecology.  Monthly samples were conducted from 2005 to 2007, at five 6 

stations, using a 63 and 335µm mesh nets.  Calanoida were represented mainly by 7 

Acartia clausi, Temora longicornis and Acartia tonsa and Cyclopoida by Oithona 8 

plumifera and Acanthocyclops robusts.  A. clausi and T. longicornis dominated at the 9 

mouth and middle estuary; A. tonsa and A. robustus were associated to the upper 10 

estuary while O. plumifera showed the highest densities at the downstream section.  11 

Nauplii occurred in higher densities at the mouth.  The relationship of copepod 12 

assemblages and environmental factors was analyzed using the STATICO method 13 

which allowed distinguishing the combination factors that mostly contributed to this 14 

relationship.  Winter was characterized by high concentrations of nutrients, cold 15 

waters and low salinities while summer was related, in general, by high values of 16 

phosphate, salinity and temperature.  Marine and estuarine species (mainly 17 

copepodites) showed high densities in summer.  Freshwater species occurred at 18 

maximal densities in winter, coincidently with higher river flow.  Copepoda 19 

assemblages showed a clear seasonal pattern that superimposed to the inter-annual 20 

variability.  Moreover, the severe drought was responsible for the predominantly 21 

dominance of marine species.  22 

 23 
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Introduction 1 

Estuaries are transition zones between the rivers and the sea differing in biotic 2 

(e.g. predation, competition) and abiotic conditions (e.g. temperature, salinity, 3 

food quantity and quality).  Plankton (and mainly zooplankton) is known to be 4 

particularly sensitive to these changes because it is strongly influenced by climatic 5 

features and changes in hydrological conditions (Ara 2001, Isari et al. 2007, 6 

Hwang et al. 2010a b, Kâ and Hwang 2011).  Several studies have focused 7 

zooplankton ecology and dynamics (Uriarte and Villate 2005, Lam-Hoai et al. 8 

2006, Hafferssas and Seridji 2010, Hwang et al. 2010b) namely in the Mondego 9 

estuary (Azeiteiro et al. 2000, Morgado et al. 2007, Marques et al. 2009, Primo et 10 

al. 2009, Gonçalves et al. 2010a b).  Copepods are usually the dominant group of 11 

mesozooplankton, playing an important role in the trophic food web since they are 12 

a link between producers and secondary consumers (Richmond et al. 2007, 13 

Hwang et al. 2010b, Hsiao et al. 2011, Kâ and Hwang 2011).  Still, studies 14 

integrating simultaneously copepods’ life history stages (nauplii, juveniles and 15 

adults) with the aim to examine their ecology over contrasting environmental 16 

conditions is scarce in literature, mainly in European southern systems (Kršinić et 17 

al. 2007).  Studies have been developed to a single species or taxonomic 18 

categories (Incze and Ainaire 1994, Hansen et al. 2004) in a spatio-temporal 19 

distribution perspective or performing laboratorial tests to investigate organisms’ 20 

responses to environmental factors (Cook et al. 2007).  Moreover, earlier life 21 

history stages (mainly naupliar stages) are pivotal for further development and 22 

growth of juveniles and to the maintenance of copepod populations (Cook et al. 23 

2007).  Temperature, food quality and quantity are the main environmental factors 24 
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controlling stage duration of copepods (Morgado et al. 2007, Hafferssas and 1 

Seridji 2010), while preferential salinity regions to lay the eggs are chosen in 2 

order to obtain the highest hatch success (Chinnery and Williams 2004; Cook et 3 

al. 2007).  Thus, studies not addressing the early copepod stages have no 4 

information about changes in species dynamics and thus cannot infer about 5 

seasonal fluctuations due to a lack of information.  This frequent undersampling 6 

of small copepod species, and mainly earlier stages (Dias et al 2010, Hwang et al. 7 

2010a), may lead to a limited view of the ecology of planktonic systems (namely 8 

in estuarine systems).  Furthermore, the understanding of how climate change will 9 

affect the planet is a key issue worldwide and lately more attention has been given 10 

to the global ecological change.  However, few studies have focused on the impact 11 

of large-scale weather events, such as an extreme drought, in Copepoda 12 

community, in order to assess a holistic and integrative view of an ecosystem to 13 

global climate change.  This change associated to biological long time series may 14 

contribute to further knowledge about inter-annual variations in abundance and 15 

diversity of copepod community.  16 

The aims of this study are focused on the life-history stages (nauplii, juveniles and 17 

adults) of copepods under two contrasting environmental conditions (an extreme 18 

dry year (2005) and regular years (2006 and 2007) in order to: (1) determine the 19 

major environmental parameters explaining copepods dynamics in a southern 20 

European shallow temperate estuary, (2) reveal seasonal variations in the 21 

distribution patterns of copepods in dependence to hydrological factors and (3) 22 

determine inter-annual variations of copepods assemblages during an extreme 23 

drought. 24 

 25 
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Materials and Methods 1 

 2 

Study area and sampling sites 3 

The Mondego estuary is a small mesotidal system with 8.6 km
2
, located in the 4 

western Atlantic coast of Portugal (40º 08´ N, 8º 50´ W) (Fig. 1).  It comprises two 5 

channels; north and south, separated by the Murraceira island about 7 km from the 6 

shore joining again near the mouth.  These two arms present different hydrological 7 

characteristics.  The north arm is deeper (4-8m during high tide, tidal range about 8 

2-3 m), presents a low residence time (<1day) and is the location of the 9 

commercial harbour and the main navigation channel.  At neap tides, this arm is 10 

characterized by a salt-wedge during low tide, changing to partially mixed water 11 

column at high tide.  At spring tides, it is characterized by a partially mixed water 12 

column at low tide and well mixed at high tide (Cunha and Dinis 2002).  The 13 

southern arm is shallower (2-4m deep, during high tide), has higher residence 14 

times (2-8 days) and the water circulation is mostly dependent on the tides and on 15 

the freshwater input from a small tributary system, the Pranto River.  Freshwater 16 

discharge of this river is controlled by a sluice according to the water needs of the 17 

Mondego valley rice fields.  18 

 19 

Sample collection and laboratorial procedures 20 

Copepod samples were collected monthly in the Mondego estuary from February 21 

2005 to December 2007, during high tide, at five sampling stations (M, N1, N2, S1 22 

and S2) distributed throughout both arms (Fig. 1).  Copepods were collected by 23 

subsurface tows with a 335 µm mesh Bongo net (diameter: 0.5 m) and a 63 µm 24 
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mesh net (diameter: 0.30 m), equipped with a Hydro-Bios flow-meter in the mouth 1 

(to estimate the volume of water filtered by the nets).  Samples were fixed and 2 

preserved in 4% buffered formaldehyde in seawater.  In order to determine the 3 

number of taxa and abundances, all samples were counted (individuals m
-3

) and 4 

identified to the lowest possible taxonomic level.  Water samples were collected on 5 

each sampling station to determine nutrient concentrations (Strickland and Parsons 6 

1972 for nitrates and nitrites, mg.L
-1

; Limnologisk Metodik 1992 for phosphates and 7 

ammonia, mg.L
-1

), Chlorophyll a concentration (Parsons et al. 1985 – Chl a, mg.m
-

8 

3
) and total suspended solids (APHA 1995 – TSS, mg.L

-1
).  Additionally, several 9 

hydrological parameters were measured in situ: water temperature (ºC) and salinity 10 

(WTW Cond 330i), dissolved oxygen concentration (WTW OXI 330i – DO, mg.L
-11 

1
), pH (WTW pH 330i) and transparency with a Secchi disc depth (m).  Monthly 12 

precipitation and long-term monthly average precipitation (from 1971-2000) were 13 

measured at the Soure 13 F/01G station and acquired from INAG – Portuguese 14 

Water Institute (http://snirh.inag.pt).  Freshwater runoff from Mondego River was 15 

obtained from INAG station Açude Ponte Coimbra 12G/01AE, near the city of 16 

Coimbra (located 40 km upstream).  17 

 18 

Data analysis 19 

Only the most abundant taxa, having a minimal mean occurrence of 0.1% of the 20 

total density observed in the study area were considered.  This cut-off eliminated the 21 

species that occurred rarely, some being observed on few or rare occasions.  22 

Moreover, well-represented species can be viewed as proxies of copepod dynamics 23 

and ecosystem functioning.  24 

http://snirh.inag.pt/
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In order to investigate the spatial variability in the copepod community structure, the 1 

species density and environmental parameters of each sampling site were combined 2 

to generate two series of tables (Fig. 2): one for the environmental variables and the 3 

other one for species density.  Each pair of tables sharing the same sampling period 4 

(spring 2005 to autumn 2007) for five sites (M, N1, N2, S1 and S2).  Species 5 

abundance was transformed using log(x+1) prior to calculations, to minimize the 6 

dominant effect of exceptional catches.  Environmental data were normalized by the 7 

use of scaling to unit standard deviation within the mode to homogenize the table. 8 

The common structure between environmental and species density tables and the 9 

stability of this structure across the sampling stations were assessed by STATICO 10 

method (Simier et al. 1999; Thioulouse et al. 2004).  The STATICO method was 11 

used by Simier et al. (2006) and Carassou and Ponton (2007) to study the spatial and 12 

seasonal variability of fish assemblages in Gambia estuary and coastal areas of New 13 

Caledonia, respectively, and by Mendes et al. (2009) to describe the spatio-temporal 14 

structure of diatom assemblages in Ria de Aveiro (Portugal).  This method proceeds 15 

in three stages: (1) the first stage consists in analyzing each table by a one-table 16 

method (normed PCA of the environmental variables and centered PCA of the 17 

species data).  The calculation of the vectorial correlations (RV) matrix between 18 

stations (in terms of the co-structure between environment and species density) 19 

allows the comparison of the stations and the representation of the proximity 20 

between stations.  The function of this step is to attribute a weight to each station 21 

sub-matrix; (2) each pair of tables is linked by the Co-inertia analysis (Dolédec and 22 

Chessel 1994) which provides an average image of the co-structure (species-23 

variables); (3) Partial Triadic Analysis (Thioulouse and Chessel 1987) is finally used 24 

to analyze this sequence.  It is a three-step procedure, namely the interstructure, the 25 



8 

 

compromise and the intrastructure (or trajectories) analyses.  In fact, the compromise 1 

is the main step of the analysis (Thioulouse et al. 2004).  It is based on the 2 

compromise table which is computed as the weighted mean of all the tables of the 3 

series, using the components of the first eigenvector of the interstructure as weights.  4 

This table is called the compromise, and it has the same dimensions and the same 5 

structure and meaning as the tables of the series.  It is analyzed by a PCA, giving a 6 

picture of the structures common to all the tables.  STATICO also enables to plot the 7 

projection of the sampling seasons of each original table on the compromise axes (of 8 

the PCA factor map), in terms of species abundances and environmental factors 9 

structures.  Hence, it is possible to discuss the correlation between species 10 

distribution and environmental factors. Calculations and graphs were done using 11 

ADE-4 software (Thioulouse et al. 1997). 12 

 13 

 14 

Results  15 

 16 

Climate – precipitation and environmental background 17 

In the Mondego estuary a clear seasonal and yearly variation of rainfall and 18 

freshwater discharges was observed during the three-year period (Fig. 3A).  In 2005 19 

an extreme drought was recorded with precipitation and freshwater discharge values 20 

much lower than the 1971-2000 average, causing one of the biggest droughts of the 21 

20
th

 century in Portugal.  A severe reduction was evidenced in freshwater flow with 22 

the lowest value in 2005 almost 48-fold lower the highest in 2006.  In 2006 and 2007 23 

precipitation values were closer to average except in October 2006 where was 24 
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registered an above-mean precipitation (Fig. 3A).  So, the last two years within the 1 

study period were considered regular years.  2 

In general, water temperature and salinity showed similar variation patterns during the 3 

study period with lower values in winter months (Fig 3B).  Nevertheless, salinity was 4 

highly variable during the sampling period with the lowest value in 2006 almost 14-5 

fold lower than the highest in 2005 (corresponding to the extreme drought).  As 6 

expected, the highest values of salinity were observed during 2005.  Water 7 

temperature showed a typical pattern for temperate regions, ranging from 10.12 ± 8 

0.51 ºC to 20.86 ± 2.55 ºC (Fig. 3B).  9 

 10 

Analysis of the interstructure (between-stations analysis) 11 

From the 55 different Copepoda species identified 28 (including nauplii, copepodites 12 

and adults stages) were dominant and occurred regularly.  The interstructure factor 13 

map of the STATICO analysis, based on the 12 environmental variables (pH, DO, 14 

temperature, salinity, transparency, Chl a, TSS and nutrients) and on the abundances 15 

of the 28 copepod species from different stages (nauplii, copepodites and adults), 16 

showed that the relationship between environmental variables and species appeared to 17 

be stronger in N1 (with the longest arrow) followed, in decrease order of importance 18 

in the compromise, by M, S1, N2 and S2.  This means that the compromise will be 19 

more influenced by N1, M and S1) (Fig. 4A).  The remaining sampling sites (N2 and 20 

S2) presented short arrows, meaning that the corresponding tables are less structured 21 

being lower its importance in the compromise.  The first two axes represented, 22 

respectively, 69% and 11% of the total variability (Fig. 4B). 23 
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The matrix presenting the RV between the stations sub-matrices (Table 1) showed the 1 

strongest correlation (RV = 0.77) observed between the stations S1 and N1 whereas 2 

the stations S2 and M pointed out the weakest one (RV = 0.32).  From the analysis of 3 

the interstructure is possible to analyze the contribution of each sub-matrix in the 4 

construction of the compromise (Table 1).  They represent the weight of each sub-5 

matrix in the definition of the compromise.  It seems that the sub-matrices M, N1 and 6 

S1 contributed a larger part in the definition of the compromise suggesting that the 7 

other stations had more particular structures leading to a weaker weight.  Regarding to 8 

cos
2
 (Table 1), an indicator of how much the compromise expresses the information 9 

contained in each table, the station N1 was the one that fits best (cos
2
 = 0.81), 10 

followed by stations M and S1 (cos
2
 =0.71 and 0.64, respectively).  Lastly, the 11 

seasonal dynamics at stations N2 and S2 shows the least accuracy with the 12 

compromise (cos
2
 = 0.54 and 0.24, respectively), in terms of the co-structure between 13 

environment and species density.  14 

 15 

Spatial Structure 16 

The factor plots of the first two axes of the compromise analysis are shown for the 17 

copepod community and the environmental variables (Fig. 5).  The first axis was 18 

clearly dominant, and accounted for 89% of the explained variance in contrast with 19 

the second axis which accounted for 4% of the explained variance being much less 20 

significant (Fig. 5C).  Therefore, they provided a good summary and typology of the 21 

spatial species organization, on the basis of the common structure, for the sampling 22 

sites across the 3 years. 23 

The factor map of the compromise for the copepod community in the STATICO 24 

analysis indicates that the most abundant species in the samples were mainly 25 
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associated with the same environmental variables: temperature and salinity (Fig. 5A, 1 

5B).  Copepodites of Oithona plumifera Baird, 1843, Euterpina acutifrons Dana, 2 

1848, Copepodites of E. acutifrons, Copepodites of Oithona sp. and Copepodites of 3 

Temora longicornis O. F. Müller, 1785 were more abundant when salinity and 4 

transparency were high and the concentrations of ammonium, nitrites, nitrates and 5 

silica were low (Fig. 5A, 5B).  In particular Copepodites of O. plumifera, E. 6 

acutifrons and Copepodites of E. acutifrons were clearly influenced by high values of 7 

temperature, presenting during the study period abundances of 2.62×10
4
± 1.33×10

5
 8 

ind.m
-3

; 3.92×10
3
± 1.44×10

4
 ind.m

-3
 and 9.59×10

3
± 4.99×10

4 
ind.m

-3
, 9 

correspondingly.  Beyond that, the high density of Copepodites of O. plumifera 10 

(2.62×10
4
 ± 1.33×10

5
 ind.m

-3
) was also under the influence of high values of 11 

phosphates and low concentrations of dissolved oxygen.  In opposition were 12 

Copepodites and adults of Paronychocamptus nanus Sars, 1980 (1.10×10
3
± 5.75×10

3 
13 

ind.m
-3

; 3.59×10
2
± 1.52×10

3
 ind.m

-3
 respectively), Copepodites and adults of 14 

Acanthocyclops robustus G. O. Sars, 1863 (1.67×10
3
± 1.12×10

4
 ind.m

-3
; 1.20±3.76 15 

ind.m
-3

, respectively) and Copepodites of Centropages sp.(6.46×10
2
± 5.48×10

3
 ind.m

-16 

3
).  These were more abundant in waters of lower salinity and temperature combined 17 

with the reduction of transparency and TSS values.  Moreover, Copepodites of 18 

Acartia sp. (1.94×10
3
±7.97×10

3 
ind.m

-3
), Copepodites of Clausocalanus sp. (2.19×10

2 19 

±
 
1.17×10

3
 ind.m

-3
), Copepodites of Acartia clausi Giesbrecht, 1889 (9.94×10

2 
±

 20 
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3.66×10
3
 ind.m

-3
), Copepodites of T. longicornis (1.05×10

3
±5.09×10

3 
ind.m

-3
), 1 

Copepodites of Oithona sp. (1.46×10
4
±5.00×10

4
 ind.m

-3
) and Copepodites of 2 

Paracalanus-type form (calanoid) (2.22 ×10
3
±8.85×10

3 
ind.m

-3
) were abundant when 3 

salinity and TSS concentrations were elevated and nitrites, ammonium, pH and 4 

phosphates were low (Fig. 5A, 5B).  Copepodites of Pseudocalanus sp. Paracalanus 5 

sp. and Clausocalanus sp. are referred as Paracalanus-type form when they do not 6 

show the main characteristics of each genus to their identification.  Regardless of 7 

species, the first axis of the compromise factor map for environmental parameters 8 

mainly described a negative association between salinity and nitrates in addition to 9 

silica (Fig. 5B).  On this factorial plan pH, ammonium and chlorophyll a 10 

concentration presented a weak representation (Fig. 5B).  The second axis opposed 11 

phosphates, as well as temperature and dissolved oxygen. 12 

Internal typology of each site in the composition of species and variation of 13 

environmental factors 14 

For each survey, the projection on the compromise axes of the 28 species (see table 2 15 

for species codes) and of the 12 environmental variables is shown in figure 6.  The 16 

stable part of the species-environment dynamics revealed by the compromise analysis 17 

was better expressed by the sampling stations M, N1 and S1 surveys (Fig. 6A, 6B).  18 

The N2 and S2 surveys, also showed similar oppositions, however with a slight 19 

difference in the density of Copepodites of A. clausi, T. longicornis, Acartia sp., 20 

Clausocalanus sp. and Paracalanus-type form combined with the dynamics of 21 
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environment over these stations (Fig. 6A, 6B).  Species’ distribution patterns are more 1 

similar among downstream stations, with a high correlation with species abundances 2 

and the environment.  In upstream stations species presented lower abundances and 3 

lower correlation with the environment, mainly in the southern station (S2).  At a 4 

spatial scale, salinity and temperature were unrelated at downstream stations, whereas 5 

at upstream stations these two factors presented a positive correlation (Fig. 6B).  6 

Furthermore, nutrients concentration appeared positively correlated on the left side of 7 

axis 1, along which the freshwater species A. robustus appeared to distribute.  Marine 8 

species are mostly located on the right-hand side of the first axis, which means higher 9 

temperature, salinity and TSS concentration.  Moreover, looking at some 10 

environmental characteristics, it can be confirmed that the stations M, N1, S1 are 11 

mutually more similar, as compared to the other ones. 12 

The major groups of copepods, calanoida, cyclopoida and harpacticoida are 13 

represented in the study area.  Calanoida were represented mainly by marine species 14 

(e.g. A. clausi and T.  longicornis) and by the estuarine species Acartia tonsa Dana, 15 

1849.  Cyclopoida were mainly represented by euryhaline species O. plumifera and 16 

the freshwater species A. robustus.  A. clausi and T. longicornis dominated principally 17 

at the mouth (M) and middle estuary (N1 and S1) while A. tonsa and A. robustus were 18 

more associated to the upper estuary (N2 and S2).  The cyclopoid O. plumifera, 19 

mostly copepodite stages, occur along the estuary, showing the highest densities at the 20 

mouth (M) and middle north arm (N1).  This species (mainly juvenile stages) 21 

represents one of the most abundant copepod species.  Harpacticoids species are 22 

represented by the estuarine species E. acutifrons and P. nanus, presenting always 23 

lower densities than the Euterpinidae species.  E. acutifrons occurs along the whole 24 

salinity gradient, showing a widely distribution in the estuary.  Although P. nanus is 25 
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also found at the five sampling stations, this species shows higher densities at middle 1 

estuary (N1 and S1).  The order Poecilostomatoida is represented by Sapphirina sp.  2 

This taxon shows the lowest abundance from all the copepods’ (9.10×10
-3

±4.47×10
-2

 3 

ind.m
-3

) being considered a rare species.  Nauplii of copepods occur along the whole 4 

estuary, still were observed at higher densities at the mouth station (St M).  5 

The co-structure graphics (divided according sampling sites) clearly showed the 6 

dynamics of species-environment relationships and highlighted differences between 7 

seasons (Fig. 7).  The projections of the species points (origin of arrows) were located 8 

differently according to the site raising their dispersion from the upstream stations 9 

(N2 and S2) to the mouth station (St M).  These positions were essentially related to 10 

the salinity and temperature, with the smallest values observed in upstream stations.  11 

Whatever the date, the species points (origin of arrows) were more stable than the 12 

environmental points, expressing the steady establishment of the species assemblages 13 

in the estuary, in spite of the high environmental variability (principally for salinity, 14 

temperature and phosphates).  In general, winter was mostly projected on the left-15 

hand side of the first axis, characterized by the high concentrations of nitrates, nitrites, 16 

silica and ammonium, in opposition to high salinity and warm waters and, for the 17 

most part, with high density of juveniles and adults of A. robustus and P. nanus.  In 18 

contrast, nauplii of copepods appeared to be numerically less important during winter 19 

months.  This season was the most regularly projection and only presented exceptions 20 

at S1 and S2.  Summer season was characterized by the factors that described axis 2, 21 

which means that at stations M, N1, S1 and N2 summer was mainly under the 22 

influence of high values of phosphates, salinity, temperature, TSS and dissolved 23 

oxygen.  By other hand, for S2 summer was influenced by highest phosphates, 24 

transparency, salinity, pH and temperature.  From a species point of view summer was 25 
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principally characterized by high density of Copepodites of O. plumifera, E. 1 

acutifrons (adults and juveniles), Copepodites of Oithona sp., Copepodites of A. 2 

clausi, Copepodites of Acartia sp., Copepodites of Paracalanus-type form, 3 

Copepodites of T. longicornis and Copepodites of Clausocalanus sp..  Spring and 4 

autumn presented a mixed pattern, without a clearly dominant axis.  The exceptions 5 

were at S1 for autumn (mostly projected on the right-hand side of the first axis) and 6 

N2 for spring (mostly projected on the left-hand side of the first axis).  The arrows 7 

were mostly short for summer, expressing a good coincidence between environmental 8 

conditions and plankton structure.  The exception occurred at N2, with a poor fit 9 

between the copepod species’ densities and environment (long arrows) for some 10 

surveys in summer 2005.  However, at this season, there was a higher correlation 11 

between the distribution of copepod densities and the environment under the direct 12 

influence of high values of phosphates, salinity, TSS, dissolved oxygen and 13 

temperature at the downstream stations (M, N1 and S1).  Furthermore, there is a 14 

strong co-structure between species densities and environmental factors at upstream 15 

station of the southern arm (S2) under the influence of high values of phosphate and 16 

salinity, transparency, temperature and pH, in summer months.  By the other hand, at 17 

S1 all winter surveys presented short arrows expressing a strong co-structure between 18 

species and environment, which means that the environmental factors (high values of 19 

nitrates, nitrites, silica and ammonia and low values of temperature and salinity 20 

concentrations) explained well the distribution of species at this season.  At upstream 21 

stations (S2 and N2) the arrows were mostly long which means a lower correlation 22 

between the distribution of copepod densities and the environment.  23 

 24 

 25 
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Discussion 1 

This study focused on the abundance of key copepod species and their respective life 2 

stages in the Mondego estuary.  Moreover, it is also examined the relationship 3 

between environmental factors and species densities and distribution, over a time 4 

course of three years.  Indeed, in the Mondego estuary, as in other coastal areas 5 

(Uriarte and Villate 2005, Hwang et al. 2010b, Kâ and Hwang 2011) the zooplankton 6 

group of Copepoda was the dominating one.  The most abundant copepod species 7 

(e.g. A. clausi, T. longicornis, O. plumifera, A. tonsa, A. robustus, P. nanus and E. 8 

acutifrons) were associated with different environmental variables.  The marine 9 

component of the community was associated with saline waters, high values of TSS 10 

and low concentrations of nutrients, while the freshwater component was 11 

characteristic of low values of salinity and high nutrients concentration and dissolved 12 

oxygen.  13 

Concerning seasonal variations, winter is marked by a higher presence of freshwater 14 

species and lower densities of nauplii.  This abundance and distributional patterns 15 

were also observed in other works (Tackx et al. 2004, Primo et al. 2009, Gonçalves et 16 

al. 2010a b).  In spring/summer months there are higher abundances of A. clausi, T. 17 

longicornis and Clausocalanus arcuicornis Dana, 1849 (mainly juveniles) while in 18 

summer/autumn months copepodites of O. plumifera were more abundant.  Similarly, 19 

Villate et al. (2004) reported higher abundances of the calanoids A. clausi, 20 

Paracalanus parvus Claus, 1863, Clausocalanus spp., Pseudocalanus elongatus 21 

Boeck, 1865 and T. longicornis and the small marine cyclopoids of the genus Oithona 22 

and Oncaea, related with saline waters, at the estuarine systems of the Basque coast.  23 

Moreover, Centropages typicus Krøyer, 1849, Oithona nana Giesbrecht, 1892 and P. 24 
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parvus are typically surface species with high temperature and low salinity affinities 1 

whilst O. plumifera, Clausocalanus sp. P. elongatus and T. longicornis were reported 2 

as species preferring deeper waters with lower temperature and higher salinity 3 

concentration.  Although several authors (e.g. Villate et al. 1993, Holste and Peck 4 

2006) stated that copepod nauplii distribute towards higher salinities. naupliar stages 5 

show a high sensitivity to environmental factors.  However, this behavior may change 6 

from species to species and also from adults to juveniles and to nauplii of the same 7 

species, being some of them more sensitive than others (Chinnery and Williams 8 

2004).  According to Incze and Ainaire (1994) the peak of occurrence of copepod 9 

nauplii is on latter spring related with the greatest concentrations of Chlorophyll a.  10 

Chinnery and Williams (2004) stated that, differential distribution of different life 11 

stages in estuarine systems may be due to the poorly swimming activity of the 12 

naupliar stages.  The weak ability to swim leads nauplii into areas of higher salinities 13 

and swept them towards the mouth of the estuary where they stay and develop to later 14 

stages moving afterwards back up the estuary to take up their adult distribution 15 

patterns.  16 

At the Mondego estuary, freshwater species show higher densities at upstream 17 

stations (N2 and S2) because of the high influence of the freshwater from the 18 

Mondego and the Pranto rivers.  Marine and estuarine species are found at the middle 19 

stations (N1 and S1) due to the intrusion of marine water in both stations, while at the 20 

mouth station (M) a higher number of marine species is verified (Primo et al. 2009, 21 

Gonçalves et al. 2010b).  22 

Downstream stations (St M, St S1 and St N1) exhibited a strong correlation, together 23 

with the most abundant species mainly associated with salinity and temperature, 24 

presenting a rich marine fraction.  This fact agrees with other studies carried out in a 25 
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wide range of European estuaries (e.g. Mouny and Dauvin 2002, Tackx et al. 2004), 1 

that emphasized the significant influence that salinity has on zooplankton abundance, 2 

composition and distribution.  The higher salinities (and low freshwater inflow) 3 

registered in 2005 (the Portuguese Weather Institute - http://web.meteo.pt/clima.jsp - 4 

classified the drought period of 2005 as the worst drought of the past 60 years) lead to 5 

an increase of marine zooplankters in the estuary.  The same was reported by Primo et 6 

al. (2009) for the mesozooplankton and by Martinho et al. (2007) for fish species.  7 

The severe drought in 2005 was responsible for a clear spatial shift of copepod 8 

community predominantly dominated by marine species, which remained along the 9 

next regular climatic years (2006 and 2007).  Together with the marine spatial 10 

preferences of naupliar forms, lead to a clear absence of an inter-annual distributional 11 

pattern in the Copepoda assemblages.  Seasonality was also detected along the study 12 

period, driving to zooplankton assemblage’s variability in Mondego estuary.  This 13 

study also contributed to a detail and further knowledge of naupliar and copepodites’ 14 

stages, and also determined spatial patterns of distribution.  Concerning the study 15 

area, A. tonsa and A. clausi are one of the copepods with higher abundance in the 16 

Mondego estuary contributing to the increase of copepod dominance in the estuary.  17 

The former exhibit higher densities at upstream stations (N2 and S2) and the latter 18 

appear in much higher densities at downstream stations (M, N1 and S1) (Primo et al. 19 

2009, Gonçalves et al. 2010b).  At the estuaries of Bilbao (polluted estuary) and 20 

Urdaibai (undisturbed estuary), located on the Basque coast (Bay of Biscay) with 21 

salinities varying between 35 and 31, Uriarte and Villate (2005) stated that responses 22 

of copepods may be related with water desalination and their tolerance to pollution.  23 

These authors referred A. clausi and P. parvus as the most abundant species in Bilbao 24 

and Urdaibai estuaries.  Still, at the latter estuary higher densities of P. elongatus, E. 25 

http://web.meteo.pt/clima.jsp
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acutifrons and harpacticoids were also referred.  A significant reduction of copepod 1 

species with a decrease of salinity values at the polluted estuary was observed, whilst 2 

E. acutifrons and Oithona helgolandica Claus, 1863 did not showed significantly 3 

differences, which is in agreement to their wide spread distribution.  Similarly to our 4 

results, some authors (e.g. Ara 2001, Uriarte and Villate 2005) stated that E. 5 

acutifrons appeared without a clear seasonal trend, occurring throughout the year, and 6 

tolerate a wide range of salinity and temperature.  The species’ highest abundance is 7 

found in estuaries and coastal waters rather than offshore waters (Björnberg 1963).  8 

Uriarte and Villate (2005) reported a diminishment of A. clausi, P. parvus and O. 9 

plumifera with the decrease of salinity, with the former species reaching higher 10 

abundances in spring.  Besides, the distribution of A. clausi is affected by the presence 11 

of other species - Acartia bifilosa Giesbrecht, 1881, - which does not survive so well 12 

at higher salinities as do A. clausi.  Moreover, A. clausi species shows higher hatching 13 

success at salinities of 33.3 than A. bifilosa (Chinnery and Williams 2004; Uriarte and 14 

Villate 2005).  Indeed, A. tonsa seems to have a physiological plasticity in terms of 15 

egg hatching being the most tolerant of the Acartia congeners, with a great hatching 16 

success at a range of salinity concentrations (from 15.5 to 33.3) (Chinnery and 17 

Williams 2004).  In terms of distribution, A. tonsa is a common species in estuaries 18 

and European seas, occurring from temperate to subtropical waters, restricting its 19 

distribution to habitats with high levels of food (David et al. 2007, Morgado et al. 20 

2007).  Chinnery and Williams (2004) classified A. tonsa and A. clausi as summer 21 

species.  David et al. (2007) stated that A. tonsa shows a seasonal pattern in the north 22 

European estuaries characterized by a peak of abundance in late summer and autumn 23 

and second spring peak observed in the southern European estuaries.  Two 24 

assumptions could explain these peaks of abundance: 1.warmer conditions as 25 
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temperature is known to be the main factor controlling the biological cycle of 1 

copepods (Gaudy 1972, Hsiao et al. 2011) and the world distribution of A. tonsa 2 

(Conover 1956); 2. diapauses eggs hatch when water temperature exceeds 10 ºC and 3 

population rapidly increase above 15ºC (McAlice 1981) explaining the spring peak 4 

and high levels of abundance in the autumn. In fact, David et al. (2007) reported that 5 

abundances of A. tonsa are significantly and negatively correlated with suspended 6 

particulate matter concentrations and positively and significantly correlated with 7 

water temperature and salinity.  P. elongatus and p-Calanus showed higher peaks of 8 

abundance in winter-spring, rising with higher values of salinity, whereas Oncaea 9 

media and Temora stylifera Dana, 1849 occurred at higher densities in summer along 10 

the salinity gradient.  11 

In the Adriatic Sea system was regarded inter-annual and seasonal variability for 12 

some copepod groups over flooded and warmer events, respectively (Kršinić et al. 13 

2007).  Nauplii was the most numerous fraction of all copepods groups, showing the 14 

highest abundances during warmer and saltier conditions that were referred by the 15 

authors as an atypical distribution which may be related to specific summer currents.  16 

Moreover, harpacticoids’ highest abundances were also reported at warmer and saltier 17 

conditions, with the highest values occurring in summer and autumn months.  18 

Calanoids and oithonids highest densities were observed in warmer months, which 19 

may be related with the regulation of phytoplankton production levels during this 20 

period (Kršinić et al. 2007).  Temperature is one of the most important factors 21 

controlling the biological cycle of copepods, affecting juveniles and their growth rate 22 

(Hsiao et al. 2011).  Moreover, adults may be tolerant to a wide range of salinity, but 23 

the earlier stages (nauplii and juveniles) may be not.  Thus, the vulnerability of nauplii 24 

to environmental conditions, mainly salinity and temperature, can threat the 25 
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maintenance of its population as they have a narrow survival limits, suffering from a 1 

great amount of mortality (Chinnery and Williams 2004).  Moreover, since copepods 2 

are an important component of the diet of bentho-pelagic invertebrates and peaks or 3 

absence of some copepod populations may influence the presence and life cycle of 4 

others populations (Carrasco et al. 2007), their dynamics allows us to infer about 5 

ecological changes in aquatic systems (Hwang et al. 2010b).  Therefore, more studies 6 

must be conducted in terms of populations’ distribution (and so life-history stages) to 7 

understand the relationships among species and their development influenced by 8 

environmental factors.  These studies in combination with laboratory experiments 9 

give us the chance to delineate the life cycle of species, contributing to a further 10 

knowledge of populations and their contribution to the trophic food web.  11 

 12 
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Figure captions 1 

Figure 1 – Location of the Mondego estuary on the western coast of Portugal and the 2 

five sampling stations within the estuary: (M – mouth station, N1 and N2 – northern 3 

arm stations, S1 and S2 – southern arm stations) 4 

 5 

Figure 2 – Three –way data structure: for environmental parameters and species 6 

densities at 5 sampling stations 7 

 8 

Figure 3 – (A) Monthly precipitation (mm) in Mondego estuary during the study 9 

period (from 2005 to 2007). Grey filled squares represent monthly average of 1971 to 10 

2000 (http://snirh.inag.pt) and (B) monthly average of salinity and water temperature 11 

(ºC) during the study period (2005-2006 and 2006-2007) 12 

 13 

Figure 4 – Interstructure factor map of the STATICO analysis on the Mondego 14 

estuary data. (A) This map shows the importance of each sampling station in the 15 

compromise (M – mouth station; N1 and N2 – stations of the north arm; S1 and S2 – 16 

stations of the south arm). The scales are given in the boxes 17 

 18 

Figure 5 - Compromise factor map of the STATICO analysis of the copepod species 19 

variables (A) and environmental parameters (B). (C) Eigenvalues diagram. The scales 20 

for axes are given in the boxes. Chl a – chlorophyll a, Temp – water temperature, Sal 21 

– salinity, O2- dissolved oxygen, TSS – total suspended solids, Transp – 22 

http://snirh.inag.pt/
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transparency,PO4 – phosphates; NO2 – nitrites, NO3 – nitrates, SiO2 – silica, NH4 – 1 

ammonia. See table 2 for species codes 2 

 3 

Figure 6 – Trajectories factor maps of the STATICO analysis: (A) projection of the 4 

average position of copepod species at each sampling station and (B) projection of the 5 

environmental variables at each sampling station (M – mouth station; N1 and N2 – 6 

stations of the north arm; S1 and S2 – stations of the south arm). The scales for axes 7 

are given in the boxes. For species codes see Table 2. See figure 5 for environmental 8 

variables codes 9 

 10 

Figure 7 - Trajectories factor plots of the STATICO analysis: projection of the 11 

seasons along the study period (2005, 2006 and 2007) in terms of both environmental 12 

and copepod structure. Graphs are given for each sampling site (M – mouth station; 13 

N1 and N2 – stations of the north arm; S1 and S2 – stations of the south arm) that 14 

showed the highest contribution to the co-structure between environmental factors and 15 

copepod abundances. Each sample is represented by two points: one is the projection 16 

of the row of the species table (circle: origin of arrows), and the other is the projection 17 

of the row of the environmental table (end of arrows). The length of the connecting 18 

line reveals the disagreement or the consensus between the two profiles (species–19 

environment), i.e., the length of the line is proportional to the divergence between the 20 

datasets. When the datasets agree very strongly, the arrows will be short. Likewise, a 21 

long arrow demonstrates a locally weak relationship between the environment and 22 

copepod features for that case. The scales for axes are given in the boxes 23 

 24 
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Tables 1 

Table 1 – Typological value indices: RV = Correlation matrix: contains the cosines 2 

between tables; Weights = weights of tables in the compromise; Cos
2
 = Square cosine 3 

between table and approximated compromise 4 

 5 

Sampling 

sites 
RV Weights Cos

2 

M 1     0.55 0.71 

N1 0.72 1    0.55 0.81 

N2 0.60 0.65 1   0.37 0.54 

S1 0.59 0.77 0.49 1  0.46 0.64 

S2 0.32 0.41 0.43 0.44 1 0.19 0.24 

 6 

 7 

 8 

 9 

 10 

 11 

 12 

 13 

 14 

 15 
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Table 2 – List of species (including life stages) and their abbreviations used in 1 

multivariate analysis (STATICO). Average of copepod densities during the study 2 

period is recorded 3 

Taxa  Abbreviatiaon Habitat Average 

 Nauplii Copepoda Naco  3.57E+05 

(0-5.61E+07) 

 Copepodite not identified Cpni  2.60E+03 

(0-4.09E+05) 

Calanoida     

Acartiidae Copepodite Acartia sp. CpA  1.94E+03 
(0-3.04E+05) 

 Copepodite Acartia clausi CpAcl Marine 9.94E+02 

(0-1.56E+05) 

 Acartia clausi Acl Marine 8.45E+01 

(0-1.33E+04) 

 Copepodite Acartia tonsa CpAto Estuarine 4.30E+03 
(0-6.74E+05 

 Acartia tonsa Ato Estuarine 1.93E+02 

(0-3.02E+04) 

Temoridae Copepodite Temora longicornis CpTelo Marine 1.05E+03 

(0-1.64E+05) 

 Temora longicornis Telo Marine 7.84E+01 
(0-1.23E+04) 

Centropagidae Copepodite Centropages sp. CpCen  6.46E+02 

(0-1.01E+05) 

 Centropages sp. Cen  9.58E-01 

(0-1.50E+02) 

Clausocalanidae Copepodite Clausocalanus sp. CpCl  2.19E+02 
(0-3.43E+04) 

 
Copepodite Clausocalanus 

arcuicornis 
CpClar Marine 5.65E+02 

(0-8.88E+04) 

 Clausocalanus arcuicornis Clar Marine 7.68E+00 

(0-1.21E+03) 

 Pseudocalanus elongatus Psel Marine 3.11E-02 

(0-4.88E+00) 

Paracalanidae Paracalanus parvus Ppa Marine 6.64E+01 
(0-1.04E+04) 

     

 
Copepodite of Paracalanus-type 

form 
CpPspacl  2.22E+03 

(0-3.49E+05) 

Cyclopoida     

Oithonidae Copepodite Oithona sp. CpOi  1.46E+04 
(0-2.30E+06) 

 Copepodite Oithona plumifera CpOipl Marine 2.62E+04 

(0-4.12E+06) 

 Oithona plumifera Oipl Marine 4.10E+02 

(0-6.44E+04) 

Cyclopidae 
Copepodite Acanthocyclops 

robustus 
CpAcro Freshwater 1.67E+03 

(0-2.62E+05) 

 Acanthocyclops robustus Acro Freshwater 1.20E+00 
(0-1.89E+02) 

Harpacticoida     

Euterpinidae Copepodite Euterpina acutifrons CpEuac Estuarine  9.59E+03 

(0-1.51E+06) 

 Euterpina acutifrons Euac Estuarine 3.92E+03 

(0-6.16E+05) 

Laophontidae 
Copepodite Paronychocamptus 

nanus 
CpPana Marinee 1.10E+03 

(0-1.73E+05) 

 Paronychocamptus nanus Pana Marine 3.59E+02 
(0-5.63E+04) 

Poecilostomatoida     
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Sapphirinidae Sapphirina sp. Sapp  9.10E-03 

(0-1.43E+00) 

 1 

 2 

 3 

 4 

 5 

 6 
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 9 
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 13 
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 16 
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SUMMARY AND CONCLUSIONS IN SPANISH 

RESUMEN 

INTRODUCCIÓN 

El análisis espacio-temporal de cualquier ecosistema a través de las interacciones 

“especies-ambiente” conduce a la obtención de un complejo conjunto de datos de 

naturaleza necesariamente multivariante, ya que mediante un esquema espacial de toma 

de muestras en diferentes lugares (sitios) a lo largo del tiempo, se obtiene un conjunto 

de datos tridimensionales: los lugares, las variables medias en dichos lugares (bien sean 

bióticas como por ejemplo la abundancia o presencia/ausencia de determinadas 

especies) y/o abióticas (variables ambientales) y el tiempo. El interés creciente, en las 

últimas décadas, por este tipo de estudios, ha contribuido de notablemente al desarrollo 

muchos métodos de análisis de datos multivariantes. 

 

En numerosos estudios, los investigadores organizan este tipo de datos en dos tablas14

                                                           
14 A lo largo de este trabajo, los términos "matriz" y "tabla" se utilizarán con el mismo 
significado. 

: 

(1) la que contiene información sobre la composición de la comunidad (por ejemplo 

número de organismos, su presencia/ausencia o un valor de abundancia de especies, en 

determinados lugares) y (2) la que contiene información sobre las variables ambientales 

que afectan a la distribución de las especies, registradas en esos mismos lugares, 

llamadas “par de tablas ecológicas”, y abordan el análisis simultáneo de estas dos tablas 

mediante el Análisis Canónico de Correspondencias (CCA, ter Braak, 1986), que es la 

técnica más ampliamente utilizada. 
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Pero en realidad, cuando el investigador está interesado en los cambios que se producen 

en las relaciones entre especies y ambiente y el muestreo se repite a lo largo del tiempo 

o a través del espacio, se obtiene, en realidad, una secuencia de tablas, también conocida 

como 𝑘𝑘-tabla o cubo de datos. Cuando un par de tablas ecológicas se repite, el resultado 

es un par de 𝑘𝑘-tablas o dos cubos de datos.  

 

Si el análisis de esos dos cubos de datos se aborda desde la perspectiva de construir dos 

tablas (una a partir de cada cubo, situando en cada uno de ellos las tablas de la serie una 

tras otra) y analizarlas mediante un CCA por ejemplo, la variabilidad temporal y la 

espacial se mezclan. Ésta es, en realidad, una consecuencia que resulta de la forma en 

cómo se organizan las tablas de datos en el análisis. Por tanto el estudio de los 

gradientes temporales y espaciales no siempre se realiza, en estos casos, de manera 

óptima, puesto que serán los efectos preponderantes los que emergerán en el análisis, lo 

que puede convertirse en una desventaja si no es ese precisamente el efecto en el que el 

investigador ha fijado su objetivo.  

 

En este sentido, estudiar las escalas temporales y espaciales de los ecosistemas, se 

convierte en un reto para los investigadores. Esto implica el estudio de tres 

dimensiones: el tiempo, el espacio y las variables (y o especies), en otras palabras, el 

estudio de un cubo o de dos cubos de datos. El análisis óptimo de este conjunto de datos 

es abordado, desde el punto de vista del análisis multivariante, mediante métodos de 

análisis de tablas de tres vías. Esta potencialidad permite el análisis de la estructura 

espacial y su estabilidad o variabilidad a lo largo del tiempo, o estudiar la estructura 

temporal y su estabilidad o variabilidad espacial, así como analizar la estabilidad de las 

relaciones especies ambiente a lo largo del tiempo o espacio. 
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En realidad, los métodos de análisis para tablas de tres vías (tiempo, espacio y 

variables), son una alternativa que va cobrando cada vez mayor interés entre los 

investigadores pero su uso sigue siendo aún minoritario en comparación con el del CCA, 

sin duda por la dificultad que presenta el estudio de estos procedimientos para aquellos 

usuarios que no suelen dominar el lenguaje algebraico subyacente a dichas técnicas. Sin 

embargo, el poder separar no sólo el efecto de las tres dimensiones, sino el evaluar el 

efecto de la interacción entre ellas en la dinámica de las relaciones entre especies y 

variables ambientales, nos demuestra su interés en este campo.  

 

OBJETIVOS 

Los objetivos de esta investigación son: 

(1) Hacer una revisión de los métodos clásicos para el análisis de datos organizados 

una o dos matrices de datos: Análisis de Correspondencias, Análisis HJ-Biplot y 

Análisis Canónico de Correspondencias; 

(2) Hacer una revisión exhaustiva de las propiedades de los métodos de la familia 

STATIS de la escuela francesa, utilizados para estudiar la estructura consenso de 

varias configuraciones; 

(3) Realizar el estudio comparativo de estos métodos con el modelo Tucker3 de la 

escuela holandesa/inglesa, que es en la actualidad, el más utilizado para estudiar 

la dinámica de las estructuras (análisis de la parte no estable debida a posibles 

interacciones); 
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(4) Realizar una búsqueda exhaustiva de la bibliografía especializada en el campo de 

la Ecología para poder conocer el impacto de estos métodos en ese campo sobre 

todo en los últimos años; 

(5) Proponer, como parte central de este trabajo, un nuevo método de análisis 

multivariante que permita resolver el problema de describir no sólo la parte 

estable de las relaciones entre dos conjuntos de datos (por ejemplo, especies y 

variables ambientales) en diferentes condiciones (por ejemplo, lugares y/o en 

diferentes tiempos), sino también el cambio (parte dinámica); 

(6) Aplicar la nueva propuesta a un conjunto de datos reales, organizados en tablas 

de tres vías (objetos15

(7) Crear un marco metodológico general, que incluya las distintas técnicas de 

estudio de tablas de tres vías desde la perspectiva Biplot, y desarrollar un método 

específico que facilite el uso de estas técnicas a los investigadores aplicados. 

 × variables × condiciones) y comparar los resultados con 

los encontrados con las técnicas clásicas; 

 

ESTRUCTURA DE LOS CONTENIDOS 

La parte principal de la tesis se divide en seis capítulos. 

 

El CAPÍTULO UNO se inicia con una breve revisión y discusión de algunas cuestiones 

relacionadas con el uso de análisis indirecto del gradiente, en particular nos centramos 

en una de las técnicas más comúnmente utilizadas cuando sólo se tiene información 

sobre la composición de la comunidad: el Análisis de Correspondencias (CA, Benzécri, 

                                                           
15 A lo largo de este trabajo, los términos "sujeto" y "objeto" se entenderá que tienen el mismo 
significado. 
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1973). A continuación, una breve introducción a la teoría de los métodos Biplot (Gabriel, 

1971), en particular centrándonos en el análisis HJ-Biplot (Galindo, 1986). Se pone de 

manifiesto cómo el HJ-Biplot es una herramienta útil para encontrar patrones 

subyacentes en una matriz de datos, con ventajas similares a las que presenta el CA, pero 

mucho más generales, puesto que no presenta la exigencia del CA de trabajar con 

matrices de datos positivos, con lo cual puede utilizarse para analizar no sólo los datos 

de la composición de la comunidad sino también matrices de medidas asociadas al 

hábitat.  

 

En el apéndice de la tesis se incluye el artículo publicado en 2009 en la revista 

internacional ARQUIPELAGO LIFE AND MARINE SCIENCES revisada por pares (también 

se presentan los indicios de calidad de la misma), y que forma parte del trabajo 

realizado para la elaboración de esta memoria: “Bacterioplankton dynamics in the 

Berlengas Archipelago (West coast of Portugal) using the HJ-biplot method”. Se trata de 

una aplicación a datos reales en el cual se enfatiza tanto la utilidad del HJ-Biplot como 

herramienta de análisis de datos ecológicos como la correcta interpretación de sus 

resultados. 

 

El CAPÍTULO DOS describe uno de los métodos más eficaces para el estudio de las 

relaciones especies-ambiente, el Análisis Canónico de Correspondencias (CCA, ter Braak, 

1986). Además, se describen las principales ventajas y desventajas. También se presenta 

una descripción concisa del Análisis de la Co-Inercia (Dolédec y Chessel, 1994), teniendo 

en cuenta el hecho de que es una alternativa simple y robusta al CCA cuando el número 

de lugares de muestreo es bajo en comparación con el número de variables explicativas 
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(variables ambientales). Con el fin de entender mejor todas las interpretaciones en el 

uso de estos métodos, se presentan algunos ejemplos con la respectiva explicación. 

 

El CAPÍTULO TRES comienza con una revisión de los métodos multi-tablas procedentes 

de la escuela francesa, es decir, se estudian los métodos de la familia STATIS 

(Structuration des Tableaux a Trois Indices de la Statistique, L´Hermier des Plantes, 

1976; Lavit, 1988, 1994). En particular se centra en describir el Análisis Triádico Parcial 

(PTA, Jaffrenou, 1978; Thioulouse y Chessel, 1987; Blanc et al., 1998) que nos permite el 

análisis de un cubo de datos (bien esté formado por varias matrices de datos de lugares 

x especies (o variables ambientales) en diferentes tiempos, o bien tiempos × especies (o 

variables ambientales en distintos lugares), y el método STATICO (Simier et al. 1999; 

Thioulouse et al. 2004) que nos permite el análisis de dos cubos de datos: uno relativo a 

la composición de la comunidad y otro de variables ambientales, y que nos va a permitir 

conocer la estabilidad (bien temporal o espacial) de las relaciones especies-ambiente, ya 

que las bases metodológicas y objetivos de ambos métodos están relacionados con el 

nuevo método propuesto en el Capítulo 5. 

 

Con respeto al método PTA, se presentan en el apéndice de la memoria dos artículos ya 

publicados y que han sido también resultado del trabajo de elaboración de esta tesis: 

“The efficiency of Partial Triadic Analysis method: an ecological application”  y 

“Zooplankton distribution in a Marine Protected Area: the Berlengas Natural Reserve 

(Western coast of Portugal”) publicados en 2010 y 2011 en BIOMETRICAL LETTERS y 

FRESENIUS ENVIRONMENTAL BULLETIN, respetivamente, ambas revisadas por pares, y 

cuyos indicios de calidad también se acompañan como información. 
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De igual modo, y como resultado de elaboración de esta tesis, en referencia al estudio y 

aplicación del método STATICO, se presentan en el apéndice cuatro publicaciones, con 

los respectivos indicios de calidad de las revistas en las que se han publicado: 

“Spatio-temporal structure of diatom assemblages in a temperate estuary”, 

publicada en 2009 en ESTUARINE, COASTAL AND SHELF SCIENCE, 

 

“Diel vertical behavior of Copepoda community (naupliar, copepodites and 

adults) at the boundary of a temperate estuary and coastal waters” publicado 

“First on line” en noviembre 2011 en ESTUARINE, COASTAL AND SHELF 

SCIENCE, doi: 10.1016/j.ecss.2011.11.018, 

 

“Response to Climatic variability of Copepoda life history stages in a southern 

European temperate estuary” aceptada para su publicación en octubre de 2011 

en la revista ZOOLOGICAL STUDIES, 

 

“An empirical comparison of Canonical Correspondence Analysis and STATICO in 

identification of spatio-temporal ecological relationships”) publicado “First on 

line” en noviembre de 2011 el JOURNAL APPLIED STATISTICS, 

http://dx.doi.org/10.1080/02664763.2011.634393. 

 

En el CAPÍTULO CUATRO se presenta una revisión de los métodos de tres vías con 

especial énfasis en la terminología que caracteriza a estas técnicas. A continuación, se 

presentan consideraciones generales sobre el modelo Tucker3 (Tucker, 1966) (de la 

escuela holandesa/inglesa) para el tratamiento de tablas de tres vías/tres modos. 

http://dx.doi.org/10.1016/j.ecss.2011.11.018�
http://dx.doi.org/10.1080/02664763.2011.634393�
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En el CAPÍTULO CINCO se presenta la nueva propuesta, la cual captura las ventajas del 

STATICO y del modelo Tucker3 y permite el análisis integrado de ambos métodos para 

el estudio, no solo de las configuraciones consenso, sino también de las interacciones y 

los cambios asociados a la dinámica de los ecosistemas. 

 

A lo largo del capítulo, se presta especial atención a las ventajas del modelo propuesto 

CO-TUCKER con respecto a la posibilidad de extraer estructuras ocultas y la captura de 

las correlaciones entre las variables subyacentes en una matriz de tres vías. Además, se 

resaltan aquellos aspectos relacionados con el procesamiento de datos, las estrategias 

en la selección de componentes y la evaluación de la calidad del ajuste de los niveles de 

un modo. Se realiza un detallado análisis de la matriz core y de su flexibilidad a la hora 

de explicar la interacción entre una componente de un modo con cualquier componente 

de los otros modos. Además, se exploran, prestando especial atención a su 

interpretación, los biplots conjuntos, cuyo objetivo consiste en captar las estructuras 

multilineales en las bases de datos (de orden superior). 

 

La nueva técnica propuesta, CO-TUCKER, se utiliza para analizar un conjunto de datos 

reales con el objetivo de presentar y discutir de forma pormenorizada los resultados y 

las ventajas inherentes a la misma. La parte final de este capítulo compara dichos 

resultados con los obtenidos del análisis del mismo conjunto de datos reales mediante el 

método STATICO, en particular analizando y discutiendo las ventajas y desventajas de 

ambos.  
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Finalmente se presentan las conclusiones del trabajo de tesis realizado así como las 

perspectivas del trabajo futuro y las referencias bibliográficas. 

 

ASPECTOS MÁS RELEVANTES DEL TRABAJO 

La forma típica de presentar los datos para el análisis estadístico es formando una tabla 

de dos vías; es decir, en una matriz 𝑋𝑋 de dimensión (𝐼𝐼 × 𝐽𝐽) donde 𝐼𝐼 representa las 

unidades de muestreo/objetos/filas (individuos, estaciones, lugares, etc.) y 𝐽𝐽 el número 

de variables/columnas (o especies, variables ambientales, etc.). Existen muchas técnicas 

en la literatura para capturar la información recogida en la matriz entre las que cabe 

destacar por su uso el CA cuando los datos son datos de frecuencias o de cobertura y los 

Métodos Biplot cuando los datos son cuantitativos. En aquellos casos en los que el 

investigador está interesado en conocer de forma directa la influencia de las variables 

ambientales en la distribución de las especies, la técnica más utilizada, a pesar de 

presentar algunas limitaciones, es el CCA. Otra forma de evaluar la relación entre las dos 

matrices (la de composición de la comunidad y la de medidas asociadas al hábitat) es 

mediante el Análisis de la Co-Inercia. Esta técnica busca las direcciones de máxima 

variabilidad compartida por ambas matrices de datos, en lugar de buscar las direcciones 

de máxima inercia en cada matriz.  

 

Sin embargo, si en lugar de integrar la información de dos matrices de datos 

necesitamos integrar tres o más (por ejemplo, cada una cruza lugares por especies, o por 

variables, y se dispone de 𝑘𝑘 matrices correspondientes a 𝑘𝑘 tiempos o a 𝑘𝑘 situaciones 

experimentales), es posible utilizar técnicas de la familia STATIS. El método STATIS (así 
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como el STATIS DUAL) consiste en un procedimiento de tres etapas que permite 

representar cada matriz como un punto en un espacio vectorial de dimensión reducida. 

La proximidad de dos puntos (basándose en aproximaciones geométricas a espacios 

euclídeos) se traduce en la existencia de una estructura de los individuos común a las 

matrices. Esas estructuras comunes son reflejo de los patrones de similitud entre los 

lugares a lo largo del tiempo, y/o el patrón temporal de covariación entre las variables. 

Los métodos STATIS presentan limitaciones importantes entre las que podemos 

destacar las siguientes: no contemplan estructura de grupos, comparan solamente 

direcciones de máxima inercia y trabajan sólo con variables cuantitativas.  

 

El PTA, que si bien es menos general que el STATIS o el STATIS DUAL, permite trabajar 

con datos de tres vías estructurados según cubos de datos, en los que las entidades en 

filas son las mismas en todas las tablas y las entidades en columnas también son las 

mismas en todas ellas, es decir, las dos dimensiones de cada tabla son comunes a todas 

ellas. A pesar de presentar la condición/limitación de que verdaderamente se trate de 

un “cubo de datos”, tiene la ventaja de trabajar sobre los datos originales directamente, y 

no sobre operadores como hace el STATIS (STATIS DUAL) lo que permite 

interpretaciones más directas.  

 

Con el Análisis Factorial Múltiple (MFA) propuesto por Escofier y Pagès (1984), es 

posible trabajar con variables de varios tipos. 

 

Simier et al. (1999), proponen, con el objetivo de encontrar la parte estable en la 

dinámica de las relaciones entre las especies y su ambiente, el método STATICO que 

consiste en analizar mediante un STATIS (o un PTA) el cubo de operadores de co-inercia 
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resultante de los análisis de Co-Inercia para cada “par de tablas ecológicas”. Esta técnica 

fue introducida por vez primera en Ecología por Thiolouse y Chessel (1987), quienes 

utilizan el PTA para el estudio simultáneo de una secuencia de pares de tablas 

ecológicas.  

 

Kroonenberg propone en 1989 el Análisis Triádico Completo, basado en el análisis de 

componentes principales de tres vías o tres modos, constituyendo una generalización 

del modelo de Tucker (1966).  

 

Tucker resume los datos a través de componentes para los tres modos, es decir, propone 

un modelo para el análisis de componentes principales de tres modos, en el que se 

contempla la reducción de la dimensionalidad en cada uno de ellos. Estos métodos 

ofrecen marcadores para los niveles de los factores o modos, lo que facilita la 

interpretación de los resultados en términos de representaciones Biplot. Los elementos 

y observaciones son clasificados de acuerdo a las categorías del modo individuo (o lugar, 

o estación, etc.), del modo variable y del modo ocasión (o condición experimental). Cada 

dato está relacionado con una categoría de cada uno de los modos. Con estos modelos es 

posible explicar las interacciones de tercer orden. Además, es posible obtener la matriz 

core que relaciona las componentes para los tres modos y trata las inter y intra 

relaciones con la misma atención. La estimación del modelo se realiza mediante un 

proceso iterativo alternado (o condicional). 

 

Esta solución es propuesta por Kroonenberg y De Leeuw (1980) a través del algoritmo 

de TUCKALS3, es aplicable a cualquier conjunto de datos de tres vías, puesto que 

considera diferentes ejes en cada modo. Se basa en proyecciones simultáneas de tres 
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nubes de puntos. La ventaja fundamental del modelo es la de considerar la relación 

entre las componentes de los diferentes modos, a diferencia de la mayor parte de los 

métodos de integración de matrices que tratan de encontrar una configuración 

consenso, y que en muchos casos es imposible debido a la estructura de covariación tan 

diferente presente en las distintas matrices que deseamos integrar.  

 

Como consecuencia de la solución propuesta para encontrar los estimadores de las 

matrices del modelo, es posible investigar la variabilidad para cada individuo (o lugar) y 

variable (o especie) a lo largo del tiempo. En resumen, podemos citar los métodos de 

TUCKALS (Kroonenberg, 1994) por el ajuste que hace en los modelos. La matriz core 

contiene las relaciones entre los factores o componentes de cada modo. Pondera la 

combinación de componentes caracterizada por la 𝑝𝑝, 𝑝𝑝 y 𝑜𝑜 categoría del primer modo, 

segundo y tercer modo, respectivamente. Así, a través de cada elemento de la matriz 

core es posible cuantificar el porcentaje de la inercia explicada por el análisis que es 

atribuido a una combinación concreta de componentes.  

 

Las comparaciones entre los métodos para análisis de componentes principales de tres 

modos, STATIS y otros métodos para analizar datos de tres vías se pueden encontrar en 

los trabajos ten Berge (1987), Lavit (1988), Kiers (1988), Carlier et al. (1989) y 

Kroonenberg (2008). 

 

 

 

 



SUMMARY AND CONCLUSIONS IN SPANISH 

241 
 

MÉTODO PROPUESTO: CO-TUCKER 

• LOS DATOS: TERMINOLOGÍA Y NOTACIÓN  

En esta investigación se trabaja con matrices/datos de tres vías debido a que el objetivo 

es desarrollar una técnica basada en modelos de tres modos. En estos modelos los 

elementos u observaciones son clasificados de acuerdo a las categorías de tres modos: 

individuo u objetos (𝐼𝐼), variable (𝐽𝐽) y ocasión o condición (𝐾𝐾). Cada dato está 

relacionado con una categoría del primer modo 𝐴𝐴 (individuo u objetos), una categoría 

del segundo modo 𝐵𝐵 (variable) y una categoría del tercer modo 𝐶𝐶 (ocasión o condición). 

Así, los datos de tres vías se pueden definir cuando existe un solo conjunto de individuos 

(u objetos), un solo conjunto de variables y un solo conjunto de ocasiones (o 

condiciones). Es decir, la información queda recogida en 𝐾𝐾 matrices de orden 𝐼𝐼 × 𝐽𝐽; 

siendo 𝐼𝐼, 𝐽𝐽 y 𝐾𝐾 la dimensión de cada modo. 

 

• CO-TUCKER 

El método propuesto CO-TUCKER combina el método Tucker3 y los 𝑘𝑘 Análisis de la Co-

Inercia de los 𝑘𝑘-pares de tablas ecológicas. De hecho, se beneficia de las ventajas de los 

métodos STATICO (basado en el Análisis de la Co-Inercia) y el modelo Tucker3. 

 

En la figura 1, se presenta un esquema general del método propuesto, CO-TUCKER. 
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Figura 1. Esquema general del modelo CO-TUCKER. La estructura de datos es una secuencia de 
𝐾𝐾 tablas pareadas. Las tablas 𝑋𝑋𝑘 y 𝑌𝑌𝑘 son, respectivamente, el primer grupo (dimensión 𝐼𝐼𝐾  ×
 𝐽𝐽∗) y el segundo grupo (dimensión 𝐼𝐼𝐾  ×  𝐽𝐽∗∗) de datos. La tabla 𝑊𝑊𝐾 es la matriz de los productos 
cruzados en las 𝑘𝑘 condiciones; 𝐽𝐽∗es el numero de variables de 𝕏, 𝐽𝐽∗∗ es numero de variables 
de 𝕐, 𝐼𝐼𝐾 es el numero de filas al largo de las k condiciones. (1) 𝐾𝐾 Análisis de Co-Inercia para 
calcular la secuencia de las 𝑘𝑘 tablas de covarianzas cruzada (𝑊𝑊𝐾); (2) la 𝐾𝐾-tabla 𝕎 es analizada 
mediante un modelo Tucker3. 
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En el método propuesto es un método en dos pasos principales: 

 

(1) En un primer paso, tras el análisis individualizado de cada matriz de cada uno 

de los cubos (mediante un PCA, CA, o análisis de correspondencias múltiples 

(MCA), según corresponda) se realizan 𝑘𝑘 Análisis de Co-Inercia para calcular 

la secuencia de las 𝑘𝑘 tablas de covarianzas cruzada (𝑊𝑊𝑘), es decir, consiste en 

realiza k análisis de k-tablas de productos cruzados (�𝑊𝑊𝑘, 𝐷𝐼 , 𝐷𝐽� donde 

𝑊𝑊𝑘 = 𝑌𝑌𝑘
𝑇𝐷𝐼𝑘𝑋𝑋𝑘, siendo 𝑋𝑋𝑘 el primer conjunto de datos, 𝑌𝑌𝑘 es el segundo 

conjunto de datos y 𝐷𝐼 y 𝐷𝐽 las matrices diagonales y 𝐷𝐼𝑘  la matriz de pesos); 

 

(2) En el segundo paso, el cubo de operadores de co-inercia, dicho de otro modo, 

el cubo o la k-tabla 𝕎 obtenida en el primer paso, es analizada mediante un 

modelo Tucker3. Es decir, se realiza un análisis de estas matrices generadas 

en el primer paso del análisis por medio del modelo Tucker3. Esto significa 

que las 𝑘𝑘 tablas (o matrices, que representan las 𝑘𝑘 condiciones) tienen 𝐼𝐼 filas y 

𝐽𝐽 columnas. Estas 𝑘𝑘 matrices, 𝑊𝑊𝑘, se descomponen y se pueden formular como 

una factorización de la matriz de tres vías, 𝕎(𝐼𝐼 × 𝐽𝐽 × 𝐾𝐾), de tal manera que: 

 

𝑤𝑤𝑖𝑗𝑘 = � � � 𝑎𝑎𝑖𝑝
𝑋 𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟𝑔𝑔𝑝𝑞𝑟 + 𝑒𝑒𝑖𝑗𝑘

𝑅

𝑟=1

𝑄

𝑞=1

𝑃

𝑝=1

, 𝑖𝑖 = 1, … , 𝐼𝐼;  𝑗𝑗 = 1, … , 𝐽𝐽;  𝑘𝑘 = 1, … , 𝐾𝐾 
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donde: 

• 𝑤𝑤𝑖𝑗𝑘 se corresponde con valor observado en la combinación de niveles 𝑖𝑖𝑗𝑗𝑘𝑘; 

• 𝑃𝑃, 𝑄𝑄 y 𝑅𝑅 representan el número de componentes retenidas en cada modo; 

• 𝑎𝑎𝑖𝑝
𝑋  representa el valor que toma para el individuo 𝑖𝑖 la componente 𝑝𝑝 del 

primer modo 𝐴𝐴𝑋(𝐼𝐼 × 𝑃𝑃); 

• 𝑏𝑏𝑗𝑞
𝑌  representa el valor que toma para la variable 𝑗𝑗 la componente 𝑝𝑝 del 

segundo modo 𝐵𝐵𝑌(𝐽𝐽 × 𝑄𝑄); 

• 𝑐𝑐𝑘𝑟 representa el valor que toma para la ocasión 𝑘𝑘 la componente 𝑜𝑜 del 

tercer modo 𝐶𝐶(𝐾𝐾 × 𝑅𝑅); 

• 𝑔𝑔𝑝𝑞𝑟 es una medida de la relación entre la componente 𝑝𝑝 del primer modo, 

la componente 𝑝𝑝 del segundo modo y la componente 𝑜𝑜 del tercer modo; 

• 𝑒𝑒𝑖𝑗𝑘 es un elemento de la matriz residual de tres vías 𝔼 (y que denota un 

término de error asociado con la descripción de 𝑤𝑤𝑖𝑗𝑘). 

 

En el arreglo de tres vías 𝔾𝔾, (con elemento genérico 𝑔𝑔𝑝𝑞𝑟),  denominado matriz core, se 

encuentran las interrelaciones entre las respectivas direcciones de inercia de cada 

modo. Al igual que ocurría con 𝕎, a partir de 𝔾𝔾 se construyen tres matrices o arreglos 

de dos vías, 𝔾𝔾(𝐼𝐼 × 𝐽𝐽𝐾𝐾), 𝔾𝔾(𝐽𝐽 × 𝐾𝐾𝐼𝐼) y 𝔾𝔾(𝐾𝐾 × 𝐼𝐼𝐽𝐽), denominadas matrices de enlace; las 

cuales pueden ser entendidas como una generalización de la matriz de valores propios 

asociada a la descomposición en dos vías.  

 

Por otra parte, la matriz core 𝔾𝔾 se deriva de las tres matrices de componentes 𝐴𝐴𝑋(𝐼𝐼 × 𝑃𝑃), 

𝐵𝐵𝑌(𝐽𝐽 × 𝑄𝑄) y 𝐶𝐶(𝐾𝐾 × 𝑅𝑅) de la siguiente manera: 
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𝑔𝑔𝑝𝑞𝑟 = � � � 𝑎𝑎𝑖𝑝
𝑋  𝑏𝑏𝑗𝑞

𝑌 𝑐𝑐𝑘𝑟𝑤𝑤𝑖𝑗𝑘

𝐾

𝑘=1

𝐽

𝑗=1

𝐼

𝑖=1

 

 

En el modelo general CO-TUCKER, los elementos 𝑔𝑔𝑝𝑞𝑟 son una medida de la relación 

entre la componente 𝑝𝑝 de la primera vía, la componente 𝑝𝑝 de la segunda vía y la 

componente 𝑜𝑜 de la tercera vía. El hecho de que 𝑔𝑔𝑝𝑞𝑟 represente relaciones entre 

componentes, es decir, entre variables continuas, hace que su interpretación dependa a 

su vez de la interpretación que fuera deducida para cada componente. 

 

A diferencia de la matriz de valores propios asociada a la descomposición de valores 

singulares para datos de dos vías, cuando se generaliza a datos de tres vías, el arreglo 

𝔾𝔾(𝑃𝑃 × 𝑄𝑄 × 𝑅𝑅) puede contener valores 𝑔𝑔𝑝𝑞𝑟 positivos o negativos. El valor absoluto de 

cada 𝑔𝑔𝑝𝑞𝑟 nos da una medida de la magnitud de la relación existente entre las 

componentes 𝑝𝑝, 𝑝𝑝 y 𝑜𝑜. 

 

Supongamos que se desea interpretar un valor 𝑔𝑔𝑝𝑞𝑟 positivo. Cuando ocurre esto, las 

posibles combinaciones de cada vía en el modelo CO-TUCKER, en las ternas formadas 

por el signo de las componentes (𝑎𝑎𝑖𝑝
𝑋  , 𝑏𝑏𝑗𝑞

𝑌 , 𝑐𝑐𝑘𝑟) pueden dar como resultado resultar 

cuatro situaciones de forma simultánea: 

[(+)𝑃𝑃, (+)𝑄𝑄, (+)𝑅𝑅], [(+)𝑃𝑃, (−)𝑄𝑄, (−)𝑅𝑅], [(−)𝑃𝑃, (+)𝑄𝑄, (−)𝑅𝑅] y [(−)𝑃𝑃, (−)𝑄𝑄, (+)𝑅𝑅] 
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[(+)𝑃𝑃, (+)𝑄𝑄, (+)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

altos valores en 𝑎𝑎𝑖𝑝
𝑋  y 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar positivamente en 

cada nivel del modo 𝑘𝑘 con altos valores en 𝑐𝑐𝑘𝑟.  

[(+)𝑃𝑃, (−)𝑄𝑄, (−)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

altos valores en 𝑎𝑎𝑖𝑝
𝑋  y bajos valores en 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar 

positivamente en cada nivel del modo 𝑘𝑘 con bajos valores en 𝑐𝑐𝑘𝑟.  

[(−)𝑃𝑃, (+)𝑄𝑄, (−)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

bajos valores en 𝑎𝑎𝑖𝑝
𝑋  y altos valores en 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar 

positivamente en cada nivel del modo 𝑘𝑘 con bajos valores en 𝑐𝑐𝑘𝑟.  

[(−)𝑃𝑃, (−)𝑄𝑄, (+)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

bajos valores en 𝑎𝑎𝑖𝑝
𝑋  y 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar positivamente en 

cada nivel del modo 𝑘𝑘 con altos valores en 𝑐𝑐𝑘𝑟.  

 

Las combinaciones de signos para la terna indicada que no cumplan con ninguna de las 

cuatro combinaciones anteriores, tienden a interactuar negativamente. 

 

Si 𝑔𝑔𝑝𝑞𝑟 es negativo, son posibles otras cuatro combinaciones de la terna (𝑎𝑎𝑖𝑝
𝑋  , 𝑏𝑏𝑗𝑞

𝑌 , 𝑐𝑐𝑘𝑟), 

formada por los signos de sus pesos: 

[(−)𝑃𝑃, (+)𝑄𝑄, (+)𝑅𝑅], [(+)𝑃𝑃, (−)𝑄𝑄, (+)𝑅𝑅], [(+)𝑃𝑃, (+)𝑄𝑄, (−)𝑅𝑅] y [(−)𝑃𝑃, (−)𝑄𝑄, (−)𝑅𝑅] 

 

[(−)𝑃𝑃, (+)𝑄𝑄, (+)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

bajos valores en 𝑎𝑎𝑖𝑝
𝑋  y altos valores en 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar 

positivamente en cada nivel del modo 𝑘𝑘 con altos valores en 𝑐𝑐𝑘𝑟.  
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[(+)𝑃𝑃, (−)𝑄𝑄, (+)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

altos valores en 𝑎𝑎𝑖𝑝
𝑋  y bajos valores en 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar 

positivamente en cada nivel del modo 𝑘𝑘 con altos valores en 𝑐𝑐𝑘𝑟.  

[(+)𝑃𝑃, (+)𝑄𝑄, (−)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

altos valores en 𝑎𝑎𝑖𝑝
𝑋  y 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar positivamente en 

cada nivel del modo 𝑘𝑘 con bajos valores en 𝑐𝑐𝑘𝑟.  

[(−)𝑃𝑃, (−)𝑄𝑄, (−)𝑅𝑅]: significa que combinaciones en los niveles de los modos 𝑖𝑖 y 𝑗𝑗 con 

bajos valores en 𝑎𝑎𝑖𝑝
𝑋  y 𝑏𝑏𝑗𝑞

𝑌 ,  tienden a interactuar positivamente en 

cada nivel del modo 𝑘𝑘 con bajos valores en 𝑐𝑐𝑘𝑟.  

 

Las combinaciones de signos para la terna indicada que no correspondan a ninguna de 

las cuatro combinaciones anteriores, tienden a interactuar negativamente. 

 

Al igual que en el caso de dos vías, este análisis se realiza solamente con las 

combinaciones de los modos 𝑖𝑖, 𝑗𝑗 y 𝑘𝑘 que tienen los mayores valores absolutos en las 

respectivas matrices de marcadores. 

 

En la figura 2, síntesis de lo anterior, se muestra el esquema general de la interpretación 

de los signos. 
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Figura 2. Esquema general para la interpretación de los signos. 

 

Los procedimientos de análisis inherente al modelo CO-TUCKER se proyectaron 

siguiendo los siguientes pasos (Fig. 3): 

 

Figura 3. Etapas del modelo CO-TUCKER 
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En el CAPÍTULO CINCO de la tesis se muestra la aplicación del CO-TUCKER al caso real 

que motivó el desarrollo de los aportes presentados en la memoria que se presenta. 

 

Cabe señalar el hecho de que, debido a la aproximación de mínimos cuadrados utilizada 

en el modelo Tucker3 (para estimar los parámetros), es posible conocer la bondad del 

ajuste obtenida para el modelo ajustado, sujetos, variables y condiciones. Esto puede ser 

una ventaja sobre el STATICO, ya éste que se basa en la maximización de la similitud de 

toda la serie de co-estructuras, lo que no permite conocer si se ajusta adecuadamente a 

las partes individuales de datos.  

 

Por otra parte, esta investigación puede mostrar que ciertos niveles (𝑖𝑖, 𝑗𝑗, 𝑘𝑘) de uno modo 

(𝐴𝐴𝑋(𝐼𝐼 × 𝑃𝑃), 𝐵𝐵𝑌(𝐽𝐽 × 𝑄𝑄), 𝐶𝐶(𝐾𝐾 × 𝑅𝑅)) están dominando la solución más de lo que es 

aceptable (teniendo en cuenta su “papel” en la investigación). 

 

Por otro lado, se debe prestar especial atención a la organización los arreglos de una 

serie de 𝑘𝑘-tablas. Para una matriz de tres vías, hay tres formas de organizar el cubo de 

datos en una serie de tablas. Sin embargo, sólo dos son realmente interesantes: la opción 

de poner una tabla por una variable no es interesante y tampoco coherente con el 

objetivo de la mayoría de las investigaciones. Por lo tanto, la elección entre poner una 

tabla para cada condición 𝑘𝑘 o una tabla para cada objeto 𝑖𝑖 juega un papel importante. Es 

obvio que esta elección depende del objetivo en cuestión. Sin embargo, esta posibilidad 

en CO-TUCKER debe utilizarse con cautela, ya que esta flexibilidad puede ser obtenida a 

costa de perder algunas de las estructuras en el conjunto de datos. En efecto, si la 
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organización es tener una tabla para cada condición 𝑘𝑘 (es decir, 𝐼𝐼 filas × 𝐽𝐽 variables × 𝐾𝐾 

condiciones) luego, con la ejecución del modelo, la información sobre los objetos se 

“perderá”. Análogo a un tipo de organización 𝐼𝐼 filas × 𝐽𝐽 variables × 𝐾𝐾 objetos, donde la 

información que se "pierde" está relacionada con las condiciones. Esto es, de hecho, un 

inconveniente de enfoque en el CO-TUCKER. 

 

Básicamente, la mayoría de los métodos multi-tablas buscan las semejanzas entre los 

datos de las tablas (es decir, matrices) y no las diferencias. Así, si hay diferencias entre 

los datos de las tablas, estos métodos señalarán solamente que no existe una estructura 

común y por tanto habrá que explorar los datos con otras técnicas que si nos permitan 

explicar las referidas diferencias. 

 

Además, como los dos primeros ejes del análisis de la interestructura obtenida con estas 

técnicas solamente mostrarán el consenso entre los datos de las tablas, el poder 

observar las dimensiones de órdenes superiores o analizar los residuos puede 

proporcionar importante información sobre las diferencias entre las diferentes tablas. 

 

Por lo tanto (y probablemente), este es uno de las principales ventajas del CO-TUCKER 

ya que permite la selección de un número distinto de componentes para cada modo y 

debido a la aproximación mediante el método de los mínimos cuadrados utilizado para 

estimar los parámetros, es posible indicar en qué cuantía la variabilidad de cada 

sujeto/objeto, variable, y condición está representado/ajustado por el modelo de tres 

vías. 
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En conclusión, la disponibilidad de métodos capaces del análisis de conjuntos de datos 

con una organización compleja, como pares de cubos de datos, es muy importante 

porque permite tener en cuenta esta organización y permite analizar los conjuntos de 

datos a nivel general. Es obvio que la adición de la complejidad en la exploración de las 

relaciones de los cubos de datos podría aumentar la dificultad en la interpretación. Sin 

embargo, este es un paso indispensable para comprender la estructura de los datos y su 

significado. Por lo tanto, el método que aquí se presenta, el CO-TUCKER, puede ser visto 

bien como un complemento bien como una alterativa a otros métodos existentes en la 

literatura, para el completo conocimiento de las estructuras subyacentes en complejos 

conjuntos de datos. 

 

PUNTOS ABIERTOS 

En el trabajo aquí presentado se indican una serie de áreas que aún necesitan ser 

consideradas en más detalle. La técnica propuesta en esta tesis, denominada el CO-

TUCKER, es potencialmente aplicable también en muchas otras áreas, como lo 

demuestran los numerosos trabajos de áreas diferentes a la Ecología, en los que se 

aplican técnicas ya existentes, focalizadas inicialmente hacia el análisis de datos 

ecológicos. 

 

En esta tesis, algunos de los resultados más fructíferos surgieron de la colaboración con 

los campos fuera de la Estadística (en concreto, de la Ecología). Tal labor interdisciplinar 

a menudo produce información útil, que de otra manera no tendría la posibilidad de 

florecer. La colaboración interdisciplinar puede ayudar a proporcionar los modelos y 
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algoritmos más rápidos y dirigidos específicamente a hacer frente a problemas 

particulares. 

 

Esta tesis tiene la intención de ser una contribución a la maduración del análisis de tres 

vías, pero sobre todo a la maduración del campo de análisis multivariante ligado a los 

temas relacionados con la Ecología. 

 

Una tesis doctoral no debe convertirse en el final de un camino, por tanto esta memoria, 

resultado del esfuerzo y la investigación de años, se configura simplemente como el 

inicio de un trabajo futuro con el que esperamos dar continuidad y solución a la multitud 

de problemas abiertos que en ella se han planteado y tratado de resolver haciendo 

frente a dicho futuro con la eficacia necesaria en la articulación del análisis de datos de 

tablas múlti-vía. 

 

CONCLUSIONES 

La exhaustiva revisión de la bibliografía especializada en el campo de la Ecología, nos ha 

permitido: 

1. Conocer el impacto de los métodos multivariantes descriptivos para el 

análisis de datos organizados en una matriz de dos vías, en un cubo de datos, 

en dos matrices y/o en dos cubos, llegando a la conclusión de que el Análisis 

de Correspondencias y el Análisis Canónico de Correspondencias son las 

técnicas que se usan en un altísimo porcentaje de estos artículos. El uso de los 

métodos de la familia STATIS es mucho menor, aunque se ha detectado un 

crecimiento a lo largo del período de estudio. Los modelos de la escuela 
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holandesa, a pesar de capturar información que puede ser mucho más 

relevante, prácticamente son desconocidos por los ecólogos. 

2. No existe en la literatura especializada ningún procedimiento que permita 

describir no sólo la parte estable de las relaciones entre dos conjuntos de 

datos observados en diferentes tiempos o condiciones sino también la parte 

cambiante en las estructuras. 

 

Hemos propuesto un marco general para el análisis de datos multivariantes de tres vías 

procedentes de estudios ecológicos, en el cual hemos puesto de manifiesto que: 

3. En muchos conjuntos de datos de tres vías (objetos × variables × 

condiciones) la información relevante (o no-trivial) está más allá de las dos 

primeras componentes principales. 

4. El uso de los métodos multi-tablas que investigan las configuraciones 

consenso (como en el caso de PTA y STATICO) proporcionan, en muchos 

casos, “sólo” la información trivial que se manifiesta a través de las dos 

primeras componentes principales. 

5. El uso de dichos métodos multi-tablas sólo ponen de manifiesto la estructura 

común, y cuando esta estructura común es inexistente deben  realizarse 

algunas exploraciones. 

6. El uso de modelos de tres vías (para conjuntos de datos de tres vías) obtiene 

una ventaja, ya que permite elegir un número diferente de componentes de 

cada modo. 

7. Hemos desarrollado un nuevo método de análisis multivariante para analizar 

dos conjuntos de tablas de tres vías al que hemos denominado CO-TUCKER 
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siguiendo la terminología de Thiolouse.  Asimismo, el nombre CO-TUCKER 

significa “CO-inertia y TUCKER”, dado que en primer lugar utiliza 𝑘𝑘 Análisis de 

Co-Inercia (para calcular la secuencia de las 𝑘𝑘 tablas de covarianzas cruzada), 

y luego el modelo Tucker3 para analizar esta  nueva 𝑘𝑘-tabla. 

8. El modelo resuelve los problemas cuando el objetivo es poner de manifiesto 

las diferencias y no las configuraciones comunes dentro de los datos. A 

diferencia de otros modelos relacionados, este modelo demuestra tener 

algunas propiedades intrínsecas y singulares debido a su relación con el 

STATICO y el modelo Tucker3. 

9. El hecho de que el nuevo modelo propuesto requiera de la utilización de 

algoritmos de cálculo, implica que modificaciones en el algoritmo pueden 

proporcionar modificaciones del modelo. 

10. Con la nueva propuesta se ha logrado: 

Resultados estructurales de alta calidad y más interpretables debido a la 

parsimonia y la correspondencia entre la naturaleza de los datos y el modelo.  

Además, a través de la matriz core y de los biplots conjuntos, dichos resultados 

captan mejores y/o más reales predicciones. Asimismo, destaca información 

sobre las diferencias entre las tablas de datos y proporciona una mejor 

comprensión de los patrones de la variabilidad asociada a los cambios 

temporales y espaciales de los complejos conjuntos de datos. 

11. La contribución del grupo de expertos en Ecología Marina que nos ha 

facilitado la interpretación de los resultados del análisis de los datos reales 

utilizados, ha puesto de manifiesto que la interacción entre estadísticos y 

ecólogos enriquece no sólo a los unos y a los otros sino también a la Ciencia. 
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