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Science news in Spain 

 The corpus of digital news articles: problems and 

proposed solutions 

 The selection of science and technology articles: work in 

progress 

 Automatic coding (intrinsic and extrinsic features of 

science): there are reasons to be optimistic 

 Preliminary indicators 
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The corpus of news articles 

 We used the digital versions of three national 
newspapers: El Mundo, El País y El Público from 
2002 to 2011 (El Público only from 2007). 

 The reasons for our choice: 

 El Mundo and El País are the largest newspapers in Spain 

 The editors of El Público declared that science and technology 
would receive special attention  
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The corpus of news articles:  
using digital versions 
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The corpus of news articles: 

Methodology 

 A web crawler was trained to recover as much 
information as it was able to 

 Automatic information retrieval procedures were used 

 The articles were saved in HTML format 

 They were identified and isolated as much as possible 
from other elements such as publicity, banners, menus, 
etc 

 They were converted into plain text 
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The corpus of news articles:  

Problems: I 

 
 There are parts of the digital versions that 

disappeared 

 Due to changes in the structure of the WebPages it is 
impossible to guarantee that we gathered all the  
articles that have appeared on the digital versions 

 The same article can be associated with two or more 
different URL 
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The corpus of news articles:  

Problems: II 
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The corpus of news articles: data 
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The corpus of news articles: 

Preliminary considerations 

 We can improve the technical procedures, but 
automatic retrieval procedures will never be 
perfect  as the corpus of digital news is up to a 
certain degree a fuzzy entity. 

 While we are not dealing with exact numbers, we 
are able to process big data. 
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The selection of science and technology articles: 

Methodology 

 We used an automatic supervised classifier. 

 The classifier was trained to identify contents of 
science and technology, using the science and 
medicine sections of El Mundo. 

 We selected a training sample of 999 articles 
identified as science and technology according to this 
procedure. 

 This sample was revised and coded manually. 
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The selection of science and technology articles: 

Problems 

 We detected a high presence of articles from El 
Mundo.  

 In order to fix it we created a new training sample of 
600 articles adjusted to the relative weight of each 
newspaper.  

 To compensate the loss of articles from the training 
sample, we used an iterative active learning 
procedure.  
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The selection of science and technology articles: 

The training phase 
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The selection of science and technology articles: 

The classifying phase 
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The selection of science and technology articles: 

The classifying phase 

 

 The classifier we used is: Support Vector Machines 
(SVMs) 

 We employed libsvm for python 

 We opted for binary classification according to each 
category independently from other categories 
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The selection of science and technology articles: 
The classifying phase 

 

 Vapnik, Vladimir N.; The Nature of Statistical Learning Theory, 
Springer-Verlag, 1995. ISBN 0-387-98780-0 
 

 About SVM: http://www.csie.ntu.edu.tw/~cjlin/libsvm/ 
 
 

 Guide SVM: 
http://www.csie.ntu.edu.tw/~cjlin/papers/guide/guide.pdf 

 
 Information and Software:  http://svmlight.joachims.org/ 
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The selection of science and technology articles: 

The re-training phase 
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The selection of science and technology articles: 

The re-training phase 

 

 We run a test called k fold cross-validation in order to 
evaluate the accuracy of the classifier (K=5). 

 The results we obtained were: 
 C 98,6   T 97,55    

 CI  82,07    CE 83,77    

 TE 86,36   TI 77,9   

 CyT 98,23   

 Avg  89,21     

 

 

 

 



Miguel Ángel Quintanilla, Carlos G. Figuerola and Tamar Groves 
 

18 

The selection of science and technology articles: 
Results 
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The selection of science and technology articles: 
Results 

% of total number of articles 
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The selection of science and technology articles: 
Results 
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The selection of science and technology articles: 
Results 
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The selection of science and technology articles: 

Preliminary considerations 

 The absolute numbers are not reliable due to the  
problem we had with regard to El Mundo. 

 As the problem affected the whole corpus the 
percentages can be indicative, although we will have 
to confirm our results once we solve the problem. 
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The selection of science and technology articles: 
Preliminary considerations 

 
Based on the data gathered up to this point:  
 The weight of Science and Technology in the corpus 

of news is 6 % (min 4.31 % 2002, max 7.54 % 2007). 
 An indicator of the relative importance of science 

(from -1 to 1) has values between 0.32 in 2011 and 
0.6 in 2007 
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Automatic coding 

 

 The same automatic classifier was used to 
code the articles according to their intrinsic 
and extrinsic features. 

 Based on the same sample of 999 articles 
coded manually was used in order to train 
the classifier. 
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Automatic coding: model 
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Automatic coding: 
Results 

Intrinsic/Extrinsic  Science  features per year 
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Automatic coding: 
Results 

Intrinsic/Extrinsic  per year, % of scientific articles and indicator of  “intrinsicality” 
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Automatic coding: 
Results 
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Automatic coding: 
Results 

Intrinsic/Extrinsic  Technology  features per year 
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Automatic coding: 
Results 

Intrinsic/Extrinsic  per year, % of technological articles and indicator of  “intrinsicality” 
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Automatic coding: 
Results 
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The selection of science and technology articles: 
Results 
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Preliminary indicators: 
 

 

Indicators Manual coding 
(999) 

Results for the 
whole corpus 

S|T 0.44 0.47 

SI|CE 0.67 0.70 

TI|TE -0.38 -0.84 

I|EX 0.31 0.27 
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Final considerations: 
• The automatic retrieval procedure should be 
improved in order to overcome the current 
abnormalities 
• The selection of science and technology articles 
proved to be quiet reliable, although the automatic 
classification is not able to distinguish in some 
cases between the different categories. 
• the comparison between the manual and 
automatic coding leads us to believe that the 
automatic coding can be reliable. 
 
 

 

 


