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This paper presents a novel model for performing classification and visualization of high-dimensional data by 
means of combining two enhancing techniques. The first is the semi-supervised learning, an extension of the 
supervised learning used to incorporate unlabeled information to the learning process. The second is the ensemble 
learning to replicate the analysis performed, followed by a fusion mechanism that yields as a combined result of 
previously performed analysis in order to improve the result of a single model. The proposed learning schema, 
termed S2-Ensemble, is applied to several unsupervised learning algorithms within the family of topology maps, 
such as the Self-Organizing Maps and the Neural Gas. This study also includes a thorough research of the 
characteristics of these novel schemes, by means quality measures, which allow a complete analysis of the resultant 
classifiers from the viewpoint of various perspectives over the different ways that these classifiers are used. The 
study conducts empirical evaluations and comparisons on various real-world datasets from the UCI repository, 
which exhibit different characteristics, so to enable an extensive selection of situations where the presented new 
algorithms can be used. 
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1. Introduction 

Special attention has traditionally been paid to the 
improvement of supervised learning by means of 
ensemble and boosting algorithms.¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia., ¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia., ¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia., ¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia., ¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia., ¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia., ¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia. Although some 
studies have been presented; on comparison, the efforts 
dedicated to the improvement of unsupervised learning 



are far less widespread. ¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia., ¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia., ¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia., ¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia. 
This may be due to the fact that it is a more complex 

task to apply classical ensemble algorithms without 
having quantitative assessment on how well an 
algorithm is performing at each step with unsupervised 
learning.¡Error! No se encuentra el origen de la referencia. In the case 
of the topology-preserving networks it is even more 
complicated, as results of the analysis are especially 
aimed at visual inspection of data, which is inherently 
subjective.  

This study aims to expand the results obtained in the 
previous studies¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia. with the topology-
preserving algorithms. Although there are many 
strengths in the way these algorithms function, like the 
lack of need for an external supervisor or specific prior 
knowledge of the dataset or their tolerance to faults, one 
of the most criticized weaknesses is the instability of 
their training. Running the algorithm over the same 
data, even with the same parameters, will not 
necessarily yield the same results.¡Error! No se encuentra el 

origen de la referencia. It is important to have consistent results 
to perform a confident analysis of the data in practice. 
In this sense, it is essential to obtain or assure in some 
way that the representation obtained is not the result of a 
random combination of factors in one determined run of 
the algorithm. 

One of the most common techniques to improve the 
classification accuracy and stability of the algorithm is 
the replication of the training. By performing several 
replications of the training on the same data or their 
bootstrapped samples, the common or more important 
features can be identified, as they will appear in the 
majority of the runs. Then, those features can be fused 
in a final model that will perform the classification, 
often outperforming the single models.  

This fusion of the replicated runs can be performed 
at several levels: at data level by including algorithms 
trained in different datasets; at output level, by 
averaging the classification results of differently trained 
classifiers; at algorithm level, by fusing several 

classifiers; etc.¡Error! No se encuentra el origen de la referencia., ¡Error! 

No se encuentra el origen de la referencia. In the case of this study, it 
is performed at the level of the dataset and at the level 
of the training of the algorithm. The first consists of 
adding data that has not already been labeled to provide 
additional information into the training, by repeating the 
training without and with the additional data. The 
second consists of re-sampling the dataset; so it 
simulates several bootstrap replications, and it trains a 
model on each of them and finally fuses all into a final 
mapping.  

The remainder of the paper is organized as follows: 
Section 2 briefly summarizes the most usual types of 
learning neural networks, with emphasis on the interest 
of this study: unsupervised learning. The family of 
models used in the present study is then described in 
Section 3, whilst Section 4 presents a more recent 
approach to unsupervised learning used in this study. 
Section 5 introduces the other novelty included: i.e. the 
fusion algorithms for ensembles of topology preserving 
maps, followed by Section 6 on the proposed novel 
algorithm in this study (S2-Ensemble Fusion 
Algorithm), combining both previously explained 
approaches. Section 7 describes the experiments 
performed, the results and conclusions obtained. Finally 
Section 8 concludes the study and outlines future lines 
of research. 

2. Unsupervised Learning 

There are two main classes of learning algorithms for 
automated weight setting in neural networks¡Error! No se 

encuentra el origen de la referencia.: supervised¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia. and 
unsupervised learning.¡Error! No se encuentra el origen de la 

referencia. Humans seem able to learn certain tasks without 
explicit supervision. One aim of unsupervised learning 
algorithm is to mimic this aspect and thus this type of 
learning is arguably more biologically plausible than the 
error correction or gradient descent methods. For 
example such algorithms have local processing at each 
synapse with no global information passing being 
necessary.¡Error! No se encuentra el origen de la referencia. So an 
unsupervised network must self-organize with respect to 
its internal parameters, without external prompting, and 
to do so, it must react to some aspect of the input data. 
Typically there will be either redundancy or clusters in 
the data; i.e. some structure in the data to which it can 
respond to. There are two major components of 



unsupervised learning: Hebbian learning¡Error! No se 

encuentra el origen de la referencia. and Competitive 
learning.¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia. 

This study is focused on Competitive Learning 
where the output neurons of a neural network compete 
among themselves for being the active (firing) one. This 
mirrors the biological neurons in that there are finite 
resources for learning and so one neuron’s gain means 
another’s loss. This is different from Hebbian learning 
in which several output neurons may be active 
simultaneously; in the case of competitive learning only 
one output neuron is active at a time. This characteristic 
makes competitive learning a highly suitable tool to find 
those statistically salient features that may be used to 
classify a set of input patterns. Some examples of 
competitive learning used in unsupervised learning are 
the Self-Organizing Maps¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia., ¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia. and its variants such as 
ViSOM.¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia. 

3. Topology Preserving Models 

Topology preserving mapping comprises a family of 
techniques with a common target: to produce a low 
dimensional representation of the training samples while 
preserving the topological properties of the input space. 
The main application of these algorithms is a 
straightforward data visualization or representation that 
can serve for dataset inspection by users or as pre-
processing tasks for other models, such as perception or 
planning algorithms.¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia., ¡Error! No se encuentra el 

origen de la referencia. The two models used in this study are 
two of the most wide-spread members of this family, 
but still they are devised with very different 
representation objectives and can obtain quite different 
results. Both of them have been used separately in 
previous related studies.¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia. They are 
used in this case to compare directly how the proposed 
enhancing meta-algorithms behave under the frame of 
different competitive learning algorithms. 

3.1. Self-Organizing Map 

The best known technique among topology preserving 
algorithms is the Self-Organizing Map (SOM) 
algorithm.¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia., ¡Error! No se encuentra el origen de la 

referencia. It was originally devised to obtain a 
representation of a multi-dimensional dataset, on a low 
dimensional grid or lattice. 

It is based on competitive learning as well as 
Hebbian learning and is an adaptive process in which 
the neurons in a neural network gradually become 
sensitive to different input categories from sets of 
samples in a specific domain of the input space.  

As a result of the learning process, i.e. the 
presentation of all input vectors and the adaptation of 
the weight vectors, the SOM generates a mapping from 
the input space onto the lattice, U, in such a way that the 
topological relationships of the input space are as 
faithfully as possible preserved on U.  

If not only the winning neuron but also its 
neighbours on the lattice are allowed to learn, that is to 
adapt its characteristics to those presented as the input; 
then, neighboring neurons gradually specialize to 
represent similar inputs, and the representations become 
ordered on the map lattice. This is the main feature of 
the SOM algorithm. The update of neighborhood 
neurons in SOM is performed as follows:  

))()()(,,()()()1( twtxtkvttwtw kkk    (1) 

Where t denotes a given iteration of the algorithm, 
wk is the weight of a neuron, k, within the neighborhood 
of the “best matching unit” (BMU), v; α is the learning 
rate of the algorithm; η(v,k,t) is the neighborhood 
function (usually a Gaussian function); and x is the 
input. 

3.2. Growing Neural Gas  

The Growing Neural Gas (GNG) is a representation and 
clustering algorithm proposed by Fritzke¡Error! No se 

encuentra el origen de la referencia., based on the neural gas (NG) 
algorithm previously proposed by Martinetz et al.¡Error! 

No se encuentra el origen de la referencia. for finding optimal data 
representations. Both NG and GNG are modifications of 
the SOM algorithm. The main characteristic of the NG 
algorithm is that instead of expanding through the data 
input space as a fixed grid of units, it allows the 



neighboring relationships of its units to change, 
expanding more like a gas over the data space. 

The GNG is different from the previous algorithms 
in that it is an incremental algorithm, so there is no need 
to determine a priori the number of nodes. Network 
shape and size are determined during the training, while 
the SOM and NG are often trained on a fixed network 
size throughout.  

The GNG is a combination of Fritzke’s Growing 
Cell Structures (GCS)¡Error! No se encuentra el origen de la 

referencia. and Martinetz’s competitive Hebbian learning 
(CHL).¡Error! No se encuentra el origen de la referencia. In each step 
of the algorithm, the error of the units in representing 
the data is calculated as the Euclidean distance of units 
and inputs:  

2

1 1
)( xwserror s   (2) 

where s1 is the closest unit to the input entry x and ws1 is 
the weights vector corresponding to that unit.  

The network topology of the GNG is generated 
incrementally by the CHL algorithm, which 
successively inserts topological connections or edges in 
the points where the error is higher. The main principle 
of the CHL is: for each input x connect the two closest 
centers (measured by Euclidean distance) by an edge. 
Then, the weights of the units are updated, for the BMU 
(ws1) and for their neighbors (wn) as: 
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3.3.  Quality Assessment Measures  

In the case of supervised learning, having established a 
collection of desired outputs for the inputs means that 
the deviation of the learning state from the desired 
output can be calculated in a rather straightforward way. 
When dealing with unsupervised learning, the process 
only depends on the inputs and the dynamics of the 
learning rule; making it much more difficult to 
determine the accuracy of the training in relation to the 
input dataset. 

There is no single, general canonical measure to 
determine the quality of the training of unsupervised 
learning algorithms, including topology preserving 
models. This family of algorithms is able to perform 
several different tasks; such as data visualization, 

clustering or pattern matching. That is why so many 
different measures are used in the literature,¡Error! No se 

encuentra el origen de la referencia. depending on the function that 
is intended for the algorithm under study. There is no 
“best” measure, but rather several complementary ones. 

In this study three common quality measures 
applicable to both the SOM and GNG have been 
chosen, in order to quantify how the meta-algorithms 
proposed can improve the base models in more than one 
of their performing areas. 

3.3.1. Classification Error 

Classification error is calculated as a percentage of the 
number of samples that are wrongly classified by the 
algorithm with respect to the total number of samples 
given to the classifier. Although the topology preserving 
maps algorithms are not designed for classification 
purposes; this measure can serve, to some extent, for 
assessing the quality of the training.  

This is achieved by first training the model on the 
training dataset and then, presenting again the dataset to 
the model. Then a record is kept for each neuron of how 
many times it reacted to a determined class of data. 
After this process it can be considered that the neuron is 
specialized in recognizing samples of that same class. 

It is reasonable to think that a map that consistently 
recognizes samples in a correct way is better adapted to 
the dataset in which it has been trained than another 
map that does not obtain consistent results and, 
therefore, will represent better the structure of the data. 
This correct identification and separation of samples 
will ultimately produce better representation or 
visualization results. 

This measure has been employed in several previous 
studies involving some of the techniques in this 
research.¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia. 

3.3.2. Quantization Error 

Quantization Error is related to all forms of vector 
quantization and clustering algorithms. Thus, it 
disregards map topology and alignment. Quantization 
error is computed by determining the average distance 
of the data entries to the cluster centroids represented 
the learnt neurons. In case of the SOM, the cluster 
centroids are the characteristics or weight vectors of the 
neurons. Its mathematical expression is: 
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where |D| is the number of entries in the dataset used D, 
and wi the BMU for each input xi. 

The measure tells how well the model approximates 
the dataset under study. That is, it accounts for the 
overall distance between data samples and the neurons 
representing them.  

3.3.3. Goodness of Map 

This measure, described by Kaski and Lagus¡Error! No se 

encuentra el origen de la referencia. combines two error measures: 
the squared quantization error and the topographic error. 
It takes into account both the distance between the input 
and the BMU and the distance between the first BMU 
and the second BMU on the shortest path along the map 
grid. It measures both the continuity of the mapping 
from the dataset to the map grid, and the accuracy of the 
map in representing the set. The mathematical 
expression of this measure for each data entry is shown 
below: 
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where, vi and v’i represent the weights of the first BMU 
and the second BMU respectively, corresponding to 
data entry xi. Ii(k) and Ii(k+1) represent indexes of the kth 
and the kth+1 neurons along the minimum path from vi to 
v’i, both neurons being direct neighbors on the map grid. 
By definition wI(0) = wvi; which is to say, the first neuron 
in the path is the first BMU for data entry xi and w’I(kv’i) 
= wv’i, i.e., the last neuron in the path, corresponding to 
the second BMU for xi. The final goodness of the map is 
defined as the average of the values of Eq. 5 for all data 
entries in the dataset. 

This measure is the most comprehensive of the 
three, as it accounts for both the quantization of the map 
and the organization of the grid, penalizing close units 
in the input space that are not neighbors in the output 
space. 

4. Semi-Supervised Learning 

As several recent studies point out,¡Error! No se encuentra el 

origen de la referencia.,¡Error! No se encuentra el origen de la referencia. the 
use of unlabeled data has proven to be a useful way of 

improving the classification built on previously labeled 
datasets. This is especially useful when adding label 
information to new datasets is expensive or difficult in 
practical situations. Thus, characteristics of new 
unclassified samples can be incorporated into the 
classifier in a meaningful way.¡Error! No se encuentra el origen de 

la referencia., ¡Error! No se encuentra el origen de la referencia. 
One of the simplest methods of incorporating 

unlabeled data is the so-called semi-supervised learning. 
It consists of presenting the unlabeled data to an already 
trained classifier. The classifier first tries to determine 
the corresponding labels for the unlabeled samples and 
then incorporates this new knowledge to its re-training. 
It is a seemingly straightforward method, as it relies 
only on the classifier capabilities.  

Other widespread methods where unlabeled-data 
information is incorporated to the learning process is the 
active learning. This modification of the classical 
supervised learning also uses a pool or stream of 
unlabeled samples to improve the learning results. It 
works by determining in some way which of the 
unlabeled samples are more informative for the problem 
at hand, then consulting an “oracle” about the class of 
that samples and finally incorporating this new 
information to the training.¡Error! No se encuentra el origen de la 

referencia., ¡Error! No se encuentra el origen de la referencia. That way, 
only “interesting” information needs to be labeled; 
reducing the number of overlapping or non-informative 
samples that have to be labeled. This is a very useful 
technique in cases where the labeling is a complex task 
for the users such as: speech recognition, information 
extraction, image classification, etc.¡Error! No se encuentra el 

origen de la referencia., ¡Error! No se encuentra el origen de la referencia. 
Obviously, the most difficult task in this case is 

determining which the most interesting samples to label 
are. There are several techniques and studies on that 
subject.¡Error! No se encuentra el origen de la referencia. Active 
learning has been left out of this study for the sake of 
simplicity. 
This study will therefore make use of the semi-
supervised algorithm proposed in a previous study.¡Error! 

No se encuentra el origen de la referencia. This is a two-stage method 
where labeled data are firstly used to train a classifier 
and then unlabeled data are labeled according to the 
classifier trained with the original labeled data. The 
second stage involves classifying unlabeled data and re-
training the classifier from the classified unlabeled data 
as well as the original labeled data. The two stages are 



iterated until the training process converges, in other 
words, the training errors stabilize.  

This procedure can be applied to many different 
classifiers. Some recent studies combine this kind of 
learning with topology preserving maps with interesting 
results.¡Error! No se encuentra el origen de la referencia., ¡Error! No se 

encuentra el origen de la referencia. In previous studies,¡Error! No se 

encuentra el origen de la referencia. the algorithm is proved to 
increase the quality of the classification results of the 
GNG. In this study it is applied to the SOM and GNG 
and their ensemble variations to test to what extent the 
use of this algorithm in combination with ensemble 
techniques can further improve the performance. 

5. Ensembles and Fusion Algorithms 

The use of an ensemble of similarly trained models or 
algorithms was conceived to improve the performance 
of classification algorithms.¡Error! No se encuentra el origen de la 

referencia. It has been observed that, although one of the 
classifiers in an ensemble may yield the best 
performance, the sets of patterns that are misclassified 
by the different classifiers would not necessarily 
overlap.¡Error! No se encuentra el origen de la referencia. This 
suggests that different classifier designs potentially offer 
complementary information about the patterns to be 
classified and could be harnessed to improve the 
performance of the selected classifier. The idea is not to 
rely on a single decision making scheme, but to use all 
the designs, or their subsets, by combining their 
individual opinions to derive a consensus decision.¡Error! 

No se encuentra el origen de la referencia., ¡Error! No se encuentra el origen de la 

referencia. 
In this study, the conceptual perspective that we 

follow to improve the performance of the model is that 
of a single “summary” or “synthesis” of the inputs 
stored within the whole ensemble, that is referred to as 
‘fusion’ throughout this research. The main objective is 
to obtain a unique map that can be seen to represent as 
clearly and as reliably as possible the different features 
contained in the different maps in the ensemble.  

5.1. Voronoi Polygons Similarity Fusion  

The ultimate goal of constructing an ensemble is to 
improve the performance obtained by a single working 
unit.¡Error! No se encuentra el origen de la referencia. In the present 
study, the central idea is to verify the improvements that 
an ensemble technique can provide in the multi-
dimensional data classification over a semi-supervised 

learning process performed with the competitive 
learning.  

As the initial aim of the ensemble architecture was 
to improve supervised classification, few models 
attempt to deal with ensembles of unsupervised 
learning, and even fewer try to deal with the topology 
preserving maps.¡Error! No se encuentra el origen de la referencia., 

¡Error! No se encuentra el origen de la referencia. In this study, an 
algorithm for topology preserving networks 
summarization proposed by Saavedra et al.¡Error! No se 

encuentra el origen de la referencia. is used as a potential mean of 
improving the single model's performance. This method 
was selected as it is the one of the algorithms that deal 
best with the GNG due to its particular way of 
constructing its growing net as a graph of connected 
nodes.¡Error! No se encuentra el origen de la referencia. Other 
algorithms, though also applicable, are more dedicated 
to maintain a map grid. 

This algorithm uses the Voronoi polygons related to 
the units of different networks as a means of comparing 
them and deciding on the structure for the final fused 
network. Each unit in a topology preserving map can be 
associated with a portion of the input data space called 
the Voronoi polygon.¡Error! No se encuentra el origen de la referencia. 
That portion of the multi-dimensional input space 
contains data for which that precise unit is the BMU of 
the whole network. Thus, a logical conclusion is to 
consider that the units related to similar Voronoi 
polygons are considered similar as they are situated 
relatively close in the input data space. A record may be 
kept of which data entries activated each unit as the 
BMU, to calculate the dissimilarity between the 
Voronoi polygons of two units. This can easily be done 
by associating a binary vector with the unit, the length 
of which is the size of the dataset and contains zeros in 
the positions where the unit was the BMU for that 
sample and zeros in all other positions. The dissimilarity 
(i.e. the distance) between units can therefore be 
calculated, as shown in Eq. 6:  
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where, r and q are the units whose dissimilarity will be 
determined and br and bq the binary vector relating each 
unit with the data sample that it recognizes. All the bits 
in the vectors are used in this comparison. 



The main issue with this proximity criterion is that it 
depends on data recognition by the network. To avoid 
problems of “dead” units, all units with a reacting rate 
lower than a set threshold are removed before 
calculating the similarities between them.  

Units that are sufficiently similar are grouped 
together to form a single unit on the final map. Eq. 7 is 
used to determine the units that will be part of the same 
group or cluster, 
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where ds(br,bq) is the dissimilarity between units br and 
bq, (see Eq. 6) and θf is the fusion threshold. 

Having determined the units to be fused, the final 
unit is obtained by calculating the centroid of the fused 
units (Eq. 8): 





ki Ww

i
k

c w
W

w
1

 (8) 

Finally, the similarity criteria must be used again to 
keep a notion of neighboring relations between the units 
of the fused network. Units with dissimilarity below a 
certain threshold among their initial composing units are 
considered as neighbors in the fused network (Eq. 9): 
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where θc is the connection threshold of the algorithm. A 
detailed description of the algorithm can be found in the 
original publication.¡Error! No se encuentra el origen de la referencia.  

This whole procedure implies that the final neural 
architecture will approximate well the dataset, 
enhancing the vector quantization feature of the SOM. 
Its drawbacks are that the number of units in the final 
network is an unknown factor before its fusion (and will 
almost certainly differ from the size of the composing 
networks) and that the neighborhood relationships of the 
composing networks will be ignored in the final one, as 
the latter will create a new neighborhood for each unit 
based on its dissimilarity with the others. 

6. The S2-Ensemble Fusion Algorithm 

The novel model presented in this study enables the use 
of unlabeled data to improve the quality of the training 
by incorporating new but unlabeled data samples with 

semi-supervised learning. At the same time, the learning 
procedure is repeated in parallel several times to add 
diversity to the resulting maps and finally the most 
interesting of the diverse features found are grouped 
together in a final map by means of a fusion algorithm. 
That way, the process benefits from the increase in the 
different samples that can be used for its training and 
from the several slightly different approaches that can 
be chosen from. A detailed description of the S2-
Ensemble Fusion Algorithm is given in Algorithm 3. 
 

Algorithm 3 The S2 Ensemble Fusion Algorithm 
Input: L and U, let }{' L represent an initial empty 
set of newly labeled data. m: number of maps in the 
ensemble 
Output: Classifier Algorithm (Mfus) 
1. Procedure S2 Ensemble Fusion 

(L = (x,y) U = x’: x, x’  Rn; y   C) 
2. for i = 1 to m do 
3. Generate Li by re-sampling with replacement in 

L: L  Li 
4. Generate Ui by re-sampling with replacement in 

U: U  Ui 
5. end for 
6. for i = 1 to m do 
7. Train a map Mi with Li 
8. Classify all instances of Ui using Mi  Li’ 
9. Train a map Mi with Li + L’i 
10. Check if labels from Ui became stable 
11. end for 
12. for all maps in Mi do 
13. Remove non-reacting units 
14. Calculate dissimilarity between all units (Eq. 6) 
15. Group units according to similarity (Eq. 7) and 

calculate centroids (Eq. 8)  Mfus 
16. end for 
17. Perform map Fusion by Similarity by connecting 

final units (Eq. 9)  Mfus 
18. end procedure 

As is intuitively seen from the pseudo-code, the 
meta-algorithm adds a high computational complexity 
to the regular training of a topology preserving mapping 
algorithm. The regular algorithm is repeated several 
times during the semi-supervised training and also this 
is repeated in parallel to obtain an ensemble.  

It is therefore important to ensure that the extra 
effort of using this algorithm is required to obtain better 
results than those that would be obtained by the 



classical simple algorithm. Validation and examples of 
this are extensively shown in the experiments and 
results (Section 7). 

7. Experiments and Results 

Experiments were performed using the well-known 
datasets from the UCI repository.¡Error! No se encuentra el origen 

de la referencia. They include: Iris, Cancer, Wine, Echo-
cardiogram and Glass datasets. The first three are the 
most used in the literature. The former two were 
selected to highlight some characteristics of the 
presented models. 

The iris dataset is a relatively small one (150 
samples with 4 dimensions) with 3 quite separated 
classes. It is usually used as a simple test for different 
models. Comparatively, the Wisconsin Breast Cancer 
has also three much more intricate classes, but is much 
bigger (683 samples with 9 dimensions); so has more 
elements to extract characteristics. The Wine dataset has 
a similar size to the Iris (178 samples) but includes 
higher number of dimensions (13 dimensions) and thus 
is a more difficult dataset. According to this; the Iris 
dataset has much less complexity than the Wine dataset. 
The rest of the datasets used are in the middle of those 
examples. 

The main process for the experiments is the same 
for both types. For calculating the numerical results, a 
5-fold cross-validation is used. This means that the 
dataset is first divided into five folds of the same size. In 
each of the five repetitions of the experiment one fold is 
used as the test set. The other four folds are used as the 
training set. From these three quarters of the samples are 
considered labeled samples, and the rest are considered 
unlabeled. When training unsupervised models, only the 
labeled subset is used, while when using semi-
supervised training, both labeled and unlabeled sets are 
used. 

In all experiments the parameters used for the 
Voronoi Polygon Similarity Fusion are those appearing 
in Table 11. The parameters for the base classifiers in 
each experiment are detailed in Table 12. 

In the following subsections, the experiments 
present error measures. This means that the closest a 
measure is to the abscissa axis, the better is the result 
considered. For the Quantization error and the Goodness 
of Map, values in the ordinate axis are absolute values, 
for the Classification Error, the values showed are the 
percentage of wrong classified samples normalized to 1. 

7.1. Experiment 1: Increasing the number of 
components of the ensemble 

The first experiment consists of using the complete 
dataset to train ensembles of unsupervised or semi-
supervised models; increasing the number of maps used 
to construct the ensemble, to assess the effect of the 
modification in the number of components of the 
ensemble. In the figures shown ordinate axes represent 
the value of the error measure, while abscissa axes 
represent the number of composing models used by the 
fusion algorithm. 

Results for the Iris dataset are presented in Figure 1 
and Figure 2; while results for the Wine dataset are 
showed in Figure 3 and Figure 4. The numerical results 
of these datasets and the other three mentioned are 
included in Table 1, Table 4 and Table 5. 

 

(a). Classification Error for the SOM-based models 

(b). Classification Error for the GNG-based models 

Figure 1. Comparative of the influence of the Semi-supervised 
Learning and Ensemble Fusion algorithms on the 

Classification Error of the studied models when analyzing the 
Iris dataset. 



When analyzing the Iris dataset under the 
Classification Error perspective (shown in Fig. 1), the 
influence of the Semi-Supervised Learning is not 
something to have into account in combination with the 
SOM algorithm: Unsupervised and Semi-Supervised 
SOM obtain similar results whether combined with the 
single models or with the Fusion algorithm. In this case, 
also the use of Fusion obtains clear worse results. 

When the experiment is run with the GNG as base 
classifiers, the situation is the opposite: Semi-
Supervised Learning obtains better results than the 
classical Unsupervised GNG.  

This seems due to the different nature of the training 
of both base algorithms. The GNG is able to develop a 
much freer structure, being able to modify the number 
of composing units and their neighboring. On its hand, 
the SOM is intended to keep a fixed grid. Therefore it is 
more difficult for the SOM map to modify the state it 
has achieved by training to adapt to the modified 
conditions on each of the iterations of the semi-
supervised training. 
 

(a). Goodness of Map for the SOM-based models 

(b). Goodness of Map for the GNG-based models 

Figure 2. Comparative of the influence of the Semi-supervised 

Learning and Ensemble Fusion algorithms on the Goodness of 
Map of the studied models when analyzing the Iris dataset. 

The Fusion meta-algorithm obtains a clear 
improvement over single models (unsupervised or semi-
supervised). This is due to the way the Fusion is 
performed. The Fusion meta-algorithm is better suited 
for the GNG, as it is a much freer structure, where the 
modification of neighborhood relationships and the 
number of units is part of its functioning.  

This is also true for the Cancer and Echo-
cardiogram datasets (shown in Table 1) in which the 
single SOM algorithms obtain better results than the 
Fusion counterparts, but the Fusion GNG outperforms 
the single GNG – both Unsupervised or Semi-
Supervised. 

It is also interesting to note that the use or not of the 
semi-supervised learning does not affect the rest of the 
characteristics measured for topology-preserving maps 
– such as quantization or goodness. This was expected, 
as the algorithm only takes into account classification 
performances, so it does not affect other characteristics 
of the models. 

The Goodness of Map results obtained (Fig. 2) 
mirror very much what happens with Classification 
Error for the Unsupervised and Semi-Supervised 
variants under study: one does not clearly outperform 
the other. On the contrary, the Fusion method is clearly 
differentiating; obtaining noticeably better results than 
the single counterparts, when used with the GNG 
algorithm. As happened for Classification Error, when 
the Fusion is used with the SOM, although the result 
obtained is better than the single model; the 
improvement is not as clear or significant as with GNG.  

 

(a). Classification Error for the SOM-based models 



(b). Classification Error for the GNG-based models 

Figure 3. Comparative of the influence of the Semi-supervised 
Learning and Ensemble Fusion algorithms on the 

Classification Error of the studied models when analyzing the 
Wine dataset. 

 
It is interesting to note that, although the Goodness 

of Map measure is not directly related to the 
Classification Accuracy of the topology preserving 
maps, the improvement of the results follows a very 
similar pattern. This can be considered as an evidence of 
consistency of the results obtained, as when one aspect 
of the map improves or deteriorates, the other seems to 
behave in a similar way. 

Comparing the results obtained for classification 
over the Wine dataset (Fig. 3) with those of the Iris 
dataset (Fig. 1); it becomes obvious that the second is a 
more complex setup. Every model has a much higher 
Classification Error. Under these circumstances, is 
interesting to note that, although needing more 
composing maps added to the Fusion; the Map Fusion 
meta-model is able to outperform single models again. 
This is especially clear in the case of the use of the 
GNG as base classifiers. 
 

(a). Goodness of Map for the SOM-based models 

(b). Goodness of Map for the GNG-based models 

Figure 4. Comparative of the influence of the Semi-supervised 
Learning and Ensemble Fusion algorithms on the Goodness of 
Map of the studied models when analyzing the Wine dataset. 

The difference between Unsupervised and Semi-
Supervised in this case is also not worth mentioning for 
single models. Nevertheless, there is a clear difference 
when the Semi-supervised method is used in 
combination with Fusion, obtaining clearly worse 
results than those obtained by the Fusion trained with 
classical unsupervised learning. This can also be 
appreciated in Table 2 and Table 3 (in Appendix A) 
which show clear differences between results. It is 
evident that the results of the Fusion of Semi-
Supervised trained SOMs are different from the rest of 
models. It is also interesting to note that in the cases of 
the GNG as base classifier, there are clear differences in 
the results between the models using the Ensemble 
Fusion scheme. 

The Goodness of Map measure (Fig. 4) follows a 
similar pattern to the one of the Iris dataset. The main 
difference, in this case, is that the clear improvement is 



obtained by the Fusion meta-algorithm but when used 
with the SOM as a base classifier.  

This is also consistent with the results of Table 6 
and Table 7; where clear differences are obtained by the 
SOM-based algorithms. 

For the other three datasets, in the case of the 
Cancer and Echo-cardiogram datasets, the results mirror 
those of the Iris, being the best model the single SOM 
and the Fusion GNG; while in the Glass dataset, the 
Fusion SOM and single GNG can be considered the best 
models. 

As with the previous observation, this seems to be 
due to the nature of the dataset. In the case of the Wine 
dataset, the samples of different classes are much more 
similar between them; which makes them more 
compactly distributed over the input space than in the 
Iris dataset, where three groups are separated.  
In this case of a continuous distribution the best shape 
seems to be the SOM grid. So the Fusion meta-
algorithm favors this configuration, obtaining much 
lower errors than the single models. 

7.2. Experiment 2: Decreasing the size of the 
dataset 

The second experiment consists of using a moderated 
number of ensemble components but modifying the 
number of data samples used for the training of the 
models. This emulates the addition of noise or 
instability to the datasets, as when using a smaller 
amount of data but maintaining its dimensionality, thus 
the training process becomes more difficult. In all the 
figures shown in this section, ordinate axes represent the 
value of the error measure, while abscissa axes 
represent the size of the dataset used for training. The 
number of composing models for the ensemble is 
always set to five. 

The results for the Iris dataset are showed in Figure 
5 and Figure 6 and some for the Wine dataset can be 
found in Figure 7. The complete numerical results for 
the other datasets analyzed are presented in Table 8, 
Table 9 and Table 10. 
 

(a). Quantization Error for the SOM-based models 

(b). Quantization Error for the GNG-based models 

Figure 5. Comparative of the influence of the Semi-supervised 
Learning and Ensemble Fusion algorithms on the Quantization 

Error of the studied models when analyzing the Iris dataset. 

In all results in this set of experiments, the 
pattern obtained is similar. The Fusion method, both for 
unsupervised and semi-supervised learning, obtains 
better results than the single model until the number of 
samples used for the training decreases to less than the 
half of the initial size. At that point results start to 
deteriorate, becoming worse than those of the single 
models. This happens both for the Quantization Error 
(Fig. 5) and for the Goodness of Maps (Fig. 6 and Fig. 
7). This is a logical consequence of low number of 
samples. When the dataset is too sparse, the different 
models of the ensemble are trained on too similar or 
different datasets, losing the ensemble balance between 
diversity and similarity that is one of the most important 
characteristics of this kind of meta-algorithms.  
  



(a). Goodness of Map for the SOM-based models 

(b). Goodness of Map for the GNG-based models 

Figure 6. Comparative of the influence of the Semi-supervised 
Learning and Ensemble Fusion algorithms on the Goodness of 

Map of the studied models when analyzing the Iris dataset. 

Although all measures follow that same pattern of 
performance degrading with the reduction of the 
training data, it is interesting to note that this affects in a 
higher degree the GNG-based models than the SOM-
based ones; for all three measures and in the five 
datasets presented. This is again due to the different 
nature of both algorithms. The fact that the SOM yields 
a more rigid structure in the form of a grid makes it also 
a more stable algorithm; as opposed to the GNG, which 
is a more unstructured graph and more easily influenced 
by that type of changes. 

(a). Goodness of Map for the SOM-based models 

(b). Goodness of Map for the GNG-based models 

Figure 7. Comparative of the influence of the Semi-supervised 
Learning and Ensemble Fusion algorithms on the Goodness of 
Map of the studied models when analyzing the Wine dataset. 

7.3. Summary 

From the 
comparison 
of the 
results 
presented, 
there are 
several 
aspects that 
arise as 
general 
conclusions. 
The first is 
that, as 
happens 
with the 
majority of 
automated 

Trained Model 
 

Number of maps 
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In other 
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related to 
topology 
preserving 
models such 
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n Error, the 
use of the 
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learning 
does not 
seem to 
have a clear 
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the classical 
unsupervise
d learning. 

The 
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Voronoi 
Polygon 
Similarity 
algorithm 
proves to be 
interesting 
in cases 
where 
models are 
unstable. 
The GNG 
algorithm 
can lead to 
more 
unstable 
results. 
However, 
the 
experiments 
where the 
GNG was 
the base 
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the 
ensemble 
fusion 
algorithm 
and the 
GNG as 
base model 
obtain 
clearly 
better 
results than 
those using 
the SOM in 
datasets 
such as the 
Iris, Cancer 
and Echo-
Cardiogram. 

It is 
interesting 
to note that 
when the 
dataset 
under 
analysis is 
relatively 
simple such 
as the Iris, 
the 
combination 
of Semi-
supervised 
learning and 
ensemble 
fusion is the 
model that 
performs 
better in the 
majority of 
the cases 
when 
enough 
components 
are used. On 
the contrary, 
when a 
more 
complex 
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SOM and 
the GNG. 
The novel 
model 
called the 
S2-
Ensemble 
Fusion 
Algorithm, 
involves 
both the 
bagging 
ensemble 
meta-
algorithm 
with a 
fusion step 
and the 
semi-
supervised 
learning 
algorithm to 
include 
unlabeled 
samples in 
the training 
of base 
components. 
An 
extensive 
study of the 
characteristi
cs of the 
proposed 
model is 
included. 

From 
this study, it 
can be 
concluded 
that the use 
of the semi-
supervised 
learning 
does not 
have as 
great an 
effect over 
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Neverth
eless, a 
negative 
interaction 
between the 
semi-
supervised 
learning and 
the 
ensemble 
fusion 
algorithms 
used within 
the model 
has been 
observed in 
the 
experiments
, especially 
with more 
sparse 
datasets that 
include a 
low number 
of samples. 
This makes 
the 
improvemen
t of the 
model over 
its single 
counterparts 
not as good 
as the use of 
the 
combination 
of ensemble 
fusion with 
unsupervise
d learning in 
some cases. 

An 
obvious line 
of future 
work is to 
investigate 
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on 

Taking into account the results obtained for the Classification Error measure, it can be concluded that the Semi-
supervised algorithms have an effect on the way the topology preserving maps are trained, despite not being the models 
specifically designed for that purpose. Also the improvement is noticeable in cases in which classes are more clearly 
distinguished, such as in the Iris dataset.  

In other aspects related to topology preserving models such as the Quantization Error, the use of the semi-supervised 
learning does not seem to have a clear benefit over the classical unsupervised learning. 

The Fusion by Voronoi Polygon Similarity algorithm proves to be interesting in cases where models are unstable. 
The GNG algorithm can lead to more unstable results. However, the experiments where the GNG was the base classifier 
show higher improvements for the ensemble fusion models. It is important to note that although the fusion algorithm 
adds certain stability to the models, it is not able to fully counter the added instability when the dataset decreases. In 
those particular cases, simple algorithms seem to more stable. 

Another insightful observation is that, as the fusion model used favors the GNG algorithm rather than the SOM due 
to its less constricted way of adapting, the models including the ensemble fusion algorithm and the GNG as base model 
obtain clearly better results than those using the SOM in datasets such as the Iris, Cancer and Echo-Cardiogram. 

It is interesting to note that when the dataset under analysis is relatively simple such as the Iris, the combination of 
Semi-supervised learning and ensemble fusion is the model that performs better in the majority of the cases when 
enough components are used. On the contrary, when a more complex dataset such as the Wine; the best combination 
seems to be the unsupervised learning with ensemble fusion, when enough maps or not that much instability is added. 
This indicates a negative interaction between both models in these cases that will require a deeper study in the future. 

8. Conclusions 

This research presents a novel combination of algorithms that can be applied to improve the characteristics of two well-
known topology preserving models: the SOM and the GNG. The novel model called the S2-Ensemble Fusion Algorithm, 
involves both the bagging ensemble meta-algorithm with a fusion step and the semi-supervised learning algorithm to 
include unlabeled samples in the training of base components. An extensive study of the characteristics of the proposed 
model is included. 

From this study, it can be concluded that the use of the semi-supervised learning does not have as great an effect over 
topology preserving models as the use of ensembles. The model proposed proves its usefulness when enough base 
components are used to construct the ensemble and the size of the dataset used for its training is large enough to ensure 
the stability of the training. It is shown that it improves the analysis performed using GNG base models over not 
excessively sparse datasets, such as the Iris, Cancer or Echo-Cardiogram for all the analyzed measures; provided that 
enough base models are added to the ensemble. 

Nevertheless, a negative interaction between the semi-supervised learning and the ensemble fusion algorithms used 
within the model has been observed in the experiments, especially with more sparse datasets that include a low number 
of samples. This makes the improvement of the model over its single counterparts not as good as the use of the 
combination of ensemble fusion with unsupervised learning in some cases. 

An obvious line of future work is to investigate the instability observed in sparse datasets. Also the test of the model 
with other type of topology preserving algorithms is considered as another line of work, as well as the devising of fusion 
methods more suitable for more rigid algorithms. Finally, applications of the novel models to real-life problems and its 
inclusion as a part of more complex hybrid systems for different tasks is also intended. 
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Appendix A.   

A.1. Experiment 1 

The first experiment consists of using the complete 
dataset to train ensembles of unsupervised or semi-
supervised models; increasing the number of maps used 
to construct the ensemble, to assess the effect of the 
modification in the number of components of the 
ensemble. Tables 2, 5 and 6 present, respectively, the 
numerical results for the classification error, the 

quantization error and the goodness of map for the three 
additional datasets in the study. 

For each dataset and each number of maps used, the 
lowest error for SOM-based and for GNG-based 
combinations are highlighted. 

Tables 2 and 3 present the results of applying the 
student’s t-test to the results showed in Table 1 
(classification error); while Tables 6 and 7 represent the 
same calculation for results of Table 5 (goodness of 
maps). The results that represent a significant statistical 
difference (value lower than 0.05) are highlighted. 
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present the 
results of 
applying the 
student’s t-
test to the 
results 
showed in 
Table 1 
(classificatio
n error); 
while 
Tables 6 and 
7 represent 
the same 
calculation 
for results of 
Table 5 
(goodness 
of maps). 
The results 
that 
represent a 
significant 
statistical 
difference 
(value lower 
than 0.05) 
are 
highlighted. 
 

Table 1. 
Classification 

Error  

Dataset 
  1 2 3 4 5 

Cancer  Unsup. SOM  0.0095  0.0099  0.0106  0.0095  0.0099 
 Semi-Sup. SOM  0.0198  0.0183  0.0187  0.0176  0.0183 
 Ens. Fus. Unsup. SOM  0.0271  0.0267  0.0212  0.0245  0.0245 
 Ens. Fus. Semi-Sup. SOM  0.0300  0.0293  0.0249  0.0220  0.0212 
 Unsup. GNG 0.0264 0.0223 0.0227 0.0227 0.0242 
 Semi-Sup. GNG  0.0256  0.0278  0.0267  0.0271  0.0293 
 Ens. Fus. Unsup. GNG  0.0267  0.0282  0.0260  0.0205  0.0216 
 Ens. Fus. Semi-Sup. GNG  0.0275  0.0289  0.0275  0.0216  0.0220 

Echo-Cardio. Unsup. SOM  0.37   0.36 0.36  0.38  0.38 
 Semi-Sup. SOM  0.38  0.38  0.39  0.37  0.34 
 Ens. Fus. Unsup. SOM  0.42  0.41  0.39  0.39  0.36 
 Ens. Fus. Semi-Sup. SOM  0.41  0.40  0.39  0.38  0.37 
 Unsup. GNG  0.42  0.41  0.40  0.38  0.38 
 Semi-Sup. GNG  0.41  0.40  0.39  0.41  0.40 
 Ens. Fus. Unsup. GNG  0.38  0.36  0.32  0.33  0.28 



 Ens. Fus. Semi-Sup. GNG  0.42  0.39  0.36  0.37  0.31 
Glass  Unsup. SOM  0.11  0.11  0.09  0.11  0.11 

 Semi-Sup. SOM  0.21  0.21  0.20  0.21  0.27 
 Ens. Fus. Unsup. SOM 0.41  0.38  0.33  0.31  0.28 
 Ens. Fus. Semi-Sup. SOM  0.38  0.33  0.27  0.24  0.36 
 Unsup. GNG  0.20  0.24  0.22  0.23  0.22 
 Semi-Sup. GNG  0.22  0.22  0.25  0.23  0.33 
 Ens. Fus. Unsup. GNG  0.40  0.34  0.29  0.28  0.23 
 Ens. Fus. Semi-Sup. GNG  0.39  0.33  0.28  0.25  0.34 



Table 2. Results for the t-student’s test performed over the classification results of the different SOM-based models for the Wine 
dataset. 

 Unsup. SOM Fus. Unsup.SOM SemiSup. SOM Fus. SemiSup. SOM 
Unsup. SOM 1 0,272 0,587 0,022 

Fus. Unsup. SOM  1 0,351 0,033 
SemiSup. SOM   1 0,042 

Fus. SemiSup. SOM    1 

Table 3. Results for the t-student’s test performed over the classification results of the different GNG-based models for the Wine 
dataset. 

 Unsup. GNG Fus. Unsup.GNG SemiSup. GNG Fus. SemiSup. GNG 
Unsup. GNG 1 0,588 0,347 0,230 

Fus. Unsup. GNG  1 0,465 0,028 
SemiSup. GNG   1 0,173 

Fus. SemiSup. GNG    1 

 

Table 4. Quantization Error 

Dataset Trained Model 
number of maps 

1 2 3 4 5 
Cancer Unsup. SOM 0.0089  0.0089  0.0088  0.0089  0.0089 

 Semi-Sup. SOM 0.0089  0.0089  0.0089  0.0088  0.0089 
 Ens. Fus. Unsup. SOM 0.0094 0.0087 0.0083  0.0080 0.0079 
 Ens. Fus. Semi-Sup. SOM 0.0093  0.0086 0.0082  0.0081  0.0079 
 Unsup. GNG 0.0095  0.0086  0.0086 0.0084 0.0079 
 Semi-Sup. GNG 0.0102  0.0081  0.0090 0.0078 0.0082 
 Ens. Fus. Unsup. GNG 0.0082 0.0084  0.0083 0.0085  0.0084 
 Ens. Fus. Semi-Sup. GNG 0.0083  0.0074  0.0069  0.0066 0.0063 

Echo-Cardio. Unsup. SOM 0.0080  0.0091  0.0080 0.0087 0.0093 
 Semi-Sup. SOM 0.0084  0.0080 0.0087 0.0080 0.0083 
 Ens. Fus. Unsup. SOM 0.0212  0.0139  0.0108 0.0085 0.0089 
 Ens. Fus. Semi-Sup. SOM 0.0264  0.0129  0.0111 0.0092 0.0084 
 Unsup. GNG 0.0095  0.0086  0.0086 0.0084 0.0079 
 Semi-Sup. GNG 0.0102  0.0081  0.0090 0.0078 0.0082 
 Ens. Fus. Unsup. GNG 0.0121  0.0102 0.0081 0.0064 0.0060 
 Ens. Fus. Semi-Sup. GNG 0.0102  0.0081 0.0077 0.0073 0.0057 

Glass Unsup. SOM 5.25E-06 4.47E-06 4.73E-06 5.13E-06 5.33E-06 
 Semi-Sup. SOM 8.99E-06  1.01E-05 9.13E-06 9.52E-06 5.34E-06 
 Ens. Fus. Unsup. SOM 2.28E-05 1.23E-05 1.16E-05 9.23E-06 6.67E-06
 Ens. Fus. Semi-Sup. SOM 1.84E-05 1.10E-05 9.34E-06 7.80E-06 6.47E-06 
 Unsup. GNG 2.06E-06 1.97E-06 2.15E-06 2.05E-06 2.09E-06
 Semi-Sup. GNG 3.15E-06 3.18E-06 3.21E-06 3.07E-06 2.38E-06 
 Ens. Fus. Unsup. GNG 1.89E-05 1.50E-05 9.65E-06 8.04E-06 7.85E-06 
 Ens. Fus. Semi-Sup. GNG 1.82E-05 1.20E-05 1.02E-05 1.08E-05 6.99E-06 



Table 5. Goodness of Map 

Dataset Trained Model 
number of maps 

1 2 3 4 5 
Cancer Unsup. SOM 0.0318  0.0310  0.0300  0.0306  0.0314 

 Semi-Sup. SOM 0.0308  0.0298  0.0313  0.0297  0.0307 
 Ens. Fus. Unsup. SOM 0.0993  0.0554  0.0389  0.0327  0.0298 
 Ens. Fus. Semi-Sup. SOM 0.0839  0.0511  0.0382  0.0330  0.0287 
 Unsup. GNG 0.1377  0.1179  0.1115  0.0927  0.1031 
 Semi-Sup. GNG 0.1530  0.1178  0.1165  0.1262  0.1135 
 Ens. Fus. Unsup. GNG 0.1123  0.0648  0.0413  0.0321 0.0296 
 Ens. Fus. Semi-Sup. GNG 0.1098  0.0529  0.0391  0.0320  0.0274 

Echo-Cardio. Unsup. SOM 0.116 0.138 0.108 0.107  0.097 
 Semi-Sup. SOM 0.108 0.111 0.150 0.106 0.159 
 Ens. Fus. Unsup. SOM 1.176 0.741 0.230 0.079 0.098 
 Ens. Fus. Semi-Sup. SOM 0.941 0.760 0.187 0.151 0.089 
 Unsup. GNG 0.368 0.272 0.339 0.194 0.278 
 Semi-Sup. GNG 0.340 0.354 0.126 0.302 0.204 
 Ens. Fus. Unsup. GNG 0.489 0.178 0.042 0.030 0.024 
 Ens. Fus. Semi-Sup. GNG 1.048 0.095 0.100 0.037 0.024 

Glass Unsup. SOM 6.76E-05  6.76E-05 7.95E-05 6.49E-05 7.85E-05 
 Semi-Sup. SOM 1.36E-04  1.37E-04 1.21E-04 1.44E-04 7.85E-05 
 Ens. Fus. Unsup. SOM 4.06E-04 1.33E-04  7.64E-05  6.10E-05  3.76E-05 
 Ens. Fus. Semi-Sup. SOM 1.79E-04 5.86E-05 3.80E-05 3.72E-05 3.41E-05 
 Unsup. GNG 1.94E-05 1.79E-05 2.08E-05 1.81E-05 2.38E-05 
 Semi-Sup. GNG 2.24E-05  2.07E-05 1.86E-05 1.93E-05 2.03E-05
 Ens. Fus. Unsup. GNG 2.95E-04 1.22E-04 5.42E-05 4.43E-05 3.97E-05 
 Ens. Fus. Semi-Sup. GNG 1.96E-04  7.79E-05 5.75E-05 5.82E-05 3.41E-05  

Table 6. Results for the t-student’s test performed over the goodness of map results of the different SOM-based models for the Wine 
dataset. 

 Unsup. SOM Fus. Unsup.SOM SemiSup. SOM Fus. SemiSup. SOM 
Unsup. SOM 1 0,014 0,838 0,374 

Fus. Unsup. SOM  1 0,016 0,064 
SemiSup. SOM   1 0,376 

Fus. SemiSup. SOM    1 

Table 7. Results for the t-student’s test performed over the goodness of map results of the different GNG-based models for the Wine 
dataset. 

 Unsup. GNG Fus. Unsup.GNG SemiSup. GNG Fus. SemiSup. GNG 
Unsup. GNG 1 0,622 0,159 0,203 

Fus. Unsup. GNG  1 0,524 0,067 
SemiSup. GNG   1 0,178 

Fus. SemiSup. GNG    1 



A.2. Experiment 2 

The second experiment consists of using a moderated 
number of ensemble components but modifying the 
number of data samples used for the training of the 
models. This emulates the addition of noise or 
instability to the datasets, as when using a less amount 
of data the training process becomes more difficult. 

Tables 9, 10 and 11 present, respectively, the numerical 
results for the classification error, the quantization error 
and the goodness of map for the three additional 
datasets in the study. 

For each dataset and each number of maps used, the 
lowest error for SOM-based and for GNG-based 
combinations are highlighted. 

Table 8. Classification Error 

Dataset Trained Model 
size of dataset 

5/5 4/5 3/5 2/5 1/5 
Cancer Unsup. SOM 0.010 0.010 0.012 0.014 0 

 Semi-Sup. SOM 0.017 0.008 0.008 0.002 0.004 
 Ens. Fus. Unsup. SOM 0.019 0.009 0.015 0.008 0.024 
 Ens. Fus. Semi-Sup. SOM 0.014 0.020 0.016 0.014 0.036 
 Unsup. GNG 0.026 0.021 0.020 0.016 0.014 
 Semi-Sup. GNG 0.028 0.018 0.017 0.012 0.012 
 Ens. Fus. Unsup. GNG 0.017 0.018 0.012 0.006 0.034 
 Ens. Fus. Semi-Sup. GNG 0.013 0.014 0.009 0.004 0.024 

Echo-Cardio. Unsup. SOM 0.38 0.33 0.37 0.36 0.26 
 Semi-Sup. SOM 0.34 0.34 0.37 0.34 0.26 
 Ens. Fus. Unsup. SOM 0.36 0.38 0.43 0.40 0.29 
 Ens. Fus. Semi-Sup. SOM 0.37 0.37 0.43 0.36 0.38 
 Unsup. GNG 0.38 0.39 0.40 0.36 0.23 
 Semi-Sup. GNG 0.40 0.37 0.40 0.36 0.38 
 Ens. Fus. Unsup. GNG 0.28 0.27 0.30 0.25 0.22  
 Ens. Fus. Semi-Sup. GNG 0.31 0.33 0.36  0.34  0.35 

Glass Unsup. SOM 0.110 0.052 0.066 0.039 0.022 
 Semi-Sup. SOM 0.27  0.28  0.40  0.23  0.037 
 Ens. Fus. Unsup. SOM 0.28 0.27 0.31 0.27 0.40 
 Ens. Fus. Semi-Sup. SOM 0.36 0.36 0.51 0.23 0.38 
 Unsup. GNG 0.22 0.19 0.19 0.13 0.09 
 Semi-Sup. GNG 0.33 0.32 0.45  0.10 0.03 
 Ens. Fus. Unsup. GNG 0.23 0.22 0.27 0.23 0.38 
 Ens. Fus. Semi-Sup. GNG 0.34 0.35 0.45 0.22 0.33 



Table 9. Quantization Error 

Dataset Trained Model 
size of dataset 

5/5 4/5 3/5 2/5 1/5 
Cancer Unsup. SOM 0.0088 0.0086 0.0083  0.0103  0.0077 

 Semi-Sup. SOM 0.0088 0.0086 0.0083 0.0086  0.0077 
 Ens. Fus. Unsup. SOM 0.0079 0.0060 0.0075 0.0092 0.0083 
 Ens. Fus. Semi-Sup. SOM 0.0079 0.00769 0.0074 0.0078 0.0077 
 Unsup. GNG 0.0080 0.0077 0.0075 0.0065 0.0057 
 Semi-Sup. GNG 0.0080 0.0077 0.0075 0.0073 0.0057 
 Ens. Fus. Unsup. GNG 0.0064 0.0077 0.0058 0.0061 0.0079 
 Ens. Fus. Semi-Sup. GNG 0.0063 0.0060 0.0057 0.0058 0.0073 

Echo-Cardio. Unsup. SOM 0.00927  0.0082 0.0081 0.0074 0.0049 
 Semi-Sup. SOM 0.0082 0.0082 0.0075 0.0080 0.082 
 Ens. Fus. Unsup. SOM 0.0085 0.0105 0.0081 0.0103 0.0049 
 Ens. Fus. Semi-Sup. SOM 0.0083 0.0150 0.0119 0.0182 0.0105 
 Unsup. GNG 0.0079 0.0076 0.0071 0.0068 0.0037 
 Semi-Sup. GNG 0.00817  0.00706 0.0067 0.0064 0.0070 
 Ens. Fus. Unsup. GNG 0.0059 0.0064  0.0062 0.0137 0.0199 
 Ens. Fus. Semi-Sup. GNG 0.0057  0.0078  0.0075 0.0165 0.0185 

Glass Unsup. SOM 5.32E-06  3.67E-06  3.03E-06  4.00E-06  1.78E-06 
 Semi-Sup. SOM 5.34E-06  4.02E-06 5.89E-06  3.32E-06 6.42E-06 
 Ens. Fus. Unsup. SOM 6.66E-06 8.64E-06 1.06E-05 1.70E-05 2.16E-05 
 Ens. Fus. Semi-Sup. SOM 6.46E-06 7.99E-06 1.45E-05 1.04E-05 1.94E-05
 Unsup. GNG 2.08E-06 1.85E-06 1.69E-06  1.59E-06  9.92E-07 
 Semi-Sup. GNG 2.37E-06  2.45E-06  3.89E-06  1.89E-06  5.84E-07
 Ens. Fus. Unsup. GNG 7.85E-06  8.92E-06 1.37E-05 1.29E-05 1.79E-05 
 Ens. Fus. Semi-Sup. GNG 6.98E-06  6.53E-06  1.27E-05 1.26E-05  2.64E-05 

 



Table 10. Goodness of Maps 

Dataset Trained Model 
size of dataset 

5/5 4/5 3/5 2/5 1/5 
Cancer Unsup. SOM 0.031 0.026 0.022 0.045 0.012 

 Semi-Sup. SOM 0.030 0.024 0.021 0.018 0.012 
 Ens. Fus. Unsup. SOM 0.029 0.028 0.027 0.028  0.037 
 Ens. Fus. Semi-Sup. SOM 0.028 0.027 0.026 0.028 0.033 
 Unsup. GNG 0.103 0.092 0.065 0.041 0.029 
 Semi-Sup. GNG 0.113 0.102 0.085 0.061 0.029 
 Ens. Fus. Unsup. GNG 0.029 0.025 0.023 0.031 0.047 
 Ens. Fus. Semi-Sup. GNG 0.027 0.024 0.021 0.021 0.036 

Echo-Cardio. Unsup. SOM 0.097 0.081 0.072 0.068 0.027 
 Semi-Sup. SOM 0.159 0.084 0.091 0.071 0.069 
 Ens. Fus. Unsup. SOM 0.098 0.236 0.077 0.107 0.067 
 Ens. Fus. Semi-Sup. SOM 0.089 0.096 0.112 0.149 0.0147 
 Unsup. GNG 0.278 0.295 0.123 0.076 0.030 
 Semi-Sup. GNG 0.204 0.165 0.083 0.101 0.095 
 Ens. Fus. Unsup. GNG 0.024 0.028 0.024 0.054 0.106 
 Ens. Fus. Semi-Sup. GNG 0.024 0.028 0.208 0.079 0.082 

Glass Unsup. SOM 7.85E-05 5.96E-05 7.56E-05 7.84E-05 3.97E-05 
 Semi-Sup. SOM 7.19E-05 8.15E-05 9.45E-05 8.56E-05 6.39E-05 
 Ens. Fus. Unsup. SOM 3.76E-05 4.03E-05 6.37E-05 9.01E-05 1.74E-04
 Ens. Fus. Semi-Sup. SOM 3.41E-05 3.36E-05 7.73E-05 5.30E-05 1.11E-04 
 Unsup. GNG 2.38E-05 1.54E-05 1.43E-05 1.46E-05 1.08E-05
 Semi-Sup. GNG 2.03E-05 1.89E-05 2.20E-05 1.32E-05 6.36E-06 
 Ens. Fus. Unsup. GNG 3.97E-05 4.33E-05 7.17E-05 4.85E-05 1.10E-04 
 Ens. Fus. Semi-Sup. GNG 3.41E-05  3.42E-05 6.28E-05 6.08E-05 1.24E-04 



Appendix B.  Training parameters 

In all experiments the parameters used for the 
Voronoi Polygon Similarity Fusion are those appearing 
in Table 11. The parameters for the base classifiers in 

each experiment are detailed in Table 12. They have 
been left unchanged for all experiments presented in the 
current research. 

Table 11. Parameters used for the Ensemble Fusion 

UsageThreshold  2/number of Samples 

Fusion Threshold 0.5 

Connection Threshold 0.8 

 



Table 12. Parameters used for the base learners with the different datasets 

Dataset Base Learn. Parameters Dataset Base Learn. Parameters 

Iris SOM Size = 15x10 

Times = 1500 

Learn. Rate = 0.1 

Gaussian Neigb.:  

c1 = 1, Sigma = 10 

Echo-

Cardiogram 

SOM Size = 15x10 

Times = 2000 

Learn. Rate = 0.05 

Diff. Gaussian Neigb.:  

c1 = 2, Sigma1 = 10, 

c2 = 1, Sigma2 = 14 

 GNG Times = 500 

Maximum Edge Age = 3 

Lambda = 10 

Alpha = 0.3 

Beta = 0.1 

Winner Learn. Rate = 0.1 

Neighb. Learn. Rate = 0.005 

 GNG Times = 500 

Maximum Edge Age = 2 

Lambda = 10 

Alpha = 0.01 

Beta = 0.0005 

Winner Learn. Rate = 0.05 

Neighb. Learn. Rate = 0.005 

Wine SOM Size = 15x10 

Times = 1800 

Learn. Rate = 0.05 

Diff. Gaussian Neigb.:  

c1 = 2, Sigma1 = 10,  

c2 = 1, Sigma2 = 12 

Glass SOM Size = 25x20 

Times = 2000 

Learn. Rate = 0.1 

Diff. Gaussian Neigb.:  

c1 = 2, Sigma1 = 12, 

c2 = 1, Sigma2 = 14 

 GNG Times = 1500 

Maximum Edge Age = 2 

Lambda = 10 

Alpha = 0.2 

Beta = 0.1 

Winner Learn. Rate = 0.1 

Neighb. Learn. Rate = 0.005 

 GNG Times = 2000 

Maximum Edge Age = 2 

Lambda = 10 

Alpha = 0.2 

Beta = 0.075 

Winner Learn. Rate = 0.2 

Neighb. Learn. Rate = 0.01 

Cancer SOM Size = 25x20 

Times = 5000 

Learn. Rate = 0.1 

Diff. Gaussian Neigb.:  

c1 = 1, Sigma1 = 10 

   

 GNG Times = 1000 

Maximum Edge Age = 2 

Lambda = 10 

Alpha = 0.5 

Beta = 0.2 

Winner Learn. Rate = 0.1 

Neighb. Learn. Rate = 0.005 

   

 


