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Abstract. Cluster analysis is a technique used in a variety of fields. There are 
currently various algorithms used for grouping elements that are based on 
different methods including partitional, hierarchical, density studies, probabilistic, 
etc. This article will present the SODTNN, which can perform clustering by 
integrating hierarchical and density-based methods. The network incorporates the 
behavior of self-organizing maps and does not specify the number of existing 
clusters in order to create the various groups. 
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1   Introduction 

The assignment of a set of objects into clusters is a widely spread problem that has 
been the object of investigation in various scientific branches including 
bioinformatics [10], surveillance [15], [16], [17]. Although occasionally the number 
of groups is known beforehand, clustering data requires an additional step for 
identifying the existing groups. There are currently different methods for creating 
clusters, most notably those based on partitioning, such as k-means [11],  and PAM 
[9] (Partition around medoids), which work by minimizing the error function. Other 
widely accepted methods are the hierarchical methods which include dendrograms 
[7], agnes [9], and Diana [9]. In addition to the hierarchical methods, there are others 
that use density-based models, or probabilistic-based models such as EM [8] 
(Expectation-maximization) and fanny [9].   

This research presents the new Self Organized Dynamic tree neural network which 
allows data to be grouped automatically, without having to specify the number of 
existing clusters. The SODTNN uses algorithms to detect low density zones and 
graph theory procedures in order to establish a connection between elements. This 
would allow connections to be established dynamically, thus avoiding the need for the 
network to expand and adjust the data surface. Additionally, the connections would 
continue to adapt throughout the learning process, reducing the high density neuron 
areas and separating them from the low density areas. 

The SODTNN integrates techniques from hierarchical and density-based models 
that allow the grouping and division of clusters according to the changes in the 
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densities that are detected. The hierarchical process is based on the Kruskal algorithm 
that creates a minimum spanning tree containing data for the problem at hand. Based 
on the information obtained from the minimum spanning tree, low density areas are 
detected by using a distance matrix for each cluster. The low density areas will allow 
the clusters to be separated iteratively. Furthermore, the minimum spanning tree 
determines the network structure and connections so that learning can take place 
according to the tree’s distribution. 

This article is divided as follows: section 2 describes different clustering alternatives, 
section 3 describes the SODTNN, and section 4 presents the results and conclusions. 

2   Clustering Techniques 

The problem of clustering is far reaching, and there have been various proposals for 
its resolution: i) Partition based methods have the disadvantage of requiring the 
number of clusters up front [8]. The k-means algorithm presents problems with 
atypical points. The PAM method resolves this problem by assigning an existing 
element as the centroid. ii) Hierarchical methods such as dendrograms [7] do not 
require a number of clusters up front since they use a graphical representation to 
determine the number. iii) Probability based methods such as EM define an algorithm 
of probabilities that determines the probability that a point belongs to a cluster. iv) 
Finally, there are the methods that use changes in density in order to separate clusters. 
Included in these methods are the artificial neural networks (ANN) [18], [19], which 
estimate the surface of the point distribution by using a mesh of neurons that can be 
automatically adjusted to the surface. There are also other networks such as ART [5] 
(Adaptive Resonance Theory) that can form clusters, although it does not function 
based on meshes. Our research will concentrate on the mesh-based neural networks. 

The self-organized Kohonen maps (SOM) [2], have variants of learning methods 
that base their behaviour on methods similar to the Neural Gas (NG) [4]. They create 
a mesh that is adjusted automatically to a specific area. The greatest disadvantage, 
however, is that both the number of neurons that are distributed over the surface and 
the degree of proximity are set beforehand. Growing Cell Structure (GCS) [3] do not 
set the number of neurons or the degree of connectivity, but they do establish the 
dimensionality of each mesh. This complicates the separation phase between groups 
once it is distributed evenly across the surface. There are other ANN such as SOINN 
[6] and ESOINN [1] (Enhanced self-organizing incremental neural network). Unlike 
the SOINN, ESOINN consists of a single layer, so it is not necessary to determine the 
manner in which the training of the first layer changes to the second. 

3   SODTNN 

This study proposes the SODTNN, which can detect the number of existing groups or 
classes and, by using the Kruskal algorithm [12], create clusters based on the 
connections taken from the minimum spanning tree. As opposed to the ESOINN or 
GCS networks, the SODTNN does not distinguish between the original data and the 
neurons—during the initial training phase, the latter correspond to the position for 
each element. This makes it possible to eliminate the expansion phase for a NG to 
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Fig. 1. Algorithm for the SODTNN 

adjust to the surface. As each neuron is updated, it can draw closer to neighboring 
neurons, thus facilitating the detection of clusters and the separation from other 
elements. The learning phase for the network is illustrated in Figure 1: the main loop 
of the learning phase is shown in the center, block 2 is the algorithm that updates the 
position of the neurons, and block 3 is in charge of locating the low density areas and 
separating the clusters in order to create new groups. 

The following sections describe the steps that are carried out during the learning 
phase for the ANN. The nomenclature defines T as the set of neurons to be classified, 
A as the minimum spanning tree that contains all of the nodes from T where matrix C 
defines the connections between the nodes where element cij=1 if node i є T is 
connected with element j є T., D the distance matrix for T. 

3.1   Density: Block 3 

One of the main problems when assigning individuals into groups is knowing which 
divisions cause a significant rise in the density of the resulting clusters. ANN such as 
SOINN or ESOINN study the length of the links in order to determine if the length is 
different within the subgroup for each individual. This process requires the creation of 
subclasses within each cluster, which is done by using a set of functions that 
determines the threshold on which the creation of the subclasses is based. The 
SODTNN searches for cut-off points in areas that produce a significant rise in 
density. It does so by using the relationship between the total distance calculated from 
the distance matrix, and the distance from the minimum spanning tree.  
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3.2   Average Distance: Block 3 

Selecting the links for finding low density areas can be done by considering the 
distance of one neuron with respect to its parent in tree A, and the average distance 
surrounding the neuron. The calculation of the latter distance is based on the distance 
that exists for each link of the subtree, where the depth is equal to the surrounding 
distance and centered on the neuron in question, and the number of neurons that exist 
in the subtree. Figure 2 illustrates the subtree, highlighted in gray to indicate the 
neuron that falls within 2 links. 

 

 

Fig. 2. Subtree for neuron falling within 2 links 

The algorithm is described as follows: 
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3.3   Division Algorithm: Block 3 

The division algorithm is responsible for finding the connections between the low 
density neurons in order to separate the cluster. It considers the distance between the 
neurons and the resulting changes in density for the potential divisions. The process is 
described as follows: 
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1. Determine the cut-off point for the elements α , and the cut-off points for 

distance β   

2. Initiate 1=i  

3. Select the greatest distance i for  1/ =∈ jkjk cDd  and remove the node from 

the tree Aak ∈  
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6. Calculate the average distance from the node for the tree ka
 
following the 

average distance algorithm ),( DAfd e
a

mm
a ik

=  

7. Determine if the distance from tree node ka  and its parent is less than the 

average distance β⋅≤ m
ask k

dd  where Ts ∈  and )( k
p

s afa =  go to step 

13 

8. the density for T , 1T  and 2T  following the density algorithm ),( DCf D , 

),( 11 DCf D , ),( 22 DCf D  

9. Calculate the new density threshold ),(),()1( 2211 DCfDCft DD +=+δ  

and the previous ),()( DCft D=δ  

10.  If the value ))1(/)0(/(1)1(/)( ρδδδδ ⋅<+tt  where ρ  is constant, go to 

12 
11.  Finish  
12.  Re-establish the connection ak with its parent node 
13.  If Ti #<  calculate the value of 1+= ii  and go to step 2 

3.4   Update Algorithm: Block 2 

The neurons from the network that define the clusters are periodically updated in a 
way similar to the kohonen SOM. By updating automatically, the positions and 
connections of the neurons can be readjusted in order complete the division of the 
clusters. The network randomly selects an initial neuron and brings neighboring 
neurons closer in. The neuron is updated according to the hierarchy of the tree. The 
arrows in figure 2 indicate the direction and strength with which the neurons are 
brought closer to the selected neuron. The magnitude of the vector and the direction 
depend on the distance and neighborhood as indicated in the following algorithm: 
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1. Given Tk ∈  with Aak ∈  is the selected neuron, set the value of the 

neighboring radius r   

2. Begin 1=i , ks aa =  

3. Calculate the parent node from the current node )( s
p
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1
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1
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the equation for self-organizing maps 
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Where t  is the iteration, N  the number of elements from group A# , n  is the 

dimension of the coordinates, ijx  coordinate j  for the neuron Ti ∈ , with 

Aai ∈ , λ  and β  the constants established for 1 and 5 respectively. 
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4   Results and Conclusions 

In order to conclude the tests, both real data and fictional self-generating data were 
used. Additionally, graphic representations are in 2D in order to facilitate the 
interpretation of the results. In order to confirm that the proposed SODTNN 
functioned properly, the clustering process was compared with other statistical 
techniques traditionally use for unsupervised clustering.  In the first case, we selected 
a test case generated with fictional data. Figure 3 illustrates the classification process 
that was carried out for the given test. We can see the data and the sequence of the 
divisions in different colors that were made with the SODTNN  until the algorithm 
finalize, where the last image shows the results obtained after implementing the 
algorithm. 
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Fig. 3. Sequence of clusters generated by the ANN. Total number of points 774. Each colour 
represents a different cluster that was found. 

 

Fig. 4. Sequence of clusters generated by PAM, dendrograms, k-means, fanny, agnes, dian in 
this order 

Figure 4 illustrates the final classification obtained by the PAM, dendograms, k-
means, fanny, agnes and diana clustering methods. For each of these methods, it was 
necessary to determine the number of clusters that we wanted to obtain, for which it 
was necessary to provide more information than with the SODTNN.  Additionally, it 
is easy to see how only the PAM method is capable of obtaining results comparable to 
our network, although the green group includes elements from other clusters. The rest 
of the processes generate classifications that could be considered as erroneous given 
the distribution of the data.  

Secondly, we studied a real case from the UC Irvine Machine Learning Repository 
[14] regarding data for wines. The data within the range [0-1] was normalized in order 
to eliminate the scale factor and units. The classification process was then carried out. 
The percentage of success was as follows: 91,01%,  90,45%, 93,26%, 94.94%, 
33.71%, 71.35% for the SODTNN, PAM, dendrogram, k-means, agnes and diana 
respectively.  Fanny did not produce any results since it included data approaching 0. 
As we can see, the network provided results similar to the PAM, dendograms and k-
means methods, while the others provided worse results. In order to analyze the 
elements that the ANN and PAM classified incorrectly as compared to the 
dendograms and k-means, we created a 3D representation and applied a 
multidimensional scaling process to reduce the dimensionality. The results 
demonstrated that the errors were atypical elements that were located outside of both 
clusters that would have been eliminated with a filtering phase. 

The results obtained with the SODTNN are promising. Nevertheless, we have 
detected several deficiencies in the case of elements that are distributed along very 
close parallel lines. Occasionally, the SODTNN is incapable of calculating the correct 
cut-off point for dividing clusters, thus functioning as a hierarchical algorithm for 
which the user must interpret the results.  The results can be interpreted according to 
the distances from the cut-off points and the changes in density. In order to resolve 
this problem, we are working on defining criteria for a cut-off point based on the 
calculation of the densities of the clusters. 
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