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Abstract

Magnetic domain walls represent the boundary between two differently aligned magnetic
domains. In ferromagnetic nanostrips, they can be efficiently displaced by electrical cur-
rent as a consequence of the spin transfer torque mechanism. This effect inspired a
number of potential applications for logic and memory devices, which are based on
the reliable control and manipulation of domain walls. These applications represent a
promising alternative to CMOS based devices, which are reaching their limit in scala-
bility. At the same time, the achievement of low-energy devices, based on domain walls,
could have important consequences on the energy consumption of the Information and
Communication Technology sector and, consequently, on carbon emissions and climate
change. Apart from that, domain wall dynamics is also interesting from a fundamental
point of view since domain walls can be displaced by several means such as electrical
current, thermal gradients, spin waves etc. Furthermore, advances in material depo-
sition opened the possibility of creating magnetic ultrathin films with a thickness of
few angstroms, where the interfacial interactions with the neighbouring layers play a
significant role and they can give rise to new interesting effects such as perpendicular
magnetic anisotropy or the presence of the Dzyaloshinskii-Moriya interaction. Moreover,
these systems are promising for the study of chiral and topological magnetism due to the
presence of topologically protected patterns such as Skyrmions or chiral domain walls.

In this thesis we analyse two aspects of domain wall motion in ferromagnetic nanos-
tructures by means of micromagnetic simulations. In the first part we analyse the influ-
ence of Joule heating and thermal gradients on domain wall dynamics. It is well known
that, apart from the spin transfer torque, electrical currents also produce heating as a
consequence of Joule effect. Thus, on the one hand it is important to analyse the effect
of Joule heating in order to establish the real contribution of the spin transfer torque.
On the other hand, Joule heating and thermal gradients can be also used to efficiently
displace magnetic domain walls, although the theory behind this effect is still under de-
bate. These studies were performed with a novel micromagnetic software which couples
heat and magnetization dynamics.

In the second part, we analyse the domain wall dynamics in ultrathin systems with
perpendicular magnetic anisotropy and Dzyaloshinskii-Moriya interaction. This part
includes a collaboration with an experimental group from the University of Leeds (UK)
and it is devoted to the fitting of the experimental data for the field and current driven
domain wall motion. In particular, we analyse the role of disorder in these systems, which
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represents a critical issue towards the realization of domain wall devices. Finally, we
analyse the dependence of the domain wall depinning field with the damping parameter.
The main conclusions are summarized in Part IV.
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Chapter 1

Introduction

1.1 Magnetism

Electromagnetism is one of the fundamental forces in nature and it concerns the inter-
actions between electrical charges and magnetic moments. Known since ancient times,
it has deeply changed our world at least three times, as recently stated by Prof. Michael
Coey at the last International Conference of Magnetism (INTERMAG) in Dublin: the
first time with the invention of the magnetic compass allowing the geographical explo-
ration of the earth. The second time, during the last couple of centuries, with the ”elec-
trification” of the world and all the related inventions such as electrical light, computers,
smartphones, radio, televisions etc. And the third, more recently, with the invention
of the hard disk allowing massive storage of digital information and benchmarking the
start of the ”information” revolution.

Apart from its technological relevance, magnetism has fascinated scientists among
centuries with a variety of magnetic phenomena that needed an explanation, which,
often, implied significant advances in fundamental research. The mere existence of mag-
netic materials, for instance, can be explained only in the context of quantum mechanics
since it is related to the electron spin, firstly postulated in the context of nuclear physics
and eventually introduced theoretically within the Dirac equation. The mechanism of
the spontaneous symmetry breaking, used to explain the ferromagnetic order, has in-
spired Peter Higgs in the development of his theory for the Higgs boson, which won him
the Nobel Prize for physics in 2013. Topologically protected magnetic patterns, such
as Skyrmions or chiral domain walls, represent interesting systems to analyse topologi-
cal phases of matter, whose discovery was awarded with the Nobel prize for physics in
2016. Bose-Einstein condensates of magnons (the fundamental excitation of magnetic
systems) were observed experimentally [1] and they also represent a promising candidate
to analyse this exotic state of matter.

In short, magnetism is a bridge between fundamental and applied research, where
technology-driven investigations can lead to important fundamental discoveries and vice
versa. An important research field, born within the broader field of magnetism, is the
field of Spintronics, which is the topic of this thesis.

1
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1.2 Spintronics

Spintronics stands for spin-transport electronics and it concerns the study of the coupled
transport of charge and spin in magnetic nanostructures. The name wants to extend
the concept of electronics, devoted to the study of charge transport alone. The rele-
vance of this new field of research was recognized in 2007, when Albert Fert and Peter
Grünberg were awarded with the Nobel prize in physics for their discovery of the Giant
Magneto-Resistance. This phenomenon has had an enormous impact on our technology
since it is at the basics of the hard disk drive memory. Fert and Grunberg separately
discovered that if an electrical current passes through a multilayer stack made of two
magnetic layers separated by a thin non-magnetic layer, the amount of current that
passes through the stack strongly depends on the relative orientation of the two mag-
netic layers. In particular, if the two layer have parallel magnetization the stack has low
resistance (more current), while if the layers have anti-parallel magnetization, the stack
has high resistance (low current). In other words, they discovered that magnetization
can affect electrical currents. This effect eventually led to the realization of the hard disk
drive memory, where the ”0” and ”1” bits correspond to low or high current respectively.
However, further investigations pointed out that also the opposite was true: due to the
very same interaction, also electrical currents can affect the magnetization. This latter
effect, called spin-transfer torque (STT), has inspired new concepts of technological de-
vices, which include, for instance, the STT-MRAM memories (recently commercialized
as alternative to conventional CMOS based RAM), Racetrack memory [2] and domain
walls logic devices [3]. While for STT-MRAM the STT is used to switch the mag-
netic state, Racetrack memories and domain wall logic devices are based on the reliable
manipulations of magnetic domain walls.

1.3 Magnetic domain walls

Magnetic domain walls (DWs) represent the boundary between two differently aligned
magnetic domains. They can be efficiently displaced by electrical currents and they
have potential for new kind of logic and memory devices. In racetrack memories, for
instance, the information is encoded in the magnetization of the domains. The STT
moves the DW towards a reading or writing head which can read or write the magnetic
configuration. Trains of DWs can be packed into a single ferromagnetic nanostrip and
they can be displaced coherently. Due to fast DW motion and the low dimension of the
DWs, these memories have potential for high-speed, high-density magnetic memories.
However, they still present issues related, for instance, to the reliable control of the DW
motion, to material lithography or to the high currents needed to achieve considerable
DW velocities.

Nonetheless, this class of magnetic memories still constitutes a promising candidate
to substitute hard-disk drive and CMOS based memories, which are reaching their limit
of scalability. Furthermore, current research is focused on achieving DW motion with
minimal electrical currents. Low energy memories and low energy logic devices, based



3 1.4. About this thesis

on DWs, could reduce the energy consumption of the Information and Communication
Technology sector, with important consequences on carbon emissions and climate change.

Apart from their technological relevance DWs are also interesting from a fundamental
point of view since they can be displaced by several means such as thermal gradients, elec-
trical fields, magnons, etc. Additionally, recent advances in material deposition opened
the possibility of creating magnetic ultrathin films with a thickness of few angstroms,
where the interfacial interactions with the neighbouring layers play a significant role and
they can give rise to new interesting effects [4]. These systems triggered the interesting
research field of interfacial magnetism [4].

1.4 About this thesis

In this thesis we study two aspect of DW dynamics by means of micromagnetic simula-
tions.

In part II we analyse the influence of Joule heating (JH) and thermal gradients on
DW dynamics in in-plane magnetized systems. In fact, it is well known that when an
electrical current flows through a ferromagnet, apart from the STT, it also generates
heating as a consequence of Joule effect. Thus, on the one hand, it is important to
understand the effect of JH in order to evaluate properly the STT contribution, while,
on the other hand, it is interesting to investigate whether heating effects can be used to
efficiently control the DW dynamics. This latter field, generally called spin caloritronics,
is getting an increasing interest due to its potential for ultralow dissipation devices (since
no electron motion is involved) or as a candidate for heat harvesting. Spin caloritronics
aims more generally to the study of spin and heat coupling while DW motion by thermal
gradients represents a specific aspect within this broader field. In this part we develop a
novel micromagnetic framework in order to couple heat and magnetization dynamics self-
consistently. This framework is used to analyse the influence of JH on current-induced
DW dynamics [5, 6] (Chapter 6 and 7) and to investigate the effects of a localized thermal
gradients on DWs [7] (Chapter 8). A more detailed introduction can be found at the
beginning of part II (Chapter 5).

In part III we analyse the DW dynamics in ultrathin films by means of the micro-
magnetic software MuMax [8]. The modelling of DW motion in these structures present
new issues with respect to in-plane magnetized systems. In particular, the role of disor-
der is still under debate and its inclusion into the micromagnetic modelling represents
an open challenge. This part benefits of the collaboration with an experimental group
from the University of Leeds and it is focused on the fitting of their experimental results
for the DW dynamics. Chapter 11 analyses the field and current driven DW dynamics
in Pt/Co/PtxAu1−x, where x varies between 0 and 1. In this chapter, a particular em-
phasis is devoted to show the role of disorder in DW dynamics. Finally, in Chapter 12
we analyse the damping dependence of the DW depinning field in ultrathin films [9].
Also in this case, a more detailed introduction can be found at the beginning of part III
(Chapter 10).

Additionally, part I provides a global theoretical background. It describes basic
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concepts of magnetism in Chapter 2, the main aspects of the micromagnetic theory in
Chapter 3 and its numerical implementation in Chapter 4. It can be skipped by a reader
familiar with magnetism and micromagnetics and consulted when necessary.

The results presented in this thesis were mainly adapted from some of the scientific
articles published by the author (list of publications). For this reason, each part and each
chapter are self-consistent and they can be read separately. For the same reason, many
concepts are repeated especially in the introduction and when describing the simulation
methods. A scheme of the thesis structure is shown in Fig. 1.1. This thesis was carried
out within the Marie Curie Initial Training Network ”WALL”, funded by the European
Commission with the FP7 program, which is gratefully acknowledged for the financial
support.
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Chapter 2

Basic concepts of magnetism

This chapter provides a brief overview about magnetism in condensed matter.
We will introduce the concept of magnetic moment and we will describe
the main magnetic interactions. Different types of magnetic order will be
presented, with particular emphasis on paramagnetism and ferromagnetism.
Finally, we will introduce magnetic domains and domain walls. Far from
being exhaustive, the aim of this chapter is simply to set the basics and the
context for the micromagnetic theory, which will be presented in the next
chapter.

2.1 Magnetic materials

As commonly perceived, magnetic materials are materials that can generate a magnetic
field around them. This field originates from magnetic dipoles (or magnetic moments)
related to the material’s atoms and electrons. As electrical charges are sources of elec-
trical fields, magnetic moments are sources of magnetic fields. In general, as stated in
Maxwell’s equations, the source of magnetic fields are electrical currents and, in fact,
magnetic moments can be classically linked to bounded current loops, i.e., current loops
that are confined inside the material, such as the electrical current associated to electrons
orbiting around the nucleus. However, this classical picture is not enough to explain the
existence of magnetic materials and the origin of magnetic moments is mainly linked
to electrons spin, an intrinsic angular momentum, whose origin is quantum mechanical.
The magnetic moment per unit volume is defined as the magnetization M of a mate-
rial. All atoms can have magnetic moments but if their interaction is negligible, their
directions is random, and the average magnetization is null. A net magnetization can be
induced by external means, such as an external magnetic field, or it can be an intrinsic
”spontaneous” feature. Materials with spontaneous magnetization are called Ferromag-
nets. Typical ferromagnetic materials are Co, Fe and Ni. The existence of spontaneous
magnetization is due to additional interactions between magnetic moments which favour
their alignment, as it will be discussed in the following.

6
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2.2 Magnetic moments

Orbital angular momentum

Magnetic moments are the fundamental object of magnetism. From a classical point
of view, magnetic moments can be related to electrical current loops. If a current I
flows through an infinitesimal current loop placed in a magnetic field B, as sketched in
Fig. 2.1(a), the Lorentz force will exert a torque on the circuit which can be written
as [10]

dT = dµ×B , (2.1)

where the magnetic moment dµ is defined as dµ ≡ IdS and dS represents the surface
vector with modulus equal to the surface area and direction normal to the surface plane.
It follows that the magnetic moment has units of A ·m2. For a finite loop in a uniform
magnetic field B

µ = I

∫
dS and T = µ×B . (2.2)

Furthermore, by calculating the work done by the Lorentz force, it is possible to demon-
strate [10] that the energy of a magnetic moment inside a magnetic field is given by

E = −µ ·B , (2.3)

which is minimized when the magnetic moment is parallel to the magnetic field. This
energy term, related to the interaction of a magnetic moment with an external magnetic
field, is known as Zeeman energy (see Section 2.3.2). At the same time, the current

(a) (b)

Figure 2.1: (a) Sketch of current loop. (b) Sketch of electron orbiting around
a proton and its orbital angular momentum.

loop generates a magnetic field, which can be written as [11]

B(r) = µ0
4π

[3r(r · µ)
r5 − µ

r3

]
, (2.4)
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if r � R, with R being the radius of the current loop. The field generated by the
magnetic moment (Eq. (2.4)) is equivalent to a dipole field and it is shown in Fig. 2.2.
Since an electrical current corresponds to moving charges, there is always an orbital

μ

Figure 2.2: Dipolar field generated by a magnetic moment, according to
Eq. (2.4).

angular momentum related to a current loop and, therefore, to a magnetic moment. In
atoms, the magnetic moment µ related to an electron orbiting around the nucleus, has
the same direction of its angular momentum L, namely

µ = γL , (2.5)

where γ is a proportionality constant, relating angular momentum and magnetic mo-
ment, known as the gyromagnetic ratio. Consider, for instance, an electron orbiting
around a proton as sketched in Fig. 2.1(b). Within the Bohr atomic model, the electron
in its ground state has angular momentum mevr = h̄. The electrical current due to its
motion is I = −e/τ , where e is the elementary charge (positive) and τ the orbital period
given by τ = 2πr/v. Thus, its magnetic moment is

µ = Iπr2 = − e

2me
mevr = − e

2me
L = − eh̄

2me
≡ −µB , (2.6)

where µB = 9.274×10−24 Am2 is the Bohr magneton, which represents a useful unit for
atomic magnetic moments. From Eq. (2.6), we see that the electron gyromagnetic ratio,
related to the orbital angular momentum, is γ = −e/2me. Hence, a magnetic moment
is always associated with angular momentum. Moreover, since torque corresponds
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to rate of change of angular momentum, by combining Eq. (2.2) and Eq. (2.5), we have
that

T = dL

dt
= µ×B ⇒ dµ

dt
= γµ×B , (2.7)

which implies that a magnetic moment in an external magnetic field B, will not align
towards the magnetic field but it will precess around the field direction, conserving its
energy (Eq. (2.3)) as described in Fig. 2.3. The precession frequency 2πfL = γB can be
calculated from Eq. (2.7) and it is known as Larmor frequency.

Figure 2.3: Magnetic moment µ precessing around the magnetic field B.

Spin angular momentum

This classical description, relating magnetic moments to orbital angular momentum (and
helpful to understand some of their basic properties), is, however, not enough to explain
the existence of magnetic materials. In fact, the average magnetization of a certain
system can be calculated as (see Appendix A)

M = 〈µ〉∆V = − 1
µ0∆V

∂F

∂H , (2.8)

where F is the system free energy and µ0H = B is the external field. In other words,
the magnetization is proportional to the variation of the system energy when we apply
an external field. However, Eq. (2.7) shows that the energy of the system is conserved
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since the magnetic moments will precess around the field, conserving their initial energy.
Therefore, no magnetization can be induced in a material according to classical mechan-
ics. This statement, with a more rigorous demonstration, is known as the Bohr-Van
Leeuwen theorem. The demonstration relies on the fact that the effect of a magnetic
field on N particles can be included into the system energy by replacing the particles
momentum pi with pi − qA [12], where q is the particle charge and A the vector po-
tential, from which the magnetic field can be calculated as B = ∇ × A [12]. Since
F = −kBTN logZ and Z =

∫∞
−∞ exp [Ei/(kBT )] drdp, where Z is the partition function

(see Appendix A), the shift can be reabsorbed into the integral and F does not depend
on A (see Ref. [13, 10] for more details). Hence, no magnetization can be induced ac-
cording to classical mechanics. The existence of magnetization can only be explained
in the context of quantum mechanics. In particular, according to quantum mechanics,
electrons not only have orbital angular momentum but they also possess an intrinsic
angular momentum called spin.

Spin was firstly introduced ad-hoc to explain the fine-splitting of the hydrogen atom
spectrum and, later on, was used to successfully explain the Stern and Gerlach exper-
iment, showing the quantization of the atom angular momentum. Mathematically, it
finally appeared in the Dirac equation for a relativistic electron. Spin angular momen-
tum (S) has its own quantum number s and its component can have one of (2s + 1)
values in the range h̄s, h̄(s − 1), ..,−h̄s. This intrinsic angular momentum is a specific
property for each particle such as mass or charge. For electrons, s = 1/2 so that the
spin components can only take the values ±h̄/2. The quantum number associated with
a specific spin component is usually indicated as ms, which for electrons is ms = ±1/2.
The magnetic moment associated with the spin angular momentum can be calculated
in the framework of the Dirac equation. For electrons, the component of the electron
magnetic moment along a certain direction of spin is

µs = gµBms , (2.9)

where g is the g-factor and for electrons is approximatively g ' −2 [10]. 1 The minus
sign is due to the electron negative charge as in Eq. (2.6). Note that, since g = −2, the
electron magnetic moment is ±µB even if ms = ±1/2. It follows that the energy of an
electron in a magnetic field B is E = −gµBmsB.

With the introduction of spin magnetic moments, the effect of a magnetic field cannot
be reduced to a shift of the particles momentum (which would include the effect of the
orbital angular momentum) but a new energy term (E = gµBmsB) must be added to the
Hamiltonian and the existence of magnetic materials can be explained. Nevertheless,
despite their quantum mechanical origin, many properties of magnetic materials can be
explained by a semi-classical approach, assuming the existence of such intrinsic magnetic
moments and considering the interactions as classical [13].

1In some textbooks the spin magnetic moment is expressed as µs = −gsµBms, where gs is the spin
g-factor gs ' 2 = |g|. The important point is that the spin magnetic moment is opposite to the spin
angular momentum, as orbital magnetic moment is opposite to orbital angular momentum.
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Material µ (µB) TC (K)
Fe 2.22 1043
Co 1.72 1388
Ni 0.6 627
Gd 7.63 292
Dy 10.2 88

Table 2.1: Magnetic moment and Curie temperature for typical ferromagnetic
materials.

Classically, we can assume that the electron has a magnetic moment given by

µ = gµB
h̄

S , (2.10)

where S is a vector of modulus h̄/2.

Hund’s rules

We have seen that electrons orbiting around a nucleus have spin and orbital angular
momentum. The magnetic moment of a certain atom will depends on the spin and orbital
angular momentum of all its electrons. For instance, if an atom have two electrons with
opposite spins and opposite angular momentum it will have zero magnetic moment since
they will cancel each others. In general, the electrons’ configuration in atoms follows (for
the ground state) the Hund’s rules, which is a set of empirical rules that allow to estimate
the spin and orbital configuration that minimize the atom’s energy. First rule is that
the electrons in a certain orbital try to maximize the total spin S. This will minimize
Coulomb energy due to the exchange interaction (see Section 2.3.1). Second rule is that
electrons will try to maximize the total orbital angular momentum L. As a consequence,
depending on the number of ”unpaired” spins, atoms will have different net magnetic
moments. Table 2.1 shows the atomic magnetic moments and the Curie temperature of
typical ferromagnets [14]. The Curie temperature represents a critical temperature above
which the material is no longer ferromagnetic (see Section 2.4). The first three elements
are transition metals, while the last two are rare earth. The atomic magnetic moments
is often a non-integer value due to additional effect such as spin-orbit couplings or non-
localized electrons in metals (see Ref. [10] for more details). The magnetic behaviour of
a certain material does not depends simply on the value of its atomic magnetic moments
but it is also strongly affected by the interactions among them, as indicated by the Curie
temperature on the last column. For instance Dy has a high magnetic moment but a
very low Curie temperature, meaning that its magnetic moments interact weakly. In
fact, if magnetic moments do not interact (or interact weakly), their direction will be
random due to thermal agitation and the net magnetization will be null.
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2.3 Magnetic interactions

Therefore magnetic interactions between magnetic moments play an important role in
the magnetic behaviour of materials. In the following we shall describe the most relevant
ones.

2.3.1 Exchange interaction

The exchange energy for a system of N spins has the form

Eexch = −
∑
i,j

JijSi · Sj , (2.11)

where Jij is the exchange integral, which favours parallel or anti-parallel alignment of
spins depending on its sign. The sum in i goes over all the spins of the system, i.e,
i = 1, ..., N , while the sum in j typically goes over the nearest neighbours of the ith
spin, since exchange is a short range interaction, being related to the overlapping of the
electron wave-functions. Indeed, exchange interaction has a quantum mechanical origin
and it is related to the fact that, according to quantum mechanics, identical particles
(such as electrons in materials) must have symmetric or anti-symmetric wave-functions
depending on their spin. For electrons the wave-function must be anti-symmetric so
two electrons cannot have the same quantum numbers (also known as Pauli exclusion
principle) and, therefore, if two electrons have the same spin, they cannot be in the same
position, thus minimizing Coulomb energy. In other words, the exchange interaction
can be seen as a consequence of Pauli exclusion principle and Coulomb interactions.
Jij is the exchange integral which is related to the spatial overlapping of the i and j
electron wave functions [10]. Exchange is a very important interaction and it is the
main reason for the ferromagnetic behaviour since it can favour parallel or anti-parallel
spin alignment. There are different kind of exchange in materials. Direct exchange is
when the electrons of neighbouring atoms interact directly through exchange. However,
this implies that the electrons wave functions of different atoms overlap, which often
is not the case. Indirect exchange is when the exchange interaction between localized
moments is mediated by another atoms or by electrons (see Ref. [10] for more details).
This latter case is particularly important since it occurs in metals, where exchange is
mediated by conduction electrons. Such exchange is also called itinerant exchange or
RKKY (Ruderman-Kittel-Kasuya-Yosida).

2.3.2 Zeeman interaction

The Zeeman interaction represents the interaction of a magnetic moment with an exter-
nal magnetic field. Its energy has the form

EZeemam = −µ ·B , (2.12)

as already introduced in Section 2.2. The name is due to the Zeeman effect, which
consists in the splitting of an atom spectral lines into different components in an external
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magnetic field. Classically, it can be seen as the consequence of the Lorentz force on
an infinitesimal current loop as described in Section 2.2. However, the same interaction
holds for spin magnetic moment.

2.3.3 Spin-orbit interaction

The spin-orbit interaction represents the interaction between the spin S and the orbital
angular momentum L of electrons. This interaction is particularly important since it
gives rise to a rich variety of phenomena such as magneto-crystalline anisotropy (see
Section 3.2.2) or the Dzyaloshinskii-Moriya interaction (see Section 3.6.2). Also the spin-
orbit interaction has a quantum-mechanical origin and it can be fully described only in
the context of relativistic quantum mechanics. However, also in this case, a semi-classical
approach can provide an intuitive explanation: consider an electron orbiting around a
nucleus. In the reference frame of the orbiting electron the nucleus is moving around the
electron with velocity v equal to the electron velocity in the rest frame of the nucleus.
Thus, the nucleus is generating a magnetic field B = (E×v)/c2 [10]. Since the electrical
field can be written as

E = −∇V (r) = −dV (r)
dr

r
r
, (2.13)

and, from Zeeman interaction, E = −µs ·B, it follows that

ESO = −1
2µs ·B = 1

2
gµB

rmeh̄c2
dV (r)
dr

S · L , (2.14)

which represents the spin-orbit energy. The 1/2 factor is a correction factor which comes
from the proper relativistic calculation.

2.3.4 Dipolar interaction

Dipolar interaction represents the interaction between a magnetic moment and the mag-
netic field generated by another magnetic moment. Such interaction is particularly
important in macroscopic systems since it is responsible for the formation of magnetic
domains (see Section 3.2.3). The dipolar energy of two magnetic moments µ1 and µ2
placed a distance |r| apart has the form [10]

Edipolar = µ0
4πr3

[
µ1 · µ2 −

3
r2 (µ1 · r)(µ2 · r)

]
. (2.15)

The field generated by a single dipole is given by Eq. (2.4) and it is shown in Fig. 2.2.
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2.4 Magnetic order

Depending on the dominant magnetic interactions, materials can present different types
of magnetic phases. In particular, materials can be classified as:
• Paramagnetic: Paramagnetic materials have no net magnetization in the absence

of magnetic field. However, they present a net magnetization, parallel to the
magnetic field, if an external field is applied: M = χH, where χ > 0 is the
magnetic susceptibility and H = B/µ0 is the external field. In paramagnetic
materials magnetic moments do not interact significantly among them.

• Diamagnetic: Diamagnetic materials are similar to paramagnetic materials but
the magnetization is opposite to the applied field: χ < 0.

• Ferromagnetic: Ferromagnetic materials present a spontaneous magnetization
even in the absence of an external magnetic field, if T < TC . Their response to
an external field is highly non-linear and it is characterized by a hysteresis loop as
shown in Fig. 2.5(a). However, the total magnetization of a ferromagnetic object
can be null due to the presence of different magnetic domains (see Section 3.2.3).
Ferromagnetic behaviour is due to exchange interaction which favour parallel align-
ment of the magnetic moments.

• Antiferromagnetic: materials with antiferromagnetic order present no net mag-
netization but their response to an external field is non-linear. This is because in
anti-ferromagnets the exchange interaction favours anti-parallel alignment of the
magnetic moments. Thus, contrary to paramagnet, the moments strongly interact
even if the net magnetization is zero.

• Ferrimagnetic: ferrimagnets present both anti-ferromagnetic and ferromagnetic
behaviours. They are characterized by at least two sub-lattices which present
separately ferromagnetic behaviour. However, they interact anti-ferromagnetically.
The net magnetization is given by the difference between the magnetization of the
different sub-lattices.

In this thesis, we will mainly deal with ferromagnetic materials, which will be analysed
in more details in what follows. Nonetheless, in order to introduce ferromagnetic models,
it is convenient to first analyse paramagnetic materials.

2.4.1 Paramagnetism

Paramagnetic materials have positive susceptibility χ > 0. Paramagnetism is essentially
a competition between the Zeeman interaction (Eq.(2.3)), which wants to align the
magnetic moments along the magnetic field, and thermal agitation, which makes them
fluctuates randomly. As previously commented, the average magnetization of a certain
system can be calculated as (see Appendix A)

M = − 1
µ0∆V

(
∂F

∂Hz

)
, (2.16)
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where F = −kBTN logZi is the free energy of the system and N is the total number
of moments. Zi is the single particle partition function, which, for a classical magnetic
moment in an external magnetic field along the z direction (sketched in Fig. 2.4) is given
by

Zi = 2π
∫ π

0
exp (βµ0Hzµ cos θ) sin θdθ

= 2π
∫ 1

−1
exp (βµ0Hzµx)dx = 4π

a
sinh a , (2.17)

where a = βµ0µHz and β = (kBT )−1, with kB being the Boltzmann constant and T is
the temperature of the system. θ represents the angle between the magnetic moment
and the external field, as depicted in Fig. 2.4. From Eq. (2.16) it follows that

M = − 1
µ0∆V

(
∂F

∂Hz

)
= M0 (coth a− 1/a) = M0L(a) , (2.18)

where M0 = Nµ/(∆V ) is the maximum possible magnetization, coinciding with all the
moments aligned with the magnetic field. L(a) is known as the Langevin function. The

θ

Hz

μi

x

z

Figure 2.4: Magnetic moment µi inside a magnetic field Hz pointing along
z. The energy of the magnetic moment is E = −µ0µi ·H = −µ0µiHz cos θ.

magnetic susceptibility is defined as

χ ≡ ∂M

∂Hz
= M0

µ0µ

kBT

∂L(a)
∂a

, (2.19)

which, for a� 12, becomes

χ ∼M0
µ0µ

3kBT
= nµ0µ

2

3kBT
, (2.20)

2Note that for an external magnetic field of µ0Hz = 1 T, µ = µB and T = 300 K, a ∼ 0.002.
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since ∂L(a)/∂a ∼ 1/3−a2/15+O(a3). n = N/∆V is the density of particles. Repeating
the same calculation for quantum mechanical moments µ = ±1/2 yields M = M0 tanh a,
and for a generic moment related to the spin quantum number J

M

M0
= 2J + 1

2J coth
(2J + 1

2J a

)
− 1

2J coth
(
a

2J

)
≡ BJ(a) , (2.21)

which is known as the Brillouin function.
The paramagnetic theory predicts that no magnetization is possible with zero applied

field and that strong magnetic fields are needed in order to achieve a small increase in the
materials magnetization. However, this is in contrast with everyday experience which
shows that materials can be magnetic even without any applied field. This latter class of
material are classified as ferromagnets. As anticipated, ferromagnetic materials present a
spontaneous magnetization even in the absence of magnetic field and their response to an
external field is highly non-linear. While in paramagnets, in the absence of an external
field, the magnetic moments point randomly since any configuration is energetically
equivalent, in ferromagnets additional interactions favour specific configurations even if
Hz = 0.

2.4.2 Ferromagnetism

Ferromagnetism is the most common example of magnetic order. In everyday experi-
ence we all have seen magnets attached to a fridge or we have played with magnets
at least once. In these systems, the exchange interaction (see Section 2.3.1) favours a
parallel alignment of the atomic magnetic moments. A typical feature of ferromagnetic
materials is hysteresis, i.e., the magnetization as function of the applied field follows a
characteristic curve depicted in Fig. 2.5 (a). The value of the magnetization for a given
applied field, not only depends on the applied field but also on the previous state of
the system. Furthermore, as anticipated, the system has a remanent magnetization Mr

even if Hz = 0. The external field needed to have M = 0 is known as coercive field Hc.
The value of the magnetization at very large fields is defined as the saturation magneti-
zation (or spontaneous magnetization) Ms = M0. In reality, this definition is not very
accurate. The saturation magnetization of a ferromagnet is more generally defined as
the remanent magnetization of a single magnetic domain. 3 If properly measured, Ms is
independent on the sample size and it depends on temperature as depicted in Fig. 2.5
(b). Ms decreases with temperature and it is zero if T > TC , where TC is the Curie
temperature above which the system behaves as a paramagnet (for Hz = 0).

3As it will discussed in Section 2.5 ferromagnets break into different domains of uniform magnetiza-
tion. Due to this fact the value of Mr depends on the sample size and the domains configuration. In
the absence of field, ferromagnets can also present zero net magnetization. However by measuring Ms

at large fields and extrapolating the value at H = 0, it is possible to obtain the remanent magnetization
for the single domain, which is taken as the definition of Ms [13].
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Applied Field H

M

Hc

Mr
Ms

(a)

TC

Temperature T

M
s

(b)

Figure 2.5: (a) Hysteresis curve for ferromagnetic materials. Magnetization
(M) vs Applied Field (H). (b) Ms as function of temperature for a typical
ferromagnet.

Weiss Model

A first theory for ferromagnetic materials was introduced by Pierre-Ernest Weiss who
extended the theory of paramagnetism by replacing the external applied field Hz with
Hz → Hz + λM . He hypothesized the existence of an additional internal magnetic
field (λM), proportional to the magnetization itself, which gives rise to the spontaneous
magnetization. Within the Weiss model (see Ref. [11] for more details)

a = µ0µ

kBT
(Hz + λM) , (2.22)

and, extending Eq. (2.21), the average magnetization becomes

M/M0 = m = BJ

(
µ0µ

kBT
(Ha + λM)

)
. (2.23)

Thus, the magnetic susceptibility χ = M0∂m/∂Ha becomes

χ = M0B
′
J(a) µ0µ

kBT − µ0µλM0B′J(a) , (2.24)

where B′J(a) stands for ∂BJ(a)/∂a. For small a around a ∼ 0, namely for high temper-
atures, the susceptibility can be written as

χ = µ0µMs

kB

1
T − TC

, (2.25)

which is known as the Curie-Weiss law valid only for T > TC . Within the Weiss model,
TC is given by

TC = µ0µλMs

kB
. (2.26)

Eq. (2.25) and (2.26) were calculated by considering J = 1/2. Above TC thermal agita-
tion is stronger than the internal field and the system is paramagnetic. A critical phase
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change, between ferromagnetic and paramagnetic order, occurs at T = TC . Note that
the Curie-Weiss law is not valid for T < TC , since it predicts a negative susceptibility.
For T < TC one should use the more general Eq. (2.24). Eq. (2.23) can be solved numer-
ically to obtain m as function of temperature. The result of this calculation is shown in
Fig. 2.6(a) for J = 1/2 and J = ∞ (classical spins). The corresponding susceptibility
is shown in Fig. 2.6(b). A critical behaviour is observed at T = TC where the system
undergoes to a phase change and the susceptibility diverges (see Ref. [10, 11] for more
details about critical phenomena). The Weiss model reproduces qualitatively well the

J=1/2
J=∞ (classical spins)
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Figure 2.6: (a) Normalized magnetization as function of temperature. (b)
Magnetic susceptibility as function of temperature.

behaviour of the saturation magnetization as function of temperature.

Heisenberg Model

The origin of the internal field, proposed ad-hoc by Weiss, is the exchange interaction,
which, as described in Section 2.3.1, has energy

Eexch = −
∑
i,j

JijSi · Sj , (2.27)
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where Jij is the coupling constant between the ith and jth spins. This model for the
spin-spin interaction is known as Heisenberg model, who first introduced it. It is possible
to further simplify Eq. (2.27) by adopting a mean-field approximation, which consider an
average spin, 〈S〉, acting on Si, instead of the single Sj . Within this approach, Eq. (2.27)
becomes

Ei = −2
∑
j

JijSi · 〈S〉 − µ0
gµB
h̄

Si ·Ha, (2.28)

where we have also included the Zeeman energy of the external magnetic field Ha. The
factor 2 comes from the double sum in Eq. (2.27) (each coupling should be considered
twice). Thus, it is possible to write

Ei = −µ0
gµB
h̄

Si · (Ha + 2
µ0

h̄

gµB

∑
j

Jij〈S〉) . (2.29)

Since the exchange interaction is restricted to neighbouring spins and the coupling Jij
is usually assumed to be equal for all neighbours, Eq. (2.29) becomes

Ei = −µ0
gµB
h̄

Si · (Ha + 2pJ
µ0

h̄

gµB
〈S〉) , (2.30)

where p is the number of nearest neighbours and J the coupling strength. The second
term on the right-hand side of Eq. (2.30) is proportional to the mean magnetic moment
and it can be associated with the internal field introduced by Weiss, proportional to the
magnetization. Thus, the Weiss model can be seen as a mean field approximation of the
Heisenberg model. In fact, from Eq. (2.30) it is possible to link the strength of the Weiss
internal field (λ) with the strength of the exchange interaction J .

A more advanced description of the magnetization as function of temperature can ob-
tained within the Heisenberg model, by considering all the magnetic excitations (magnons)
at a given temperature. More details can be found in Ref. [13, 10, 14].

Furthermore, Weiss or Heisenberg model consider ferromagnetism as the consequence
of the interactions between localized magnetic moments. However, it is known that
electrons in metals are de-localized and they hybridize in bands. The susceptibility of
the free-electron model (useful to describe many properties of metals) is known as Pauli-
susceptibility. Ferromagnetism in metals occurs due to a spontaneous split of electronics
bands between up and down spins, which cause that the electrons at the Fermi level are
all spin-polarized. Also in this case, the splitting originates from exchange interaction
and it depends on the competition between the increase in the kinetic energy due to
moving the spins from one spin band to another, and the reduction of Coulomb energy
due to exchange interaction. This criterion is formalized as the Stoner criterion (see
Ref. [10] for more details about the Stoner criterion and Pauli susceptibility).
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2.5 Magnetic domains

We have seen that exchange interaction can give rise to the presence of a spontaneous
magnetization. However, ferromagnetic samples often present no net magnetization
since they ”break” into magnetic domains with different uniform magnetization. As a
consequence, the total net magnetization is zero. Advances in microscopic techniques,
have led to the possibility of observing directly the magnetization patterns at the mi-
croscales. Fig. 2.7, taken from Ref. [15], shows real magnetization patterns of typical
ferromagnetic samples. As anticipated, the magnetization breaks into different magnetic
domains. This behaviour cannot be explained in terms of exchange interaction, which
would favour a uniform magnetization. In fact, dipolar interaction is actually responsible
for the formation of domains. The dipolar fields generated by each magnetic moment
(Fig. 2.2) interact with the magnetization and lead to the formation of domains. This
mechanism will be better described in the next chapter. The boundary between two
domains represents a magnetic domain wall, whose dynamics represents the main topic
of this thesis. The structure and the motion of magnetic domain walls will be described
in more details in the next parts.

Figure 2.7: Figure taken from Ref. [15]. Domains observed with magneto-
optical methods. (a) Image from two sides of an iron whisker, combined in
a computer to simulate a perspective view. (b) Domains in an FeNi alloy.
(c) Domains in a single-crystal garnet together with sketch of the domains
structures.

In this chapter we have described the properties of ferromagnetic materials in terms
of localized moments, which interact mainly through exchange interaction. However, at
the micro- and nano-scale we have to deal with an extremely high number of magnetic
moments, whose motion can be highly irregular and the description of ferromagnetic
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materials in terms of this microscopic approach would be extremely complicated and
it would require a significant computational effort. Additionally, at these scales, other
interactions (apart from Zeeman and exchange) become relevant and need to be included
in the modelling. As a consequence, depending on the scale at which we are interested,
we need to use a different approach and a different modelling. Fig. 2.8, also taken from
Ref. [15], shows different approaches, used to describe magnetic object and magnetic
behaviours, depending on the scale at which we are interested. This chapter belongs to
the first level (”Atomic Level Theory”), while the next chapter will describe the ”Mi-
cromagnetic Analysis”, mainly used within this thesis to describe the magnetic domain
wall dynamics.

Figure 2.8: Figure taken from Ref. [15]. Different approaches to describe
magnetic systems. The value in parenthesis indicates the length scales at
which the model is applicable.
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Micromagnetic Theory

This chapter describes the micromagnetic formalism, mainly used in this the-
sis to analyse the domain wall dynamics. We will derive the Landau-Lifshitz-
Gilbert equation, which describes the magnetization dynamics at the micro-
and nano-scales. The theory will be extended in order to include the effects
of electrical currents and thermal fluctuations. Furthermore, we will present
the Landau-Lifshitz-Bloch equation, used to analyse the magnetization dy-
namics for temperature close to the Curie temperature. Additionally, we will
describe magnetic ultrathin films and the energy terms related to interfacial
interactions, such as surface anisotropy and Dzyaloshinskii-Moriya interac-
tion. Finally, we will describe magnetic domain walls in nanostrips and we
will introduce the collective-coordinate model, a useful tool to analyse the
domain wall dynamics.

3.1 The continuum approximation

In the previous chapter, magnetic materials were described from a microscopic point of
view by considering the magnetic moments of single atoms interacting mainly through
exchange interaction. However, as anticipated, at micro- and nano-scales we have to
deal with an extremely high numbers of magnetic moments and the description of the
magnetization within this atomistic approach would be extremely complicated and it
would require a considerable computational effort. Additionally, at these scale, we are
not really interested in the dynamics of the single magnetic moments, rather we would
like to know the behaviour of the macroscopic magnetization, averaging out all those
degrees of freedom which are somehow superfluous. Furthermore, in the previous chap-
ter, the spontaneous magnetization was explained in terms of the Zeeman and exchange
interactions. However, these energies alone are not enough to explain typical magnetiza-
tion patterns observed in magnetic materials at the micro-scales, such as the magnetic
domains shown in Fig. 2.7 and Fig. 3.1(a). In these systems, the magnetizations sponta-
neously breaks into regions of uniform magnetization called magnetic domains. The
boundary between different domains is a domain wall. As anticipated, this effect is

22
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mainly due to dipolar energy. In fact, exchange is short-range interaction (typically in-
volving nearest neighbours) and, in large systems also dipolar and spin-orbit interactions
became relevant.

Magnetic
domain

Magnetic
domain wall

(b)

(a)

+1

-1

my

Figure 3.1: (a) Magnetic domains and domain walls. Due to magnetostatic
energy the system spontaneously breaks into this magnetization pattern. (b)
S-state state obtained by relaxing the system from a different initial magnetic
configuration.

The most efficient approach to describe the magnetization at these scales relies on
considering the magnetization as a continuous function of space M(r). The magne-
tization at each point represents an average over an certain volume elementary ∆V ,
sketched in Fig. 3.2, where ∆V must be small enough such that the magnetization can
be considered uniform within ∆V , and it must be large enough in order to contain a sig-
nificant number of elementary magnetic moments. This approach implies an assumption
about time-scales: in particular, it is assumed that the time-scale at which the magnetic
moments inside the volume ∆V reach their thermodynamic equilibrium value M, with
respect to a given local value M(r), is much shorter than the time-scale at which the
system as a whole reaches its equilibrium configuration M(r). In other words, the dy-
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namics of the elementary moments inside each cell is much faster than the dynamics of
the average magnetization. We will relax this assumption in Section 3.8.

Figure 3.2: Sketch of the elementary volumes ∆V containing a large number
of single spins Si. The magnetization at each point M(r) is defined as an
average over ∆V .

The theory, developed accordingly, was introduced by W.F. Brown and it is known
as micromagnetic theory or continuum theory of magnetically ordered mate-
rials [16]. Within this approach, the internal energy E of the system, instead of being a
function of the single magnetic moments, is a functional of the magnetization E[M(r)].
The ground state of the system is an energy minimum and, therefore, it has to satisfy

δE[δM(r)] = 0 , (3.1)

where δE[δM(r)] = 0 indicates the variation of the system energy for a generic in-
finitesimal variation of the magnetization δM(r). The approach is analogous to the
minimization of the action integral which leads to the Euler-Lagrange equations describ-
ing the dynamics of the system. Here, instead of a balance of force in time (equations
of motion) we have a balance of forces (and torques) in space (equilibrium equations).
Thus, it is important to identify the different contribution to the system energy.

3.2 Micromagnetic energies

3.2.1 Exchange energy

Exchange interaction represents a very important contribution to the magnetic energy.
As described in Section 2.3.1, the exchange interaction has a quantum mechanical origin
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and it is related to Pauli exclusion principle and Coulomb interaction. It can favours
parallel or anti-parallel alignment of the magnetic moments and it leads to the existence
of a spontaneous magnetization Ms(T ) in ferromagnets. Far from the Curie temperature,
the external field dependence of Ms(T ) is negligible. Hence, at a certain temperature,
the value of Ms(T ) = |M(r)| depends only on the dynamics of the elementary magnetic
moments inside the elementary cell. As anticipated, this dynamics, dominated by the
exchange interaction between the magnetic moments, is much faster than the dynamics
of the average M(r). As a consequence, the modulus of the magnetization in each cell
reaches its equilibrium value much faster than the time needed by the overall magne-
tization to reach its final configuration. Thus, the main effect of exchange is that the
magnetization M(r) of each elementary cell can be written as

M(r) = Msm(r) , (3.2)

where m(r) is a unitary vector and Ms is the saturation magnetization of the material,
which is considered constant at a given temperature. This approach is valid for T � TC .
Nevertheless, we can expect an effect of the exchange interaction if the magnetization of
neighbouring cells is not aligned. For a small misalignment between neighbouring spins,
Eq. (2.11) can be re-written as

Eexch = −
∑
ij

JijS
2 cosφij

= −
∑
ij

JijS
2(1−

φ2
ij

2 +O(φ4
ij)) , (3.3)

where φij indicates the angle between the ith and jth spins, whereas rij represents the
distance between them, as sketched in Fig. 3.3.
Using the fact that φij = |mi −mj|, where mij are unitary vectors along Sij , and that
|mi −mj| ≈ (rij · ∇)m, Eq. (3.3) becomes

Eexch = constant +
∑
ij

JijS
2

2 [(rij · ∇)m]2 . (3.4)

By assuming a simple cubic lattice and the same coupling constant Jij for all neighbours,
the exchange energy for the elementary volume ∆V finally reads like

∆Eexch = A[(∇mx)2 + (∇my)2 + (∇mz)2]∆V
= A|∇m|2∆V (3.5)

where |∇m|2 stands for (∇mx)2 + (∇my)2 + (∇mz)2. A = k2JS2/a is the exchange
constant, which has units of J/m, a is the lattice constant and k depends on the type
of lattice (k = 1 for simple cubic, k = 2 for bcc and k = 4 for fcc). Exchange energy
favours uniform magnetic patterns for which |∇m|2 = 0.
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Figure 3.3: Sketch of exchange interaction between spins in a cubic lattice.

3.2.2 Anisotropy energy

The micromagnetic exchange energy is isotropic 1, namely, the magnetization alignment
has no preferred direction in space. However, magnetic materials often present certain
preferred directions (easy-axes) along which the magnetization is aligned more easily.
The anisotropy energy refers to the energy that the system gains or loses depending on
the magnetization direction. There are different kinds of anisotropies depending on the
mechanisms that give rise to the favourable alignment directions. A common type of
anisotropy is the magneto-crystalline anisotropy, i.e., the magnetization is aligned prefer-
ably along certain directions of the lattice, which are related to the crystal structure.
The origin of magneto-crystalline anisotropy is the spin-orbit interaction (Eq. (2.14))
which wants to align spin and orbital angular momenta. This interaction is further in-
fluenced by the crystal field which fixes the directions of the orbital angular momentum
and, therefore, it determines the direction of the anisotropy [11].

In micromagnetics the anisotropy energy is described phenomenologically as a certain
function of the magnetization direction and the easy axis (or axes) direction:

∆Eanis = f(m(r), û)∆V , (3.6)

where m(r) = M(r)/Ms and û represents the anisotropy direction.

1In general, the atomistic exchange coupling Jij between different lattice directions could be different
and, therefore, anisotropic.
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Uniaxial anisotropy

For instance, if the anisotropy has only one preferred direction, the anisotropy energy
can be written as

∆Eanis = Ku

(
1− (m(r) · û)2

)
∆V . (3.7)

This kind of anisotropy is usually called uniaxial anisotropy. Ku represents the uniaxial
anistropy constant and it has units J/m3. A 3-dimensional (3D) representation of the
uniaxial anisotropy energy is shown in Fig. 3.4(b) for û = (0, 0, 1) , in comparison with an
isotropic energy shown in Fig. 3.4(a). The energy has a minimum along the z direction.

(a) Isotropic (b) Uniaxial u = (0, 0, 1)

Figure 3.4: (a) 3D representation of an isotropic energy, any direction of the
magnetization has the same energy. (b) 3D representation of uniaxial anistropy
energy along the z direction. The energy has minima along the z axis.

Since m(r) is unitary we can write in polar coordinates m(r) = (sin θ cosφ, sin θ sinφ, cos θ),
where the angles θ and φ are defined in Fig. 3.5(a). 0 < θ < π while 0 < φ < 2π. Thus,
in polar coordinates

∆Eanis = Ku sin2 θ . (3.8)

The corresponding energy is plotted in Fig. 3.5(b). The energy has two minima for
θ = 0 and θ = π, i.e., when the magnetization is fully aligned along the z direction (the
direction of the anisotropy). Another kind of magneto-crystalline anisotropy is the cubic
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Figure 3.5: (a) Definition of the angles θ and φ. (b) Uniaxial anisotropy
energy for û = (0, 0, 1).

anisotropy which is minimized when the magnetization lies along one of the three main
cubic axes (see Ref. [11] for more details).

Other types of anisotropies are the shape anisotropy, related to magnetostatic in-
teractions and described in Section 3.2.3, and surface anisotropy, related to interfacial
effects in ultrathin films and described in Section 3.6.

3.2.3 Magnetostatic energy

The magnetostatic energy is the energy of the magnetic moments in the magnetic field
generated by themselves. As shown in Section 2.3.4, the energy of two magnetic moments
is given by Eq. (2.15), however, it would be extremely complicated to calculate the
energy of all the magnetic moments in the system. A more convenient approach is to
use Maxwells’ equations to calculate the magnetic field generated by a certain magnetic
configuration [11]. Maxwells’ equations for the magnetic field, in the absence of external
electrical currents, read like

∇ ·HM(r, t) = ρM , (3.9)
∇×HM(r, t) = 0 , (3.10)

where HM = B/µ0 −M and ρM = −∇ ·M(r). The subscript M indicated that the
field is generated by the magnetization itself. Mathematically, Eq. (3.9) and (3.10) have
the same form of the electrostatic Maxwells’ equations relating charges and electrical
field (note that the analogy holds only in this particular case where there are no free
electrical currents). In this case, ρM plays the role of magnetic density charge. Thus, it
is possible to write

HM = −∇φ , (3.11)
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which satisfies ∇×HM = 0. Then, by using Eq. (3.9) we see that

∇2φ = −ρM , (3.12)

which yields the solution

φ(r) = − 1
4π

∫ ∇ ·M(r′)
|r− r′| d

3r′ , (3.13)

where the integral is over the entire space. However, at the sample boundaries, M(r)
changes abruptly, generating quasi-singular behaviours. In the limit that it passes sud-
denly to zero outside the material, Eq. (3.13) can be rewritten as

φ(r) = − 1
4π

∫
V

∇ ·M(r′)
|r− r′| d

3r′ + 1
4π

∫
S

n ·M(r′)
|r− r′| dΣ′

= 1
4π

∫
V

ρM (r′)
|r− r′|

d3r′ + 1
4π

∫
S

σM (r′)
|r− r′|

dΣ′ (3.14)

where the first integral is performed over the volume and the second over the surface
(Σ) of the magnetic object. n represents the unit vector normal to the surface of the
object and σM = M · n indicates the magnetic surface charges. The magnetic poten-
tial (Eq. (3.14)) allows to calculate the magnetostatic field HM , generated by a given
magnetization pattern M(r).

In case of uniform magnetization, the second term of Eq. (3.14) depends only on the
sample geometry and it acts against the magnetization M(r). Indeed, HM is also known
as demagnetizing field since it wants to avoid volume and surface charges generated by
the magnetization, so it tries to ”demagnetize” the sample. Furthermore, it gives rise
to a shape anisotropy in the material since the magnetization will be preferably aligned
along directions which reduce the magnetic charges. Magnetostatic energy is the main
responsible for the formation of magnetic domains, as shown in Fig 3.1. Exchange and
anisotropy want to align all the spins along a certain direction but this would lead to
the generation of magnetostatic charges at the sample’s boundaries and, therefore, an
increase in the magnetostatic energy. Thus, the system prefers to breaks into domains,
paying a cost in exchange energy, but decreasing the total system energy. The exchange
interaction is much stronger but it dominates only at small distances, while dipolar
interaction is a large distance interaction since the dipolar field decreases as 1/r3.

The magnetic energy related to the magnetostatic field HM , for a single element ∆V
is [13, 11]

∆EM = −µ0
2 M(r) ·HM (r)∆V , (3.15)

where HM is the solution of Eq. (3.11). This energy has the same form of the Zeeman
energy but the factor 1/2 comes from the fact that the magnetic field is generated by the
magnetization itself. Eq. (3.15) can be derived according to the following arguments:
consider an elementary volume ∆V which contains a large number of atomistic magnetic
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moments. The energy of the single moment m0, which occupy a random position in ∆V ,
is

Ei = −µ0m0 · (HM − λ) , (3.16)

where HM = ∑
i hi/∆V is the average field generated by the all magnetic moments in

∆V and λ is a correction factor since the field generated by m0 must be subtracted to
HM . This contribution is small and it will be neglected in what follows. Thus the total
energy in the elementary volume ∆V is

∆EM = −1
2µ0

∑
i

mi ·HM , (3.17)

where the factor 1/2 must be included since each magnetic moment appears twice in the
sum (one time as source of the field and one time as test moment). For a continuous
magnetization

∆EM = −1
2µ0

∑
i

mi

∆V ·HM∆V = −µ0
2 M(r) ·HM∆V , (3.18)

which corresponds to Eq. (3.15). As commented, the demagnetizing energy favours
magnetization patterns which avoid magnetic charges, for instance by trying to align
the magnetization along the edges of the magnetic object, as in Fig. 3.1(b). If magnetic
charges cannot be avoided it will favour magnetization patterns that close the magnetic
flux.

Demagnetizing factors

For certain geometries it is possible to calculate analytically the surface charges and the
demagnetizing field generated by a uniform magnetization. For instance, in the case
of an ellipsoid one finds that the demagnetizing field HM , calculated from an uniform
magnetization M, is also uniform inside the ellipsoid and it is opposed to M:

Hm = − ¯̄NM , (3.19)

where ¯̄N is the demagnetizing tensor, which depends on the ellipsoid axes. It can be
written in its diagonal form [11],

¯̄N =

Nx 0 0
0 Ny 0
0 0 Nz

 . (3.20)

The demagnetizing factors along each axis obey to the constrain Nx +Ny +Nz = 1 [11].
For instance, for a sphere, Nx = Ny = Nz = 1/3 due to its symmetry.
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Shape anisotropy

As anticipated in Section 3.2.2, the magnetostatic energy gives rise to a shape anistropy.
Namely, the magnetization aligns preferably along certain directions which depend on the
sample shape. More specifically, the magnetization will align preferably along directions
that generates less magnetic charges and minimize the magnetostatic energy. These
directions, in turns, depend on the sample geometry. Generally, it will try to avoid
to be perpendicular to surfaces of the magnetic object since it would generate surface
magnetic charges. For instance, for an elongated object as the one sketched in Fig. 3.6,
the magnetization prefers to be aligned along the x direction since it will generate fewer
magnetic charges. However, within this configuration with uniform magnetization, the
magnetic charges (at the surfaces along the x direction) are quite far from each other and
this would also increase the magnetostatic energy. Thus, in reality, the magnetization
can also try to rotate close to the surface, as in Fig. 3.1(b), increasing the exchange
energy but further reducing the magnetostatic energy by avoiding surface charges.

Figure 3.6: Sketch of shape anisotropy. The magnetization prefers to aligns
along the larger axis of the sample since it will generates fewer magnetic surface
charges .

3.2.4 Zeeman energy

The Zeeman energy corresponds to the energy related to an external magnetic field.
Eq. (2.3) for a single magnetic moment can be generalized for a continuous magnetization
as follows: according to Eq. (2.3) the energy of an ensemble of magnetic moment in the
elementary volume ∆V , in a magnetic field Ha, can be written as

∆EZeeman = −µ0
∑
i

µi ·Ha = −µ0
∑
i

µi
∆V ·Ha∆V

= −µ0M(r) ·Ha∆V , (3.21)
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where we have used the fact that by definition ∑
i µi/∆V = M(r). As indicated by

Eq. (3.21), the Zeeman energy favours magnetization patterns which are aligned with
the external magnetic field.

3.3 Energy minimization

The total energy of the system is given by the sum of the different energy terms in
each elementary volume ∆V . By transforming the sum into an integral over the entire
magnetic object, the total energy reads like

E =
∫
V

[
A|∇m|2 + f(m(r), û)− 1

2µ0Msm ·HM − µ0Msm ·Ha

]
dV,

(3.22)

where we have included exchange, anisotropy, magnetostatic and Zeeman energies re-
spectively. The stable state (or states) of a magnetic object are given by the competition
between these different energy terms. The system energy E(m) can have several local
minima, which satisfy the condition δE(δm) = 0. In other words, the system can have
several meta-stable states and, depending on its initial configuration, it can collapse on
one state or another. A clear example is the ”s-state” state shown in Fig. 3.1(b). The
ground state of the system is shown in Fig. 3.1(a), which is obtained by relaxing the
system from a random initial magnetization. However, if the initial state is a uniform
magnetization along the x direction, the system collapse into the ”s-state” state shown
in Fig. 3.1(b). The mechanism is sketched in Fig. 3.7. The energy of the state ”A” is
lower than the energy of state ”B”, but the initial state of the system is closer to the
local minimum corresponding to the s-state and, therefore, the system collapses into this
latter one. Eventually, for t→∞, the system will collapse into its ground state.

Furthermore, the energy landscape can be modified by an external magnetizing field.
As described in Section 3.2.4, the Zeeman energy favours magnetization patterns aligned
with the external field. This mechanism can also explain the hysteresis loop: upon appli-
cation of an external field, the initial state of the system (opposite to the external field)
becomes a meta-stable state. Increasing the applied field keeps changing the energy
landscape but the magnetization does not change until a critical field (the coercive field)
at which the energy barrier is completely lifted and the system spontaneously ”jumps”
into the new global minimum (see Fig. 2.5(a)).

Each energy minimum has to satisfy Eq. (3.1), which can be calculated explicitly
with the energy terms that we have introduced. Since for exchange interaction M(r) =
Msm(r), at T � TC , the energy can be considered as a functional of the unitary vector
m(r) and the minimization is performed with the constrain |m(r)| = 1. The variation
of the system energy (Eq. (3.22)) is given by

δE(δm(r)) =
∫
V

(
2A∇m · ∇δm + ∂f

∂mδm− µ0MsHM · δm− µ0MsHa · δm
)
dV ,

(3.23)
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Figure 3.7: Sketch of the energy landscape between the ”flower” state B and
the domains state A. Despite the total energy is lower in the domains state,
the system can collapse in a local minimum.

where ∇m stands for ∇mx+∇my+∇mz and ∇m ·∇δm = ∇mx ·∇δmx+∇my ·∇δmy+
∇mz · ∇δmz. Additionally, we used the reciprocity theorem (see Appendix A) for the
variation of the demagnetizing energy. Note, in fact, that a variation of m generates a
change in HM as well. By using the fact that ∇·(ab) = a∇·b+b ·∇a and transforming
the divergence integral into a surface integral, Eq. (3.23) can be rearranged as

δE(δm(r)) = −
∫
V

(
2A∇ · (∇m)− ∂f

∂m + µ0MsHM + µ0MsHa

)
· δm dV

+2
∮
S
A

(
∂m
∂n
· δm

)
da

= −
∫
V

(µ0MsHeff · δm) dV + 2
∮
S
A

(
∂m
∂n
· δm

)
da (3.24)

where the first integral is over the volume and the second over the surface of the magnetic
object. ∂m/∂n represents the derivative across the direction normal to the body surface
and Heff is defined as

Heff = − 1
µ0Ms

δE(m)
δm = − 1

µ0Ms

(
∇ ∂E
∂(∇m) −

∂E
∂m

)
, (3.25)

where E(m) is the energy density per unit of volume, namely the integrand of Eq. (3.22).
Since δm must obey the constrain |m| = 1, a generic variation δm must have the form
δm = m× δθ and Eq. (3.24) can be re-written as

δE(δm(r)) = −
∫
V
µ0Ms (Heff ×m) · δθ dV + 2

∮
S
A

(
∂m
∂n
×m

)
· δθ da .

(3.26)
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Since the minima of the functional must satisfy the condition δE = 0 for any arbi-
trary variation δθ, Eq. (3.26) implies that equilibrium states must satisfy the following
conditions:

m×Heff = 0 ∀r ∈ V , (3.27)

m× ∂m
∂n

= 0 ∀r ∈ S , (3.28)

which represent an important result of this chapter and state the mathematical condi-
tions that an equilibrium configuration has to satisfy. Eq. (3.27) means that, at equilib-
rium, the magnetization m(r) in each elementary volume is aligned with the local field
Heff(r).

3.4 The Landau-Lifshitz-Gilbert equation

Eq. (3.27) and (3.28) give the conditions that must be satisfied by the system’s equilib-
rium states but they tell us nothing about the magnetization dynamics, i.e, the temporal
evolution of the magnetization towards such equilibrium. Nevertheless, Eq. (3.27) has
the same form of Eq. (2.7), which was derived for a single magnetic moment in an ex-
ternal magnetic field. Also in that case the equilibrium corresponds to the condition
µ × B = 0, when magnetic moment and applied field are aligned. However, Eq. (2.7)
also describes the dynamics of the magnetic moment when it is not aligned with the
field. We expect that a similar equation holds for the dynamics of the magnetization
m of each elementary volume ∆V . The main difference is that, instead of the external
field, we must use the effective field Heff . Thus, combining Eq. (3.27) and Eq. (2.7), it
is possible to write for the magnetization dynamics

dm
dt

= −γ0 (m×Heff) , (3.29)

where γ0 = |γµ0| = 2.21 × 105 rad ·m ·A−1 · s−1 is the gyromagnetic ratio in units of
(rad ·m ·A−1 · s−1).

As for the single magnetic moment, Eq. (3.29) predicts that the magnetization m
precesses indefinitely around the effective field without aligning. However, in real sys-
tems, such motion is not observed and the magnetization does align along the effective
field. This is because there are other mechanisms that can dissipate the magnetic energy
(which would be conserved according to Eq. (3.29)). Typically, the main contribution
to energy dissipation is considered to be the spin-orbit interactions which allows for
energy transfer between spin and lattice system [17]. Other energy dissipation mecha-
nisms include two magnons scattering in disordered systems and spin-pumping in ultra-
thin multilayers [18]. Such energy dissipation can be included phenomenologically into
Eq. (3.29) by adding a damping term proportional to the rate of change of the magne-
tization (αdm/dt). Considering the constraint |m| = 1, the most general damping term
that it is possible to add is α(m×dm/dt) and Eq. (3.29), augmented with an additional
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dissipation term, becomes

dm
dt

= −γ0m×Heff + α

(
m× dm

dt

)
, (3.30)

where α is a phenomenological constant known as Gilbert damping. Eq. (3.30) is known
as Landau-Lifshitz-Gilbert equation and it is equivalent to a previous form introduced
by Landau and Lifshitz which reads like

dm
dt

= −γ′0m×Heff − αLL (m× (m×Heff)) . (3.31)

As anticipated, the two forms are equivalent upon a redefinition of the parameters. In
fact, Eq.(3.30) can be transformed into the LL form by calculating explicitly the term
m× dm/dt, namely

m× dm
dt

= −γ0m× (m×Heff)− αdm
dt

, (3.32)

where we have used the fact that m · (dm/dt) = 0 since dm/dt is perpendicular to m.
Therefore, Eq. (3.30) can be written as

dm
dt

= − γ0
1 + α2 m×Heff −

γ0α

1 + α2 m× (m×Heff) . (3.33)

Eq. (3.30) and Eq. (3.31) are equivalent by re-defining αLL = γ0α/(1 + α2) and γ′0 =
γ0/(1 + α2). The difference in the gyromagnetic ratio is small since terms of order
α2 are usually negligible due to the fact that α � 1. The first term on the RHS
of Eq. (3.33) corresponds to magnetic precession while the second term represents the
transverse relaxation towards the effective field. The torques affecting the magnetization
vector m are depicted in Fig. 3.8(a). The precessional torque is perpendicular to both
Heff and m, while the damping torque has a component along the effective field, driving
the magnetization towards Heff as sketched in Fig. 3.8(b). Eq. (3.33) represents another
important result of this chapter and it will be extensively used among this thesis in order
to analyse the magnetization dynamics.
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(a) (b)

Figure 3.8: (a) Torques affecting the magnetization vector m. (b) Magneti-
zation dynamics due to the precessional and damping torques.

3.4.1 Length-scales

It is instructive to look at the typical length-scales of the micromagnetic theory. In
particular, in micromagnetics there is a characteristic length-scale, known as exchange
length, defined as [15]

lex =
√

2A
µ0M2

s

, or lw =
√

A

Ku
. (3.34)

lex is the characteristic length-scale when the system is dominated by magnetostatic
interaction (shape anisotropy) while lw is the characteristic length scale when magneto-
crystalline anisotropy dominates. The exchange length represents the length-scale over
which magnetization changes. It originates from a competition between exchange and
anisotropy energies: exchange would like to have a wide change of the magnetization in
order to minimize the exchange energy (proportional to |∇m|2) but this would cost more
anisotropy energy, since the domain wall (the region where the magnetization changes
between two domains) is typically misaligned with the anisotropy directions (contrary
to the domains). As a consequence, the magnetization varies over a length-scale which
is given by the competition between these energy terms. Objects smaller than the
exchange length will be most probably uniformly magnetized since they cannot host a
magnetic domain wall due to their dimensions. In system where where magnetostatic



37 3.5. Spin Transfer Torque

and anisotropy energies are comparable, it is possible to define an effective exchange
length given by

lex =
√
A

K0
, (3.35)

where K0 is an effective anisotropy which includes the magneto-crystalline and shape
anisotropy contributions. More details about the calculation of the exchange length will
be discussed in Section 3.9.3.

The competition between magnetostatic and anisotropy interactions can be quanti-
fied by the dimensionless parameter k defined as

k = 2Ku

µ0M2
s

= Han

Ms
. (3.36)

If k ≥ 1 the system is classified as an hard magnet, dominated by anisotropy interaction,
while if k � 1 the system is classified as soft magnet, dominated by magnetostatic
interaction and shape anisotropy.

3.4.2 Time-scales

After describing the typical length-scales, it is also interesting to look at the characteristic
time-scales of Eq. (3.33). The Larmor frequency, introduced in the previous chapter for
a single magnetic moment in an external field, describes the precession frequency of the
magnetic moment around the effective field. It holds also for the magnetization vector m
and it is given by 2πfL = γ0Heff . In order to calculate the damping relaxation time it is
convenient to assume a small displacement along the equilibrium configuration such that
m = m0+δm and δm ⊥m0. By using Eq. (3.33) and neglecting the precessional torque,
it is possible to obtain δm(t) = δm0 exp (−t/τ), where δm = |δm| and δm0 is the initial
displacement. The transverse relaxation time τ is given by τ = 2π(γ0αm0Heff)−1. The
Larmor frequency and the transverse relaxation frequency (1/τ) are plotted in Fig. 3.9
for (0.001 < µ0H < 1) T , which is the range of the typical magnetic fields related to the
interactions described in the previous sections. The transverse relaxation is slower than
the precessional dynamics and its frequency varies between 1 MHz < fT < 1 GHz for
α = 0.01, while the Larmor frequency has a range 100 MHz < fL < 100 GHz. However,
the transverse relaxation depends on damping and the two frequencies coincide if α = 1.

3.5 Spin Transfer Torque

According to the Landau-Lifshitz-Gilbert (LLG) equation, the only way to modify a
magnetic state is by applying an external magnetic field. However, also electrical cur-
rent can be used to excite the magnetization dynamics. This effect was firstly predicted
theoretically by Berger [19] and Slonczewski [20], and, later on, it was confirmed experi-
mentally during the last couple of decades (see Ref. [21, 22] and reference therein). The
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Figure 3.9: Larmor frequency fL and transverse relaxation frequency fT as
function of the effective field. The transverse relaxation further depends on
damping.

effect is known as spin transfer torque (STT) since it corresponds to a torque on the
magnetization which is due to a transfer of angular momentum between the conduction
electrons and the local magnetization.

An electrical current corresponds to a flux of electrons. Each electron carries a
magnetic moment µ = ±µB that can interact with the local magnetization via exchange
interaction. As a consequence, on the one hand the electrons’ spin is aligned with
the magnetization and the current becomes spin-polarized (namely there is also a spin-
current associated with the electrical current since all the electron have the same spin
alignment). On the other hand, the current affects the local magnetization when it
differs from the spin-polarization direction. The effect was proposed by Slonczewski [20]
and Berger [19] for different systems: Slonczewski considered a system of two uniform
magnetic layers separated by a thin non magnetic layer as sketched in Fig. 3.10(a).
The current is flowing perpendicular to the stack. Electrons become spin polarized in
the first magnetic layer and they interact with the magnetization of the upper layer. In
between, the non-magnetic spacer isolates the two magnetic layers from mutual exchange
interaction. The spacer must be thin enough so that the current does not lose its spin-
polarization. On the other hand, Berger considered a system in which the current is
flowing in a single ferromagnetic layer with a non-uniform magnetization pattern as
sketched in Fig. 3.10(b). Also in this case, the current gets spin polarized and the spin-
polarization follows the magnetic texture, exchanging angular momentum with the local
magnetization.

Despite the microscopic mechanism being the same, it is useful to divide the STT into
these two kinds of torque (Slonczewski or Berger STT) since, phenomenologically, they
are included into the LLG equation into different forms. The main difference between
the two approaches is that in the case of Slonczewski the spin-polarization is assumed to
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remain fixed in the upper FM layer, while in the case of Berger it is assumed to follow
the magnetization pattern.

-J

NM spacer

(a)

-J

DW

(b)

Figure 3.10: (a) Slonczewski system. (b) Berger system.

Slonczewski-like STT

More details about the microscopic description of the Slonczewski-like torque (SLT) can
be found in Ref. [21, 22]. From a phenomenological point of view, it is possible to include
its contribution by adding the following torque [21] to the LLG equation

τSLT = |g|2
µBJP

Ms|e|d
[m× (m×mp)] , (3.37)

where J is the electrical current density, e is the electron charge and |g| the g-factor
introduced in the first chapter. 0 < P < 1 represents the current polarization. P = 1
means that all electrons are spin-polarized. mp indicates the magnetization of the fixed
layer and it determines the polarization direction of the spin-current. As commented,
within the Slonczewski approach, mp is considered fixed. In reality, the spin-current
loses its polarization as it interacts with the top layer and, therefore, its efficiency is
inversely proportional to the free layer thickness d, which appears in Eq. (3.37). When
transforming the LLG equation into its LL form, the SLT becomes

τSLT = |g|2
µBJP

Ms|e|d
[m× (m×mp)− αm×mp] . (3.38)

The SLT has the same form of the damping torque in the LLG equation and it can give
rise to interesting effects. For instance, for a certain current density it will completely
balance the damping torque leading to magnetic auto-oscillations. This mechanism
is used indeed in spin torque nano-oscillators [23]. For large enough currents, it can
efficiently switch the magnetization of the free layer as used in MRAM memories [24, 25].
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Berger-like (Zhang-Li) STT

The original description of Berger, regarding the STT mechanism when an electrical
current flows through a non-uniform magnetic texture, has been further extended by
Zhang and Li in Ref. [26]. Other authors proposed similar forms of the STT for this
case, starting from a theoretical or phenomenological approach [27, 28], which eventually
can be interpreted as the Zhang-Li form. Thus, the STT within this geometry, is usually
called Zhang-Li STT. More details about the microscopic mechanisms can be found in
Ref. [19, 27, 26, 28]. The Zhang-Li torque (ZLT) can be included into the LLG equation
by adding the following torque [26]

τZLT = −|g|2
µBP

|e|Ms(1 + ξ2) {m× [m× (J · ∇)m] + ξm× (J · ∇)m}

= |g|
2

µBP

|e|Ms(1 + ξ2) {−(J · ∇)m− ξm× (J · ∇)m} (3.39)

where we have used the fact that m · (J · ∇)m = 0 since |m| = 1. J = J(r, t) is the
electrical current density, which, in general, can depend on time t and on the position
r along the sample. ξ is the non-adiabatic factor (0 ≤ ξ < 1). Following the descrip-
tion of Tatara et al. [27], the first term represents the transfer of angular momentum
between the conduction electrons and the local magnetization. Namely it assumes that
the current polarization follows adiabatically the local magnetization, exchanging its
total angular momentum. The second term represents the linear momentum transfer,
which considers the transfer of linear momentum between conduction electrons and the
local magnetization and it accounts for the fact that the electrons polarization might
not entirely follow the local magnetization. When transforming the LLG equation into
the LL form, the ZLT becomes

τZLT = |g|2
µBP

|e|Ms(1 + ξ2) {(1 + ξα)(J · ∇)m + (ξ − α)m× (J · ∇)m} .

(3.40)

The ZLT can efficiently move a magnetic domain wall in nanostrips (see Section 3.9.3).
Remarkably, the direction of motion only depends on the sign of the current. In partic-
ular, the DW moves along the direction of the electrons flow, opposite to the electrical
current. This mechanism has paved the way for promising applications based on DW
motion such as race-track memories [2] or DW logic devices [3].

Finally, it is important to remark that the exploitation of the STT has been possible
due to significant advances in material deposition and lithography. For instance, in the
Slonczewski case, it is important that the spacer is smaller than the spin-diffusion length,
otherwise the current would completely lose its polarization. Also the free layer must be
thin since the efficiency of the SLT depends inversely on the free layer thickness.
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3.6 Ultrathin Films and Interfacial Phenomena

Further advances in material deposition introduced the possibility of creating ferromag-
netic (FM) films, with a thickness t of few atomic layers, i.e, (0.5 ≤ t ≤ 3) nm. These
kind of systems are usually called ultrathin films. At these scales materials properties
can vary significantly due to structural changes of the FM sample and/or interfacial
effects due to the neighbouring layers. For instance the Curie temperature TC or the
saturation magnetization Ms can decreases significantly in ultrathin films [4]. A typi-
cal ultrathin multilayer stack is sketched in Fig. 3.11. In the previous sections the FM
properties were mainly dominated by bulk effects, whereas here interfaces and neigh-
bouring layers start playing an important role. Typical capping layers include heavy
metals (HM) with large spin-orbit coupling such as Platinum (Pt), Tantalum (Ta) or
Tungsten (W) or metal oxides such as Aluminium oxide (AlOx). Typical FM layers are
Cobalt (Co) or an alloy of Cobalt-Iron-Boron (CoFeB).

Indeed, a rich variety of interfacial phenomena has been discovered over the last years
and a significant research effort is now focused on these kind of systems. Their interest
is twofold: on the one hand, they are interesting from a technological point of view since
magnetic domain walls in this system are smaller and faster and, therefore, they could
lead to smaller and faster devices. On the other hand, they are also intriguing from a
theoretical point of view since they posed a series of theoretical challenges in order to
understand the mechanisms responsible for the observed magnetization dynamics (chiral
domain wall, domain wall motion against the electron flow, etc.). A detailed review about
interfacial effects can be found in Ref. [4]. In the following, we shall introduce some of
the most relevant interfacial effects. Part III of this thesis will be devoted to analysing
the domain wall motion in these kind of systems.

Substrate

Layer 1

FM Layer

Layer 2

Figure 3.11: Sketch of a typical multilayer stack.
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3.6.1 Surface anisotropy

An important interfacial effect is the surface anisotropy. Due to spin-orbit interaction
with the neighbouring layers, the FM sample can present uniaxial anisotropy along the z
direction (perpendicular to the film). Being an interfacial effect, the surface anisotropy
is inversely proportional to the thickness of the FM layer. Thus, the overall uniaxial
anisotropy Ku, introduced in Section 3.2.2, is given by

Ku = KS

t
+KMC , (3.41)

where KS is the surface anisotropy and KMC is the magneto-crystalline anisotropy,
related to bulk effects. In thin films the shape anisotropy strongly favours in-plane
magnetization and, therefore, the effective anisotropy (surface plus shape anisotropy)
along the z direction, in the limit KMC = 0, is given by (see also Section 3.9.3 for a
calculation of the effective anisotropy):

K0 = KS

t
− 1

2µ0M
2
s , (3.42)

where the second term corresponds to the shape anisotropy due to the demagnetizing
field. As a consequence, the out-of-plane magnetization (along the z axis) is stable only
for small thickness, satisfying K0 > 0, while, after a certain threshold, when K0 < 0,
the film magnetization turns in-plane. The value of K0t as function of thickness is
plotted in Fig. 3.12 for typical PMA material. When K0t < 0, the system turns in-
plane. Being perpendicular to the film, this anisotropy is usually called perpendicular
magnetic anisotropy (PMA). Fig. 3.12(b) and (c) show the two possible orientation of
the magnetization in these systems: in-plane or out-of-plane depending on the value of
K0.

3.6.2 Dzyaloshinskii-Moriya interaction

Another important interfacial effect is the Dzyaloshinskii-Moriya interaction (DMI). This
interaction was firstly proposed for bulk materials with broken inversion (crystal) sym-
metry. For these systems, Dzyaloshinsky firstly pointed out that the combination of
spin-orbit interaction and broken inversion symmetry could give rise to an antisymmet-
ric exchange interaction with the following energy [29, 30]

EDMI =
∑
ij

Dij · (Si × Sj) , (3.43)

where Dij represents the DMI vector, whose strength and direction depend on the spin-
orbit coupling and the crystal symmetry. In Ref. [30] Moriya showed how to calculate
the DMI vector Dij for localized moments. In 1980, Fert and Levy mentioned that
doping FM samples with high spin-orbit materials, such at Pt or Au, could lead to
the presence of a significant DMI due to the scattering of conduction electron and the
material impurities [31]. Later on, in 1998, Crépieux et al. showed that DMI could also
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Figure 3.12: (a) K0t as function of the FM layer thickness. Sketch of (b)
in-plane magnetized system and (c) out-of-plane magnetized system.

occur in ultrathin multilayers as the one shown in Fig. 3.11 [32]. In this context, the
DMI originates from the spin-orbit interaction between the atoms of the capping layers
and the atoms of FM layer as sketched in Fig. 3.13. The broken symmetry is induced
by placing different materials as the top and bottom layers. This kind of DMI is usually
called interfacial-DMI in order to differentiate it from the bulk case. In this context [32]

Dij = D (rij × ẑ) , (3.44)

where z is the direction of the broken symmetry, D the strength of the interfacial DMI
and rij is the distance between the i and j spins as sketched in Fig. 3.13. In order to
minimize the DMI energy, Si×Sj must be parallel or anti-parallel to Dij , depending on
the sign of D. Thus, the DMI promotes anti-parallel spins configurations and favours
non-uniform magnetization patterns.

In the context of micromagnetics, Thiaville et al. [33], following the same approach
shown for the exchange interaction in Section 3.2.1, derived the interfacial-DMI energy
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Figure 3.13: Sketch of the Dzyaloshinskii-Moriya interaction at the interface
between heavy metal and ferromagnet. S1 and S2 represent two spins of the
ferromagnetic layer, while SOC represents an atom of the HM with large spin-
orbit coupling.

in a continuum approximation for ultrathin FM films, which reads like [33]

EDMI =
∫
V
D [mz(∇ ·m)− (m · ∇)mz] dV

= D

[(
mz

∂mx

∂x
−mx

∂mz

∂x

)
+
(
mz

∂my

∂y
−my

∂mz

∂y

)]
dV ,

(3.45)

where the integral is over volume of the magnetic object. By calculating the variation
δEDMI(δm), it is possible to include the DMI into the LLG equation. By using again
the fact that ∇ · (ab) = a∇ · b + b · ∇a we obtain that

δEDMI(δm) =
∫
V
D [δmz(∇ ·m) +mz(∇ · δm)− δm · ∇mz −m · ∇δmz] dV

=
∫
V

2D [δmz(∇ ·m)−∇mz · δm] +D∇ · (mzδm−mδmz) dV .

(3.46)
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Then, by transforming the volume integral into a surface integral it is possible to obtain

δEDMI(δm) =
∫
V

2D [δmz(∇ ·m)−∇mz · δm] dV

+
∮
S
D ((m · uz)δm−m(δm · uz)) · n dS

=
∫
V
µ0MsHDMI · δm dV +

∮
S
D ((m · uz)n− (m · n)uz) · δm dS

=
∫
V
µ0MsHDMI · δm dV +

∮
S
D [m× (n× uz)] · δm dS (3.47)

where n is the unitary vector, normal to the surface and

HDMI = 2D
µ0Ms

[∇mz − (∇ ·m)uz]

= 2D
µ0Ms

[
∂mz

∂x
x̂ + ∂mz

∂y
ŷ−

(
∂mx

∂x
+ ∂my

∂y

)
ẑ
]

(3.48)

is the effective DMI field, which could have been also obtained by calculating δEDM/δm
as indicated by Eq. (3.25). Nevertheless, the full variational calculus shows that DMI
also affects the system boundary conditions. In fact, the surface integral (see Eq. (3.24)
in Section 3.3), including the exchange contribution, now reads like∮

S

{
2A∂m

∂n
+D [m× (n× uz)]

}
· δm dS , (3.49)

which must be zero for an arbitrary variation of δm. Hence, the new boundary conditions
are given by

∂m
∂n

= D

2A [m× (uz × n)] . (3.50)

By combining these results with Eq. (3.26), it is possible to see that the effect of DMI
is the addition of the HDMI field to the previously defined effective field Heff and the
modification of the boundary conditions according to Eq. (3.50).

Experimentally, several effects of the DMI have been observed in ultrathin multilay-
ers, such as chiral domain walls [34], asymmetric bubble expansion [35, 36] or asymmetric
spin waves propagations [37]. Furthermore, DMI can also favours new type of magneti-
zation patterns such as Skyrmions [38] or helices.

3.6.3 Spin Hall effect

The spin Hall (SH) effect is a relativistic phenomenon in which a charge current is
transformed into a transverse spin-current due to spin-orbit coupling [39, 40]. In ul-
trathin multilayers this effect can be exploited to inject a spin-current into the FM
layer, which can eventually affect the magnetization dynamics through the spin transfer
torque [41, 42, 43]. The SH mechanism is sketched in Fig. 3.14. In ultrathin films the
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FM layer has a high resistivity due to its small thickness and, therefore, it is possible to
inject electrical current mostly through the neighbouring layers. If the layers have a high
spin-orbit coupling, electrons with different spins are scattered in opposite directions,
leading to a spin-current perpendicular to the charge current. The spin-polarization of
the spin-current will also be perpendicular to the charge current and the spin-current.
For instance, the spin-current along the z direction in Fig. 3.14 is polarized along the y
direction since the charge current is flowing along the x direction. More details about
the microscopic origin of the SH effect and can be found in Ref. [40].

Figure 3.14: Sketch of the SH mechanism. Due to spin-orbit interactions,
opposite spins are deflected in opposite directions leading to a spin-current JS
perpendicular to the charge current J .

The SH torque can be included into the LLG equation by adding the following term

τSH = |g|2
µBJθSH
Ms|e|d

[m× (m× σ)] , (3.51)

where θSH is known as the SH angle, which represents the ratio between spin-current
and charge current. In other words, θSH indicates how much of the charge currents is
transformed into spin-current by the SH mechanism. Eq. (3.51) has the same form of
Eq. (3.37), describing the Slonczewski STT, and indeed it represents the same mechanism
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(a torque due to a spin-current injected perpendicularly to the magnetic sample). The
only differences are: (1) the amplitude of the spin-current, which now is expressed as
JθSH instead of JP , and (2) the polarization of the spin-current σ, which is now fixed
by the SH mechanism. In particular σ = Ĵc × Ĵs, where Ĵc indicates the direction of
the charge current and Ĵs is the direction of the spin-current. Referring to the system
depicted in Fig. 3.14, Ĵs = uz and Ĵc = ux, therefore σ = uy. Analogously to the
Slonczewski case, the SH torque in the LL formalism reads like

τSH = |g|2
µBJθSH
Ms|e|d

[m× (m× σ)−m× σ] . (3.52)

Since the spin polarization is fixed to the y direction, the SH torque is maximized
when the magnetization points along the z or x direction, while it is null when the
magnetization points along the y direction. For magnetic domain walls this means
that the SH effect is maximum for Néel walls, whose magnetization points along the x
direction, while is zero for Bloch walls, whose magnetization points along the y direction
(see Section 3.9 for more details). Néel domain walls are additionally favoured by the
DMI and in fact, the combination of DMI and SH effect has been shown to efficiently
drive the domain walls in these systems [43]. Additionally, SH torque has been exploited
for SH nano-oscillators [44] or SH induced magnetization switching [45].

3.7 Stochastic magnetization dynamics

The LLG equation, augmented with the STT contributions can describe the magneti-
zation dynamics towards its equilibrium state. The equation is deterministic, meaning
that, knowing the initial state and the applied torques, the magnetization dynamics
and the final state are fully determined. However, at finite temperature, each magnetic
moment fluctuates around its equilibrium position due to the thermal noise. Thermal
fluctuations arise from the interaction between the magnetic moments and other micro-
scopic degrees of freedom such as phonons or electrons, which also lead to the damping
torque discussed in Sec. 3.4. Indeed, fluctuations and dissipation mechanisms are related
by the fluctuation-dissipation theorem [46, 47]. Thermal noise can have an important
effect on the magnetization dynamics and it has been included into the micromagnetic
formalism by Brown [46]. He added a stochastic (Gaussian) magnetic field Hth which
has the following properties:

〈Hth,i〉 = 0 , (3.53)
〈Hth(t, r)iHth(t′, r′)j〉 = 2D δijδ(r− r′)δ(t− t′) , (3.54)

where the brackets indicates a statistical average and the i and j indexes indicate the
Cartesian components of the field. Eq. (3.53) means that the mean value of the Gaussian
noise is zero, as expected for thermal fluctuations. While Eq. (3.54) means that the
amplitude of the fluctuations of each component of the random field are uncorrelated
in time and space. An uncorrelated noise is usually called ”white” noise. Thermal
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fluctuations can be considered white up to frequency ω ∼ kBT/h̄ ∼ 10 THz [46] . Since
the typical scale of magnetization dynamics is 1− 10 GHz (see Fig. 3.9), it is reasonable
to consider the noise as white. Here D represents the amplitude of thermal fluctuations
which has been calculated by a twofold approach: (1) with the fluctuation-dissipation
theorem. (2) with the Fokker-Planck equation by imposing that the magnetization
follows the Maxwell-Boltzmann distribution. Both approaches (see Appendix A) yields

D = αkBT

(1 + α2)γ0µ0Ms∆V
, (3.55)

where ∆V is the volume of the elementary cell. We recall that, in micromagnetics,
∆V cannot be arbitrary small since it must be large enough to contain a large number
of magnetic moments. Below ∆V ∼ 1 nm3 one should start to consider atomistic
modelling [48] and the amplitude of the thermal noise changes, avoiding the divergence
at ∆V → 0. The LLG equation, augmented with the stochastic field Hth is also called
LLG-Langevin equation. More generally, Langevin equations are dynamics equations
which include stochastic terms. With the inclusion of thermal noise, the magnetization
dynamics is stochastic (rather than deterministic) and observables like magnetization,
energies, etc. have to be considered as averages of probability distributions.

3.8 The Landau-Lifshitz-Bloch equation

Thermal effects can be introduced as an additional random field in the LLG equation
if the temperature is still well below the Curie temperature (T � TC). In fact, in
micromagnetics, as described in Sec. 3.4, the magnetization M(r) at each point rep-
resents an average over many microscopic magnetic moments and it is assumed that
the time over which the magnetization of each cell reaches its equilibrium value Ms is
much shorter than the typical time-scales of the LLG dynamics. Under this assumption,
the magnetization can be written as M = Msm, where Ms represents the magnetiza-
tion modulus. However, this assumption breaks for T close to TC where the dynamics
of the magnetization modulus (longitudinal dynamics) slows down [49, 50] 2. At the
same time, the transverse relaxation becomes faster close to TC [49] so that longitu-
dinal and transverse relaxation times become comparable and it is no longer possible
to neglect the longitudinal dynamics. Additionally, in experiments where the sample’s
temperature changes significantly, such as ultrafast optical switching [52] or heat assisted
magnetic recording, the magnetization modulus Ms is no longer constant and it changes
with the sample temperature. The LLG-Langevin equation seriously overestimates the
Curie temperature [49] and it cannot reproduce the correct scaling of Ms(T ). This is
because, by dividing the sample into elementary volumes ∆V , we impose a cut-off on
high frequency (short wavelength) magnons which cannot be included into the mod-
elling. More precisely, all magnons with λ < 2∆x are not taken into account, where λ
represents the magnon wavelength and ∆x is the cell dimension along the x direction

2The increase of the longitudinal relaxation time close to TC is a typical phenomenon of second order
phase transition known as critical slowing down [51].
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for instance. Hence, for high temperature, we cannot use the LLG equation and we
need to find another formalism, which can include the longitudinal dynamics and the
correct scaling of Ms(T ). A micromagnetic approach that can include these features is
the Landau-Lifshitz-Bloch (LLB) equation, developed by Garanin [53] and tested against
atomistic simulations [49] for the scaling of Ms(T ) and the longitudinal and transverse
susceptibilities. The LLB equation reads like [53, 49]

dm
dt

= −γ0(m×Heff)− γ0
α⊥
m2 (m× (m×Heff)) + γ0

α‖
m2 (m ·Heff)m ,

(3.56)

where α⊥ and α‖ represent the perpendicular and longitudinal damping parameter re-
spectively. Both damping parameters depend on temperature according to the following
expressions [53, 49]:

α⊥ = α0

(
1− T

3TC

)
, α‖ = α0

( 2T
3TC

)
, (3.57)

where α0 represents a microscopic damping parameter. The first two terms on the RHS
of Eq. (3.56) are equivalent to the first two terms in the LLG equation (Eq. (3.33)),
describing the precessional and transverse (dissipative) dynamics of the magnetization.
The last term on the RHS of Eq. (3.56) (absent in the LLG formalism) describes the
longitudinal relaxation dynamics and, in fact, it is parallel to m rather than perpendic-
ular as the previous ones. Another difference of the LLB equation is that the modulus
of the magnetization vector m = |m| depends on the temperature, m = m(T ), and it
varies between 0 ≤ m(T ) ≤ 1, contrary to the LLG case where it is unitary (m = 1).

The effective field in the LLB equation is defined as

Heff = 2A
µ0Msm2∇

2m + Han + Hdmg + Hext +


1

2χ‖

(
1− m2

m2
e

)
m, T < TC

− 1
χ‖

(
1 + 3

5
TCm

2

(T−TC)

)
m, T > TC

,

(3.58)

where the first term represents the exchange field (within the LLB formalism) [54, 50],
while Han, Hdmg and Hext are the anisotropy, demagnetizing and external field respec-
tively. These fields are calculated as in the LLG formalism but taking into account that
m and the material parameters (A, Ku etc.) depend on temperature. In this case Ms

indicates the saturation magnetization at T = 0 (hence M(T ) = Msm(T )).
The last term is the ”internal” exchange field and it does not appear in the LLG

formalism. It represents the effect of the exchange interaction between the magnetic
moments inside each elementary cell, which determines the value of m(T ). 3 If the mod-
ulus of the magnetization m is different from its equilibrium value me(T ), the internal

3As described in Sec. 2.4.2, the alignment of the magnetic moments inside each cell, and the cor-
responding value of m(T ), is determined by a competition between thermal agitation and exchange
interaction which forces the spin alignment.
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field will drive it towards its equilibrium value. The strength of the field is proportional
to the longitudinal susceptibility χ̃‖, defined as χ̃‖ = ∂me/∂Hext in the limit Hext → 0,
as introduced in Sec. 2.4.2. me(T ) and the corresponding susceptibility have to be in-
troduced as parameters into the LLB equation and, typically, they are calculated by a
mean-field approach (as the Weiss model) [50, 6, 7] or by atomistic simulations [55]. The
results obtained by mean-field for me(T ) and χ̃‖(T ) are shown in Fig. 2.6.

Hence, apart from the precessional and transversal dynamics described in Section 3.4,
the LLB equation takes into account also the longitudinal dynamics of the magnetization.
These different dynamics are sketched in Fig. 3.15.

(a) (b)

Figure 3.15: (a) Precessional and transversal dynamics. (b) Longitudinal
dynamics.

The LLB equation and the internal exchange field were calculated by Garanin [53]
by introducing thermal fluctuations into the the atomistic LLG equation for single spins
and then using the Fokker-Planck equation to obtain the dynamics for the averaged
magnetization (see Appendix B).

3.8.1 Revisiting the time-scales

The LLB equation includes the longitudinal magnetization dynamics: the relaxation of
the magnetization modulus towards its equilibrium value me(T ). Fig. 3.9 of the previ-
ous section showed the typical time-scales of magnetization dynamics as described by
the LLG equation. In particular, it includes the Larmor frequency (the spin precession
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around the effective field) and the transverse relaxation (the aligning of the spin towards
the effective field). It is interesting to compare also with the longitudinal relaxation
frequency (f‖), as shown in Fig. 3.16(a), which depicts the longitudinal, transverse and
Larmor frequencies as function of the applied field, calculated at T = 0.3TC (room tem-
perature for TC = 850 K as in Permalloy). Analogously to the transverse frequency, the
longitudinal frequency is calculated by assuming a small displacement along the mag-
netization direction. The effect of the applied field is neglected in the calculation since
it has a negligible effect compared to the exchange field. The longitudinal frequency
is much higher, f‖ ∼ 1 THz. This is expected since the internal exchange field is the
strongest field acting on the magnetization. This is not surprising at room temperature
and it simply justifies the use of LLG for T � TC , where, indeed, longitudinal dynamics
is neglected because it is assumed much faster than Larmor precession and transverse
relaxation. On the other hand, Fig. 3.16(b) represents the transverse and longitudi-
nal frequencies as function of temperature. Close to TC the two frequencies become
comparable, underlying the need of using the LLB formalism at these temperatures.

3.8.2 Spin transfer torque in the LLB equation

The spin transfer torque in the LLB equation was firstly introduced by Schieback et
al. [56], neglecting terms of the second order in the damping parameter (α2

0). This
approach is motivated by the fact that it is not clear whether the spin transfer torque
terms have to be added to Gilbert (LLG) or Landau-Lifshitz (LL) form of the equation
of motion (see for instance Ref. [57, 58]) but, in the LLB, the two forms are equivalent
neglecting terms of order α2

0. In the LLG form the damping term is expressed in terms of
the magnetization derivative, while in the LL form it is expressed in terms of the effective
field. In the LLG case, the two approaches are equivalent due to the constraint on the
magnetization modulus and the two forms can be recasted one into the other by simply
rescaling the STT parameters. Note that, also in the absence of STT, the Gilbert and
LL forms are exactly equivalent only neglecting terms of the second order in magnetic
damping (typically small). However, for the LLB case, there are two main complications:
(1) the LLB is derived originally in the LL form, with the transverse relaxation expressed
in terms of the effective field, and it is not clear whether it can be transformed into the
LLG form since above TC second order terms can be significant due to their temperature
dependence. (2) For the LLB, the Gilbert and LL forms of the STT are different since
there are no constraint on the magnetization modulus. Nevertheless, the differences are
of the second order in the damping parameter and, for T < TC , where such terms can
be neglected, the two approaches coincides upon a redefinition of the parameters. In the
following, we shall transform the LLB equation with STT into its Gilbert form, showing
the differences between the LL and Gilbert expressions. Finally, we show that the two
different approaches are equals if we neglect terms of the second order in the damping
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Figure 3.16: (a) Characteristic frequency of the magnetization dynamics as
function of the applied field. Larmor frequency (fLarmor), transverse (f⊥)
and longitudinal relaxation (f‖). (b) Transverse and longitudinal frequency as
function of temperature.

parameter. The LLB equation, augmented with the STT terms, reads like [56]
dm
dt

= −γ0(m×Heff)− γ0
α⊥
m2 (m× (m×Heff)) + γ0

α‖
m2 (m ·Heff)m ,

−u(J · ∇)m + u

m
ξLLm× (J · ∇)m , (3.59)

where u stands for the same pre-factor already appearing in Section 3.5, namely

u = |g|2
µBP

|e|Ms(1 + ξ2) . (3.60)

The same expression, in the Gilbert version, reads like
dm
dt

= −γ0(m×Heff)− α⊥
m2

(
m× dm

dt

)
+ γ0

α‖
m2 (m ·Heff)m ,

−u(J · ∇)m + u

m
ξm× (J · ∇)m , (3.61)
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which, transformed into the LL forms, gives

dm
dt

= − γ0
1 + α̃2

⊥
(m×Heff)− γ0α̃⊥

(1 + α̃2
⊥)m [m× (m×Heff)] + γ0

α‖
m2 (m ·Heff)m ,

− 1
1 + α̃2

⊥

[
u(1 + α̃⊥ξ)(J · ∇)m− u

m
(ξ − α̃⊥)m× (J · ∇)m

]
+ 1

1 + α̃2
⊥

u

m2 α̃⊥ (ξ − α̃⊥) [m · (J · ∇)m]m , (3.62)

where α̃⊥ = α⊥/m. It is possible to check that, if we neglect terms of order α̃2
⊥ and

α̃⊥ξ, which are typically small for T < TC , Eq. (3.59) and Eq. (3.62) coincide upon
the redefinition ξLL = ξ − α̃⊥. Note that, in the LLB, where there is no constraint on
the magnetization modulus, the adiabatic STT presents a longitudinal term along the
direction of m.

A more rigorous approach to include the STT into the LLB formalism would be
to start from the atomistic LLG equation augmented with STT and follow the same
procedure of Garanin for the standard LLB (see Appendix B). Nevertheless, in Chapter 5,
we will use the LLB equation augmented with STT both including and neglecting 2nd

order terms. The results are consistent within the two approaches. However, in that
case, this is also because the Joule heating contribution is dominant and second order
terms of the STT play a minor role.

3.8.3 Stochastic LLB

The LLB equation includes the effect of temperature within the temperature dependence
of the micromagnetic parameters. In this sense, the microscopic thermal fluctuations
are already included (and averaged) into the LLB. Nevertheless, at high temperature,
fluctuations of individual magnetization vectors (around their mean value) are important
and thermal noise needs to be introduced explicitly. The stochastic LLB equation,
introduced by Evans et al. [59], reads like

dm
dt

= −γ0(m×Heff)− γ0
α⊥
m2

[
m× [m× (Heff + H⊥th)]

]
+γ0

α‖
m2 (m ·Heff)m + H‖th , (3.63)

where H⊥th and H‖th are random fields 4 with (white noise) properties:

〈H⊥,‖th,i 〉 = 0 , (3.64)

〈H⊥th(t, r)iH⊥th(t′, r′)j〉 =
2kBT (α⊥ − α‖)
γ0µ0MsV α2

⊥
δijδ(r− r′)δ(t− t′) , (3.65)

〈H‖th(t, r)iH‖th(t′, r′)j〉 =
2kBTα‖γ0

µ0MsV
δijδ(r− r′)δ(t− t′) . (3.66)

4In reality H‖th is not a field since it has units of (1/s). However we keep the notation for convenience.
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The amplitude of the noise is calculated as described in Section 3.7 and Appendix A, that
is, by calculating the Fokker-Planck equation corresponding to Eq. (3.63) and imposing
the Maxwell-Boltzmann distribution as an equilibrium solution of the system.

As described in Appendix B, in order to obtain the LLB equation, one needs to add
thermal fluctuations into the atomistic LLG equation and eventually calculate the aver-
age magnetization to finally get the LLB equation. Thus, one might wonder whether we
are counting two times the same fluctuations. The answer is yes and no. As discussed
in the previous sections, thermal fluctuations in the macroscopic LLG (or LLB) do not
include magnons with wavelength smaller than 2∆x, where ∆x is the dimension of the
elementary volume cell, which eventually becomes the dimension of the computational
cell (see Chapter 4). On the other hand, when including thermal fluctuations into the
atomistic LLG (which are eventually included into the temperature dependence of the
micromagnetic parameters) we include all magnons. Thus, we are including the fluc-
tuations two times. However, the main contribution to the temperature dependence
of the micromagnetic parameters is given by high frequency magnons [14], which are
not included into the thermal noise. Therefore, we could say that magnons with wave-
length smaller than the cell size are included into the temperature dependence of the
micromagnetic parameters, while magnons with wavelength larger than the cell size are
included explicitly by thermal fluctuations. More advanced descriptions can avoid any
overlapping by calculating the temperature dependence of the micromagnetic parameters
directly from atomistic simulations of the elementary cell [55].

3.9 Magnetic domain wall

In the previous sections we have presented the different equations used to analyse the
magnetization dynamics at low or high temperatures (LLG and LLB equations). Fur-
thermore, the different contributions to the magnetization dynamics have been intro-
duced: the effective field and the spin transfer torques. These equations are general and
they can describe the dynamics of arbitrary magnetic patterns.

We shall now present some specific magnetic configurations which will be exten-
sively analysed in this thesis: magnetic domain walls (DWs). As anticipated in
Section 3.1, a DW represents the boundary between two different magnetic domains.
The DW structure depends primarily on the type of system that we are considering.
In this thesis we will consider films (or nano-wires) as the one sketched in Fig. 3.11.
Depending on the thickness of the FM layer and on the neighbouring layers, the mag-
netization lies along the plane of the film (in-plane systems) or perpendicularly to the
film (out-of-plane systems), as sketched in Fig. 3.12(b) and (c). In-plane structures and
out-of-plane structures have different types of DW.

3.9.1 Magnetic domain walls in in-plane magnetized strip

Part II of this thesis will be devoted to the study of DW motion in Permalloy (Py)
nano-strips. Py is an alloy of Iron (Fe) and Nickel (Ni) where the magnetization lies in-
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plane, along the main axis of the nano-strip, since it has a negligible magneto-crystalline
anisotropy and it is dominated by shape anisotropy. Typically, the width (w) of such
nano-strips ranges in between 50nm < w < 1 µm, while the thickness (t) varies in
between 5nm < t < 30 nm.

In nano-strips with in-plane magnetization it is possible to observe two types of DW:
transverse walls as the one sketched in Fig. 3.17(a), where the magnetization points
along the y direction, and vortex walls as the one represented in Fig. 3.17(b), where the
magnetization forms a vortex-like pattern. The boundaries of the transverse wall form an
angle of 45◦ with the domains, since in this way ∇·M = 0 and the magnetostatic energy
is minimized. A system can have transverse wall or vortex wall, depending on its cross
section. In fact, as the thickness and the width of the strip increase, the magnetostatic
energy of a transverse wall increases and, at a certain point, the system prefers vortex
wall, reducing magnetostatic energy but with a penalty in exchange energy. A typical
phase diagram is shown in Fig. 3.18.

(a)

(b)

Figure 3.17: (a) Transverse wall. (b) Vortex wall.

3.9.2 Magnetic domain walls in out-of-plane magnetized strip

In part III of this thesis we will analyse the DW dynamics in out-of-plane magnetized
systems as the one described in Section 3.6. Similarly to the case of in-plane samples,
also in these systems there are two kind of DWs. Néel DWs, shown in Fig. 3.19(a), where
the magnetization points along the x direction inside the DW, and Bloch DWs, shown
in Fig. 3.19(b), where the magnetization points along the y direction inside the DW.
From a magnetostatic point of view, Néel DWs do not generate surface charges since
the magnetization is parallel to the surface at the strip edges. However, they generate
volume charges since ∇·M 6= 0. On the other hand, Bloch DWs do not generate volume
charges since ∇ ·M = 0 but they generate surface charges at the edges, where the
magnetization is perpendicular to the surface. As a consequence, Néel or Bloch DWs
are stabilized depending on the strip cross-section: stripes with larger widths have more
volume charges, which increase the energy of Néel walls and favour Bloch walls. For
typical ultrathin films, if the width is larger than 30-50 nm Bloch DWs are more stable
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Domain-Wall Dynamics in Nanowires and Nanostrips 177

Fig. 9. Phase diagram of the stable domain-wall structures in a soft nanostrip
(no anisotropy) of width w and thickness t, the exchange length being Λ. The main
structures are the transverse wall, stable at low thickness and width, and the vortex
wall, stable at large sizes. The phase boundary is close to a hyperbola wd = 61.37Λ2 ,
shown as a full line. An asymmetric transverse wall is stable in a small region of
the parameter space [42]. Representative images of the three structures are shown
on the right for a 240 nm wide strip, with color coding as in Fig. 14

Let us therefore consider a structure with a shape-induced transverse
anisotropy, namely a 10 nm × 5 nm Permalloy nanowire (Fig. 11). For the
same low field (µ0Ha = 1 mT, Fig. 11a) the DW velocity is much larger (by
a factor of nearly 104 for α = 0.01), and no precession of the integrated wall
magnetization occurs. The velocity increases linearly with field at low fields,
and is now inversely proportional to the damping constant α. However, there
is a maximum field above which the behavior seen in Fig. 10 sets in, together
with a big decrease of velocity (Fig. 11b).

This behavior is in fact what was predicted for the dynamics of a 1D Bloch
wall by Walker [3,6] (this calculation will be developped in the next section).
It has, however, never been observed for bulk samples as other instabilities
were taking place at fields below this so-called Walker threshold [9]. In ul-
trathin films with perpendicular anisotropy, however, (Au/Co/Au [45, 46]) a
velocity plateau was observed and attributed to the Walker maximum veloc-
ity. In nanowires, one now can hope to observe all features of the Walker DW
dynamics, as presented below.

3.2 Analytical Model

We now describe how the 1D analytical model can account for the numerical
results shown above.

Figure 3.18: Domain wall phase diagram as function of the sample width (w)
and thickness (d), normalized to the exchange length Λ. Figure taken from
Ref. [60]. Vortex walls are favoured for large strip widths or thickness. Asym-
metric transverse walls represent a particular kind of transverse walls slightly
tilted along the x direction [60].

than Néel DWs. A characteristic phase diagram between Bloch and Néel walls can be
found in Ref. [61].

Figure 3.19: (a) Néel domain wall. (b) Bloch domain wall.

Chiral domain walls

However, the DMI, introduced in Section 3.6.2, can stabilize Néel DWs with fixed chi-
rality even in strips where the demagnetizing energy would favour Bloch DWs. Fixed
chirality means that the magnetization rotates always in the same directions when pass-
ing from up to down and from down to up domains. For instance, for a given DMI all
the DWs between up and down domains will point along the positive x direction, while
all the DWs between down and up domains will point oppositely along the negative
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x direction. Conventionally we can call this chirality as right-handed chirality. If we
invert the sign of the DMI all the DWs will switch their orientation and they will have
left-handed chirality. 5 A sketch of DWs with fixed chirality is shown in Fig. 3.20. The
sense of rotation between up-down domains and down-up domains is always fixed. In
Section 3.9.3 we will give more insights into the different types of DWs in out-of-plane
structures and we will show how the demagnetizing and DMI energies affect their static
configuration.

y

x

Figure 3.20: Sketch of DW chirality.

3.9.3 Collective Coordinate model and Domain Wall dynamics

In the context of DW motion, a useful tool is the Collective-Coordinates (CC) model,
which rearrange the LLG equation in terms of the DW position q, internal angle ϕ and
DW width ∆. This procedure implies an assumption on the magnetization profile, which
is assumed to follow a one-dimensional DW solution. In developing the CC model, it is
convenient to write the LLG Eq. (3.33) in spherical coordinates. As done in Section 3.2.2,
we write the magnetization as m = (sin θ cosφ, sin θ sinφ, cos θ), where the angles θ
and φ are defined in Fig. 3.5(a). In spherical coordinates, the LLG equations read like

θ̇ + α sin θφ̇ = − γ0
µ0Ms sin θ

δE
δφ

, (3.67)

αθ̇ − sin θφ̇ = − γ0
µ0Ms

δE
δθ

, (3.68)

5The convention to associate right-handed chirality to positive DMI (D > 0) and left-handed chirality
to negative DMI (D < 0) is purely arbitrary.
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where E is the energy density of the system, i.e., the integrand of Eq. (3.22). The
different energy densities in polar coordinates can be expressed as

Eexch = A(∇m)2 = A
[
(∇θ)2 + sin2 θ(∇φ)2

]
, (3.69)

Ean = Ku[1− (m · ûz)2] = Ku sin2 θ , (3.70)

Edmg = −1
2µ0Msm ·Hdmg = −1

2µ0M
2
sm · ¯̄Nm

= −1
2µ0M

2
s (Nxm

2
x +Nym

2
y +Nzm

2
z)

= −1
2µ0M

2
s [Nz + (Nx −Nz) sin2 θ + (Ny −Nx) sin2 θ sin2 φ] , (3.71)

EDMI = D

[
cosφ∂θ

∂x
+ sinφ∂θ

∂y
+ sin θ cos θ

(
sinφ∂φ

∂x
− cosφ∂φ

∂y

)]
, (3.72)

Ea = −µ0Ms(Hx sin θ cosφ+Hy sin θ sinφ+Hz cos θ) . (3.73)

In calculating these terms we have assumed a uniaxial anisotropy along the z direction
and we have neglected the demagnetizing interaction between different spins. In fact,
the CC model consider a local demagnetizing field, Hdmg = ¯̄Nm, where ¯̄N is the demag-
netizing tensor which is assumed diagonal (see Section 3.2.3). The demagnetizing and
magneto-crystalline anisotropies are usually combined in an effective anisotropy energy,
which reads like

Edmg + Ean =

K0︷ ︸︸ ︷[
Ku + 1

2µ0M
2
s (Nx −Nz)

]
sin2 θ +

K︷ ︸︸ ︷[1
2µ0M

2
s (Ny −Nx)

]
sin2 θ sin2 φ ,

(3.74)

where the constant term (1/2)µ0M
2
sNz has been neglected since it does not affects the

system. The demagnetizing factors Nx,y,z depend exclusively on the system geometry.
To calculate their value, the CC model assumes a three domain model as sketched in
Fig. 3.21. For an ultrathin films Nz ∼ 1 and Nz � Nx, Ny. These latter factors are
relevant only in the the DW (where the magnetization lays in-plane) and they can be
calculated analytically for the central domain as function of the strip width (w), the DW
width (∆) and the strip thickness (t) [62]. The effective anisotropy K0 is usually defined
as K0 = Ku − (1/2)µ0M

2
s (see Section 3.6.1). K is the DW shape anisotropy and, in

the absence of DMI, it determines the stable DW configuration between Bloch or Néel,
depending on the sign of (Ny −Nx). If Ny > Nx, K > 0 and the DW shape anisotropy
favours Néel walls, while if Ny < Nx, K < 0 and Bloch walls are favoured.

The magnetization profile of a DW in a system with out-of-plane magnetization, can
be described by the following ansatz [13]

θ(x, t) = 2 arctan
{

exp
[
Q

(
x− q(t)

∆

)]}
, (3.75)

φ(x, t) = ϕ(t) , (3.76)
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y

x

w

∆

Figure 3.21: Three domains assumption to calculate the demagnetizing fac-
tors.

where q is the DW position, ϕ is the DW internal angle and ∆ is the DW width, as
sketched in Fig. 3.22(a). The parameter Q selects if the domain configuration is up-
down (Q = 1) or down-up (Q = −1). Fig. 3.22 represents an up-down configuration.
Eq. (3.75) and (3.76) depend only on the x coordinate along the nano-wire. In this sense,
the CC model is a one-dimensional (1D) model since the variation of the magnetization
along the z and y directions are neglected. 6 Fig. 3.22(b) shows the magnetization profile
defined by Eq. (3.75) and (3.76) with q = 0, ∆ = 5 nm and ϕ = π/2. The DW width
parameter is outlined in blue. The total extension of the DW is given by

∫
sin θdx = π∆,

which is outlined in red. By using this ansatz, we have that

y
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∆
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Figure 3.22: (a) Sketch of the collective coordinates related to the DW dy-
namics. The position q, the internal angle ϕ and the DW width ∆. (b) 1D
model profile. mz = cos θ and my = sin θ sinϕ with ϕ = π/2.

6The same profile can be used for a DW in in-plane systems by redefining the magnetization coordi-
nates as m = (cos θ, sin θ cosφ, sin θ sinφ).
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∇θ = ∂θ

∂x
= Q

sin θ
∆ , ∇φ = ∇ϕ = 0 , (3.77)

δθ = −Q
[sin θ

∆ dq + sin θ(x− q)
∆2 δ∆

]
, δφ = δϕ (3.78)

θ̇ = −Q
[sin θ

∆ q̇ + sin θ(x− q)
∆2 ∆̇

]
, φ̇ = ϕ̇ . (3.79)

At the same time, the energy density of the system becomes

E = A

(
∂θ

∂x

)2
+K0 sin2 θ +K sin2 θ sin2 φ+D cosφ

(
∂θ

∂x

)
−µ0Ms(Hx sin θ cosφ+Hy sin θ sinφ+Hz cos θ)

= A
sin2 θ

∆2 +K0 sin2 θ +K sin2 θ sin2 φ+QD cosφsin θ
∆

−µ0Ms(Hx sin θ cosφ+Hy sin θ sinφ+Hz cos θ) , (3.80)

where we used the fact that Q2 = 1. By integrating the energy density along the x
direction, it is possible to obtain the DW surface energy density σ (J/m2) in terms of
the DW coordinates (q, ϕ,∆), namely

σ =
∫ ∞
−∞
Edx

= 2A
∆ + 2∆(K0 +K sin2 ϕ) + πQD cosϕ− µ0Msπ∆(Hx cosϕ+Hy sinϕ)

−2Qµ0MsqHz , (3.81)

where we have used the fact that, according to Eq. (3.75)

∫ ∞
−∞

dx =
∫ π

0

∆
sin θdθ . (3.82)

Hence, the variation of the DW energy density, in terms of DW coordinates, reads like

δσ = ∂σ

∂q
δq + ∂σ

∂ϕ
δϕ+ ∂σ

∂∆δ∆ , (3.83)

where

∂σ

∂q
= −2Qµ0MsHz , (3.84)

∂σ

∂ϕ
= 4∆K sinϕ cosϕ− πQD sinϕ− µ0Msπ∆(Hy cosϕ−Hx sinϕ) , (3.85)

∂σ

∂∆ = −2A
∆2 + 2(K0 +K sin2 ϕ)− µ0Msπ(Hx cosϕ+Hy sinϕ) . (3.86)
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At the same time, by using the LLG equations (3.67) and (3.68) we have that [63]

δE = ∂E
∂θ
δθ + ∂E

∂φ
δφ

= µ0Ms

γ0

[
(sin θφ̇− αθ̇)δθ − sin θ(θ̇ + α sin θφ̇)δφ

]
= µ0Ms

γ0

{[
sin θϕ̇− αQ

(
−sin θ

∆ q̇ − sin θ(x− q)
∆2 ∆̇

)]
Q

(
−sin θ

∆ δq − sin θ(x− q)
∆2 δ∆

)
− sin θ

[
Q

(
−sin θ

∆ q̇ − sin θ(x− q)
∆2 ∆̇

)
+ α sin θϕ̇

]
δϕ

}
= −µ0Ms

γ0

(
sin2 θ

∆ Qϕ̇+ α
sin2 θ

∆2 q̇ + sin2 θ(x− q)
∆3 ∆̇

)
δq

−µ0Ms

γ0

(
sin2 θ(x− q)

∆2 Qϕ̇+ α
sin2 θ(x− q)

∆3 q̇ + α
sin2 θ(x− q)2

∆4 ∆̇
)
δ∆

+µ0Ms

γ0

(
sin2 θ

∆ Qq̇ + sin2 θ(x− q)
∆2 Q∆̇− α sin2 θϕ̇

)
δϕ , (3.87)

where we have used the relations (3.77), (3.78) and (3.79). Also in this case, we can ob-
tain the variation of the energy in terms of the DW coordinates by integrating Eq. (3.87)
along the x direction, obtaining [63]

δσ = −2µ0Ms

γ0

(
Qϕ̇+ α

q̇

∆

)
δq + 2µ0Ms

γ0
(Qq̇ −∆αϕ̇)δϕ− 2µ0αMs

γ0

π2

12
∆̇
∆δ∆ , (3.88)

where we have used the fact that (see also Appendix C)

∫ ∞
−∞

sin2 θ(x− q)dx = 0 and
∫ ∞
−∞

sin2 θ

∆2 (x− q)2 = π2

6 . (3.89)

Finally, by comparing Eq. (3.83) and Eq. (3.88), we obtain [63]

(
Qϕ̇+ α

q̇

∆

)
= γ0QHz , (3.90)(

Q
q̇

∆ − αϕ̇
)

= γ0
2K
µ0Ms

sinϕ cosϕ− π

2
QD

µ0Ms∆
sinϕ− π

2 (Hy cosϕ−Hx sinϕ) ,

(3.91)

∆̇ = 12γ0
µ0Msαπ2

[
A

∆ −∆(K0 +K sin2 ϕ) + µ0Ms∆
π

2 (Hx cosϕ+Hy sinϕ)
]
,

(3.92)

which are obtained directly from the LLG equation using the ansatz (3.75) [63]. In order



Chapter 3. Micromagnetic Theory 62

to separate q̇ and ϕ̇, Eq. (3.90) and (3.91) can be rearranged as

q̇ = ∆γ0
1 + α2

[
αQHz +QHK

sin 2ϕ
2 − π

2HDMI sinϕ−Qπ2 (Hy cosϕ−Hx sinϕ)
]
,

(3.93)

ϕ̇ = γ0
1 + α2

[
Hz − α

(
HK

sin 2ϕ
2 −Qπ2HDMI sinϕ− π

2 (Hy cosϕ−Hx sinϕ)
)]

.

(3.94)

Eq. (3.93), (3.94) and (3.92) describe the dynamics of the DW coordinates (q, ϕ,∆) as
function of the applied field H = (Hx, Hy, Hz). Note that the accuracy of the results
depends on the accuracy of the anstaz (3.75).

An alternative approach to derive the CC model equations is to use a Lagrangian
approach, firstly introduced by Döring to obtain the LLG equation [64]. Within this
approach the DW profile is directly introduced into the Lagrangian and the CC equa-
tions are directly derived by the Euler-Lagrange equations, considerably simplifying the
mathematical derivation (see Appendix C).

3.9.4 Domain wall static configurations

Before looking at the DW dynamics, it is interesting to analyse the DW static configu-
rations. The DW energy is given by

σ = 2A
∆ + 2∆(K0 +K sin2 ϕ) + πQD cosϕ− µ0Msπ∆(Hx cosϕ+Hy sinϕ) . (3.95)

For simplicity, we start by neglecting the effect of an external field (Hx,y = 0). Under
such assumption, the DW energy becomes

σ = 2A
∆ + 2∆(K0 +K sin2 ϕ) + πQD cosϕ . (3.96)

The static DW configuration (ϕ0, ∆0) must satisfy the conditions

∂σ

∂∆ = 0 , ∂σ

∂ϕ
= 0 , (3.97)

which yield

∂σ

∂∆ = −2A
∆2

0
+ 2(K0 +K sin2 ϕ) = 0⇒ ∆0 =

√
A

K0 +K sin2 ϕ
, (3.98)

∂σ

∂ϕ
= sinϕ0(4∆K cosϕ0 − πQD) = 0⇒

⇒ ϕ0 =


0 |πD| > |4∆K| , QD < 0
π |πD| > |4∆K| , QD > 0

arccos
(
πQD
4∆K

)
|πD| < |4∆K|

.

(3.99)
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In Eq. (3.98) we can recognize the exchange length, introduced in Section 3.4.1.
In fact, typically K0 � K and ∆0 ∼

√
A/K0. In the absence of magneto-crystalline

or surface anisotropy, the shape anisotropy can be estimated as K0 ∼ (1/2)µ0M
2
s and

∆0 reduces to the exchange length for soft-samples (where magnetostatic interactions
dominate over magntocrytalline anisotropy). On the other hand, if Ku � (1/2)µ0M

2
s ,

∆0 ∼
√
A/Ku. In this context, the meaning of the exchange length becomes more clear.

It represents the DW width parameter which indicates the length-scale over which the
magnetization changes between two domains. As it can be deduced from Eq. (3.96), the
DW width is given by a competition between the exchange energy, which would like to
have a wider DW, and the shape and magneto-crystalline anisotropies which would like
to have a narrow DW.

Regarding the equilibrium angle ϕ0, in the absence of DMI Eq. (3.99) would becomes
4∆K cosϕ0 sinϕ0 and ϕ0 = nπ or ϕ0 = n(π/2), with n = 0, 1, .., depending on the sign
of K = (1/2)µ0M

2
s (Ny−Nx). Typically, for ultrathin films, Ny < Nx and K < 0, which

favours Bloch DWs with ϕ0 = n(π/2). On the other hand, DMI favours Néel DWs if
πD > 4∆K. Note that the sign of the DMI and the domain configuration (Q) fix the
DW chirality, as anticipated in Section 3.6.2. The equilibrium angle ϕ0 as function of
DMI parameter D is plotted in Fig. (3.23) for Q = 1.
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Figure 3.23: DW equilibrium angle ϕ0 as function of the DMI constant D for
Q = 1.

3.9.5 Field driven domain wall dynamics

After describing the DW static configurations, we analyse the DW dynamics. Henceforth
we shall assume Q = 1. For simplicity, the DW width is considered as static (∆̇ = 0,
∆ = ∆0 =

√
A/K0). By imposing the condition ∆̇ = 0 in Eq. (3.92), we obtain

∆ =
√
A/(K0 +K sin2 ϕ), as also calculated from Eq. (3.97). Hence, if the DW angle

ϕ varies with time, also the DW width oscillates. However, since usually K0 � K, the
variation is negligible and the DW width can be considered as constant.
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DWs can be moved by several means. The conventional way is by an external mag-
netic field along the direction of a neighbouring domain. As described in Section 3.2.4,
the Zeeman energy, related to the external field, favours magnetic configurations parallel
to the applied field. Hence, the domains aligned with the field will tend to expand while
the domains opposite to the field will shrink. The DW will move accordingly. As de-
scribed in the previous sections, the magnetization is driven by two kind of torques: the
precessional torque, which leads to the spins precession along the effective field, and the
dissipative torque (damping-like torque), which leads to the spins alignment along the
effective field. Consider for instance an out-of-plane sample with a Néel DW, whose mag-
netization points along the positive x direction, as the one sketched in Fig. 3.19(a), and
an external field along the positive z direction. The precession torque (−γ0mDW ×Hz)
points along the positive y direction leading to a DW rotation in the plane of the film.
On the other hand, the dissipative torque (−γ0αmDW × (mDW ×Hz)) points along the
positive z direction, leading to DW motion and the expansion of the positive domain.
Note indeed, that it is the damping-like torque that does not conserve the system energy
and drive the system towards the energy minimum. The DW rotation further triggers
the DW internal field, which includes shape HK and DMI HDMI fields, which both will
try to restore the DW equilibrium configuration. Hence, DW motion is characterized by
two kinds of motion: the DW precession and the DW translation.

All these effects are enclosed in Eq. (3.93) and (3.94), describing the dynamics of the
DW position and internal angle. From Eq. (3.94), we can look for a stationary solution
for the DW angle. By imposing ϕ̇ = 0, we obtain

ϕ̇ = 0⇒ Hz = α(HK
sin 2ϕ

2 − π

2HDMI sinϕ) . (3.100)

In the absence of DMI (HDMI = 0)

Hz = α(HK
sin 2ϕ

2 )⇒ sin 2ϕ∗ = 2Hz

αHK
, (3.101)

where ϕ∗ represents a dynamical equilibrium angle, which is the result of a compensation
between the external field and the shape anisotropy field. As a consequence, the DW
moves at constant velocity, given by

q̇ = ∆γ0
α

Hz . (3.102)

However, there is a limit to this rigid motion since sinϕ∗ < 1, which implies that∣∣∣∣ 2Hz

αHK

∣∣∣∣ ≤ 1⇒ |Hz| ≤
∣∣∣∣α2HK

∣∣∣∣ . (3.103)

This limiting field is usually called Walker Breakdown (HW ). After HW the precessional
torque cannot be compensated by the internal field and the DW internal angle precesses
constantly during the DW motion. Due to this precessional motion, the DW velocity
drops drastically after the HW .
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On the other hand, in the limit HDMI � HK , we obtain for the equilibrium angle

Hz = −απ2HDMI sinϕ⇒ sinϕ∗ = − 2Hz

απHDMI
, (3.104)

and the DW velocity is still given by Eq. (3.102). Nevertheless, the Walker Breakdown
is now given by ∣∣∣∣ 2Hz

απHDMI

∣∣∣∣ ≤ 1⇒ |Hw| =
∣∣∣∣απ2HDMI

∣∣∣∣ . (3.105)

Since the DMI field (HDMI) can be much larger than the shape anisotropy field (HK), the
DMI can lead to considerably faster DW motion by increasing the Walker Breakdown
field. The field driven DW dynamics is plotted in Fig. 3.24. Fig. 3.24(a) shows the DW
velocity as function of the applied field for D = 0 and D = 0.5 mJ/m2. The presence of
DMI significantly increases the Walker Breakdown and, consequently, the DW velocity.
Fig. 3.24 (b) represents the DW internal angle displacement (∆ϕ), normalized to π/2.
π/2 represents a limiting equilibrium angle in the presence of DMI. After π/2, the DW
starts precessing. In the absence of DMI the limiting angle is ϕ = π/4. The limiting
equilibrium angle is shown in the inset of Fig. 3.24(b).

3.9.6 Spin transfer torques and current driven domain wall dynamics

Another way to move DWs is by electrical currents due to the STT effect. As commented
in Sec. 3.5, the STT is related to the exchange interaction between the conduction
electrons and the local magnetization. The main advantage over field driven motion is
that neighbouring DWs can be displaced in the same direction. In the following, we will
add the STT contributions to the CC model equations.

Zhang-Li spin transfer torque

The LLG equation in spherical coordinates, augmented with the Zhang-Li STT contri-
bution (see Section 3.5), reads like

θ̇ + α sin θφ̇ = − γ0
µ0Ms sin θ

δE
δφ
− u [(J · ∇)θ + ξ sin θ(J · ∇)ϕ] , (3.106)

αθ̇ − sin θφ̇ = − γ0
µ0Ms

δE
δθ
− u [ξ(J · ∇)θ − sin θ(J · ∇)ϕ] , (3.107)

where

u = |g|2
µBP

|e|Ms(1 + ξ2) , (3.108)

and ξ is the non-adiabatic STT. By following the same procedure of the previous section
(using the ansatz (3.75) and integrating along the x coordinate) we can obtain the CC
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Figure 3.24: (a) DW velocity as function of the applied field for D = 0 and
D = 0.5 mJ/m2. (b) DW internal angle as function of the applied field for
D = 0 and D = 0.5 mJ/m2. As the applied field increases, the internal
angle approaches a limiting equilibrium angle, ϕ = π/2 for D = 0.5 mJ/m2

and ϕ = π/4 for D = 0, as shown in the inset. After HW the DW starts
precessing.

equations including the STT contributions, namely

(
Qϕ̇+ α

q̇

∆

)
= γ0QHz + ξ

uJx
∆ , (3.109)(

Q
q̇

∆ − αϕ̇
)

= γ0
2K
µ0Ms

sinϕ cosϕ− π

2
QD

µ0Ms∆
sinϕ− π

2 (Hy cosϕ−Hx sinϕ)

+Q u

∆ , (3.110)
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or, equivalently

q̇ = ∆γ0
1 + α2

[
αQHz +QHK

sin 2ϕ
2 − π

2HDMI sinϕ−Qπ2 (Hy cosϕ−Hx sinϕ)
]

+ 1
1 + α2uJx(1 + ξα) , (3.111)

ϕ̇ = γ0
1 + α2

[
Hz − α

(
HK

sin 2ϕ
2 −Qπ2HDMI sinϕ− π

2 (Hy cosϕ−Hx sinϕ)
)]

+ Q

1 + α2
uJx
∆ (α− ξ) . (3.112)

The DW dynamics as predicted by Eq. (3.111) and (3.112) is plotted in Fig. 3.25(a)-
(b), as function of the current density and different non-adiabatic parameters. The
polarization of the current is set to P = 0.4 and the domain configuration is Q = 1. For
ξ = 0 the DW does not move until a critical current density JC , which can be calculated
analogously to the WB by imposing that ϕ̇ = 0. For ξ = α the STT contribution in
Eq. (3.112) vanishes and the DW moves rigidly, independently on current density. For
ξ = 2α the DW moves even at low current densities but it shows a WB behaviour at the
critical current density JC . Below JC the DW moves rigidly also for ξ = 0 and ξ = 2α.
In these cases, analogously to the field driven dynamics, the internal equilibrium angle
increases as the current approaches JC (not visible in the scale of Fig. 3.25 (b)). Note
that for positive currents (Jx > 0), the DW velocities are always negative, i.e., along the
electrons flow. If Q = −1 the direction of the DW motion does not change as it only
depends on the sign of the current.

Spin Hall effect

Following the same strategy, it is possible to add the Slonczewski-like STT. In the context
of DW motion in ultrathin films, the Slonczewski-like STT is typically due to the spin
Hall (SH) effect, as described in Section (3.6). Hence, it is convenient to add directly the
SH contribution (note that the difference is simply in the pre-factor). The LLG equation
in spherical coordinates, augmented with the SH term, reads like

θ̇ + α sin θφ̇ = − γ0
µ0Ms sin θ

δE
δφ
− cJHM

x cos θ sin θ sinφ , (3.113)

αθ̇ − sin θφ̇ = − γ0
µ0Ms

δE
δθ
− cJHM

x cosφ , (3.114)

where we have considered that the spin-current polarization is σ = ûy, as in the SH case.
JHM
x indicates the current density in the heavy metal under layer, which is responsible

for the perpendicular spin-current (see Section 3.6). The pre-factor c is given by

c = |g|2
µBθSH
Ms|e|d

. (3.115)
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Also in this case, by following the same procedure and integrating along the x direction
we obtain(

Qϕ̇+ α
q̇

∆

)
= γ0QHz + ξ

uJx
∆ +Q

π

2 cJ
HM
x cosϕ , (3.116)(

Q
q̇

∆ − αϕ̇
)

= γ0
2K
µ0Ms

sinϕ cosϕ− π

2
QD

µ0Ms∆
sinϕ− π

2 (Hy cosϕ−Hx sinϕ)

+Q u

∆ , (3.117)

or, equivalently

q̇ = ∆γ0
1 + α2

[
αQHz +QHK

sin 2ϕ
2 − π

2HDMI sinϕ−Qπ2 (Hy cosϕ−Hx sinϕ)
]

+ 1
1 + α2 bJx(1 + ξα)− α

1 + α2Q∆π

2 cJ
HM
x cosϕ , (3.118)

ϕ̇ = γ0
1 + α2

[
Hz − α

(
HK

sin 2ϕ
2 −Qπ2HDMI sinϕ− π

2 (Hy cosϕ−Hx sinϕ)
)]

+ Q

1 + α2
bJx
∆ (α− ξ)− 1

1 + α2
π

2 cJ
HM
x cosϕ . (3.119)

The DW dynamics, as predicted by Eq. (3.118) and (3.119) is plotted in Fig. 3.25 (c)-(d)
for Q = 1. Note that, the SH torque has no effect if ϕ = nπ/2, since the DW is already
aligned with the spin-polarization. Hence, the DW needs to be a Néel DW in order to be
efficiently displaced by the SH effect. Depending on the current density, the DW reaches
a new equilibrium state where the DW internal angle and velocity are given by

ϕ∗ = arctan
(
Q

α

HSH
HDMI

)
vDW = −γ0

π

2HDMI sinϕ∗ , (3.120)

where HSH = cJHM
x /γ0. As the equilibrium angle approaches π/2, the efficiency of the

SH torque is reduced. Eventually, the DW approaches a limiting velocity vd, which only
depends on the DMI field [33], namely

vd = −γ0∆π

2HDMI . (3.121)

Note that the velocity is positive (opposite to the electrons flow). In general, the sign of
the velocity depends on the SH angle and the DMI.

Recent experiments [42, 65] suggested the presence of an additional field-like (FL)
torque, generated by the SH effect or Rashba effect [66, 40] at the interface. This effect
can be included phenomenologically into the LLG equation by an additional in-plane field
along the y direction [67]. In fact, the torque that must be added to the LLG equation is
τFL = −γ0m×HFL (as an additional external field), where HFL = H0

FLσ̂ [66, 42, 67].
H0
FL and σ̂ are given by

H0
FL = αRP

µ0µBMs
, σ̂ = ûz × Ĵc , (3.122)
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where αR quantifies the strength of the Rashba spin-orbit coupling [66, 67] and Ĵc is the
direction of the charge current. In our case, being Ĵc = ûx, σ̂ = ûy. Therefore the FL
torque can be included into the CC model equations by simply substituting [67]

Hy = αRP

µ0µBMs
. (3.123)

The results of this section have been calculated using the material parameters sum-
marized in Table 3.1. The thickness of the sample is 0.8nm.

A (J/m) Ms (A/m) Ku (J/m3) K (J/m3) α D (J/m2) θSH

17× 10−12 1.03× 106 1.3× 106 2.3× 105 0.2 0.5× 10−3 0.1

Table 3.1: Material parameters used in the CC model.

● ● ● ● ● ● ● ●

●
●

●
●

●
●

●
●

●
●

●
●

○
○

○
○

○
○

○
○

○
○

○
○

○
○

○
○

○
○

○
○

□
□
□
□
□
□
□
□
□ □ □ □ □ □ □ □ □ □ □ □

● ξ=0
○ ξ=α

□ ξ=2α

-400

-300

-200

-100

0

100

D
W
ve
lo
ci
ty

(m
/s
)

● ● ● ● ● ● ● ●

●
● ● ● ● ● ● ● ● ● ● ●

○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○ ○□ □ □ □ □ □ □ □
□
□ □ □ □ □ □ □ □ □ □ □

0 50 100 150 200

-400

-200

0

200

400

Current density J ⨯ 1011 (A/m2)

Δ
φ
/(
π
/2
)

Jc

50

100

150

D
W
ve
lo
ci
ty

(m
/s
)

vd

0 20 40 60 80 100

0

20

40

60

80

100

Current density JxHM ⨯ 1011 (A/m2)

Δ
φ
(d
eg
)

φ = 0

φ = π/2

(a)

(b)

(c)

(d)

Figure 3.25: DW velocity (a) and internal angle (b) as function of current
density for different non-adiabatic parameters, as predicted by Eq. (3.111) and
(3.112). DW velocity (c) and internal angle (d) as function of current density
(in the heavy metal), as predicted by Eq. (3.118) and (3.119). All data are for
an up-down domain configuration (Q = 1).

To summarize, in this section we have analysed the DW dynamics by means of the CC
model. We saw that DWs can be moved by external magnetic fields and by spin-currents.
It is important to remember that the accuracy of the CC model, is intrinsically related
to the DW profile (3.75). In real systems, the presence of disorder can lead to more
complex DW structures which cannot be described by Eq. (3.75). The CC model can
give significant insights about the average behaviour of the DW but full micromagnetic
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simulations remain essential to explore the global DW dynamics, without assuming a
predetermined solution.



Chapter 4

Numerical aspects

This chapter presents the implementation of the micromagnetic code, used
to solve numerically the Landau-Lifshitz-Gilbert and Landau-Lifshitz-Bloch
equations. We will describe the implementation of the different torques and
we will present conventional numerical methods used to solve differential
equations. The code is designed to run on graphics processing units, which
allow faster computations. Finally, the code will be tested against standard
micromagnetic problems and compared to existing codes.

4.1 Micromagnetic code

Both the Landau-Lifshitz-Gilbert (LLG) and Landau-Lifshitz-Bloch (LLB) equations are
non-linear and non-local (due to the long-range demagnetizing field) differential equa-
tions. Hence, an analytical solution is often impossible to achieve and one needs to solve
the LLG and LLB numerically. In this chapter we present the numerical implementation
of the LLB equation but the same approach is used for the LLG. Differences between
the two implementations will be described when present.

The first step is the spacial discretization. Numerically, we cannot deal with a con-
tinuous function but we need to have a discrete set of elements. Hence, the continuous
function m(r) is transformed into an array m = {m1,m2, ...,mN} by sample discretiza-
tion. Each element corresponds to a certain spatial coordinate and N is the total number
of elements. Numerical approaches can be classified into two main categories: finite-
difference methods, where the system is discretized into a mesh of rectangular cells,
or finite-element methods, where the system is discretized with elements of arbitrary
shapes. Finite-difference methods have the advantages of easy-implementation and, in
this case, an efficient evaluation of the demagnetizing field (see FFT method in Sec-
tion 4.1). The main disadvantage is that a finite-difference meshing is not very accurate
in the presence of curved surfaces, which can be better reproduced by a finite-element
meshing. Our code uses a finite-difference approach. The discretization is shown in
Fig. 4.1. For convenience, the array is organized in a 3-dimensional array with indexes
{i, j, k}, which reflect the spacial coordinates {x, y, z}. Within this approach the total

71
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number of elements N is given by N = Nx × Ny × Nz, where Nx,y,z represents the
number of cells along each direction. Nx,y,z are given by Nx,y,z = Lx,y,z/∆x,y,z, where
Lx,y,z is the sample dimension along a certain direction and ∆x,y,z is the corresponding
cell dimension. Nx,y,z must be integer numbers, meaning that the cell size must be a
sub-multiple of the sample size.

µi →m(r)→mi

Figure 4.1: Finite-difference discretization scheme.

Furthermore, care needs to be taken in choosing the cell size in order to describe the
magnetization dynamics with the required accuracy. In fact, the magnetization of each
cell is described by a single vector and it represents an average value. Thus, we want the
magnetization of the single cell to be uniform in order to not lose relevant information.
A natural choice is the exchange length which describes the spacial length-scale at which
the magnetization changes, as commented in Section 3.4. Thus the cell size has to satisfy
the following condition:

∆x,y,z ≤ Min{lex, lw} , (4.1)

where we recall that

lex =
√

2A
µ0Ms

, lw =
√

A

Ku
, (4.2)

or, in systems where shape and magneto-crystalline anisotropy are comparable

lex =
√
A

K0
. (4.3)

Below the exchange length the magnetization is uniform as we need.
Note that also the effective field is a function of space (since it is a function of the

magnetization) and, therefore, it must be also discretized. This holds also for the STT
contributions which are eventually added to the LLB and LLG equations.
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Solvers

After discretization, the LLB equation (3.56) is transformed into a set of N differential
equations. Namely

dmi

dt
= −γ0(mi ×Heff

i )− γ0
α⊥
m2
i

(mi × (mi ×Heff
i )) + γ0

α‖

m2
i

(mi ·Heff
i )mi , (4.4)

(4.5)

where i = 1, ..., N . Here, for simplicity, we labelled the array elements with the sole index
i. However, we recall that they are labelled with three indexes {i, j, k} which reflect the
spacial coordinates {x, y, z}, as shown in Fig. 4.1. The full notation will be used when
necessary. There are different methods to solve numerically differential equations. Our
code includes the Heun’s method and the Runge-Kutta 4th order method. The Heun’s
method is less accurate and requires a smaller time-step. However it has advantages
when dealing with the stochastic LLB since it converges to the correct stochastic in-
terpretation (see Appendix A). Numerical methods for stochastic differential equations
(SDE) can converge to the Ito interpretation, to the Stratonovich interpretation or to
none of them [47]. In general the convergence is weaker than the corresponding de-
terministic equation. The properties of the thermal noise were calculated by using the
Stratonovich interpretation, both in the LLB and the LLG equations. Thus we want a
numerical method that converges to this solutions. For the LLG equation both meth-
ods are good [47], but with the LLB equation only the Heun method gives the correct
solution [59]. In the following, we shall describe the two methods in more details.

Heun’s method - Consider a differential equation of the form

dy
dt

= f(t,y) , y(0) = y0 , (4.6)

where the second equation represents the initial condition. According to Heun’s method,
the value of the function y at the instant t+ ∆t, can be calculated as

y(t+ ∆t) = y(t) + ∆t
2 [f(t,y(t)) + f(t+ ∆t, ỹ(t+ ∆t)] , (4.7)

where

ỹ(t+ ∆t) = y(t) + ∆tf(t,y(t)) . (4.8)

∆t is the time-step which represents an important parameter in numerical simulations.
It is related to the time-scales described in Section 3.4.2 and, in particular, it needs to
be smaller than the typical time-scales of the magnetization dynamics. However, a very
small time-step would significantly slow down the simulations. On the contrary, a large
time-step would allow fast simulations but it would give rise to a large error, which leads
to divergences and numerical instabilities. In fact, numerical methods always entails a
certain error in the solution, which depends on the time-step and the integration method.
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There are two kind of errors in numerical simulations: a local error, which is the error of
each iteration, and a global error, which is the cumulative error after a certain number
of iterations. Clearly, the two errors are correlated. We want the global error to remain
constant, otherwise, the solution will diverge after a certain number of steps. A simple
empirical test is to test the solutions for different time-steps, checking that the result is
independent on the time-step. This test ensures that the solution does not diverge, at
least during the time-window of the simulation. In general, we want the largest possible
time-step which ensures the numerical stability of the solution.

Runge-Kutta 4th order method- The Runge-Kutta 4th order method allows to calcu-
late the solution of the differential Eq. (4.6) as

y(t+ ∆t) = y(t) + ∆t
6 (k1 + 2k2 + 2k3 + k4) , (4.9)

where

k1 = f(t,y) , (4.10)

k2 = f

(
t+ ∆t

2 ,y(t) + ∆t
2 k1

)
, (4.11)

k3 = f

(
t+ ∆t

2 ,y(t) + ∆t
2 k2

)
, (4.12)

k4 = f (t+ ∆t,y(t) + ∆tk3) . (4.13)

For the LLB equation

y → mi , (4.14)

f(t,y) → −γ0(mi ×Heff
i )− γ0

α⊥
m2
i

(mi × (mi ×Heff
i )) + γ0

α‖

m2
i

(mi ·Heff
i )mi .

(4.15)

The numerical methods that we have described are applied to each magnetization vector
mi. The code is written in C++ and CUDA. This latter is used to run the code on
NVIDIA graphics processing units (GPUs).

Parallel programming

In sequential codes, operations on arrays such as m = {m1, ...,mN} would imply the
use of for loops. The N differential equations, one for each element mi, would be solved
sequentially one after the other. The same holds for the micromagnetic fields: each
field Hi, affecting the magnetization mi, would be calculated sequentially, one after the
other. A typical function of the code would look like



75 4.1. Micromagnetic code

void function (m, ....){
for (int k=0;k<Nz;k++){

for(j=0;j<Ny;j++){
for(i=0;i>Nx;i++){

m(i,j,k)= .... ; }

}
}

}

The use of GPUs can increase the speed of micromagnetic simulations by paral-
lelizing the operations. The micromagnetic fields, Hi, and the differential equations
for each element, mi, are calculated simultaneously, i.e., in parallel. CUDA is a specific
programming language, which allows to perform operations on NVIDIA GPUs. GPUs,
in fact, have a large number of (less powerful) cores which can run simultaneously. Typ-
ically each pixel of the screen is assigned to a core. The code still runs on the computer
processing units, which allocate the memory on the GPU and calls kernels to perform
operation on the GPUs. A kernel is a function that run on the GPUs and it has the
form

__global__ void function (m, ...){
int idx;
idx= blockIdx .x* blockDim .x+ threadIdx .x;

m[idx ]= ....

}

The suffix global means a function that is called by the host (the CPU) and it runs
on the GPU. The for loops have disappeared. In their place there is the new index
idx. Each element mi and Hi is associated with a specific thread, which has index idx.
Threads are organized in Blocks and they are lunched simultaneously, avoiding the need
of for loops. A kernel is called from the host in the following way:

function <<<dimGrid , dimBlock >>>(m, ... )

where dimBlock specifies the dimension of a single Block, i.e., how many threads (ele-
ments) can be hosted, and dimGrid specifies the numbers of Blocks, which are organized
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in grid. More details about parallel programming can be found in Ref. [68]. The struc-
ture of the code is depicted in Fig. 4.2. In the following, we shall see how to implement
numerically the different contribution to the effective field.

•  Define variables 
(m, H, …)

•  Allocate Memory

Initialize 
variables (m,T, J)

While t < tsim

Calculate effective 
field and torques

Calculate m(t+Δt)

GPU	

GPU	

GPU	

Export Data

•  Free memory
•  Exit Program

CPU	

CPU	

CPU	

Sequen+al	

Parallel	

Figure 4.2: Code structure.
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Exchange, DMI and STT

The exchange field in the LLB equation is given by

Hex = 2A(T )
µ0m2

e(T )Ms
∇2m . (4.16)

Numerically, it can be calculated as

Hex
i,j,k = 2A0

µ0Ms

∑
l,m,n

ml,m,n −mi,j,k

∆2
l,m,n

, (4.17)

where the sum is over the nearest neighbours and ∆l is the cell dimension along the
l direction. Furthermore, we have used the fact that, in mean-field approximation,
A(T ) = A0m

2
e. With a different approximation, the exchange field presents an additional

term proportional ∇A · ∇m. The DMI and STT contributions involve ∂im, where
i = x, y, z. Numerically, they can calculated as

∂xmi,j,k = mi+1,j,k −mi−1,j,k
2∆x , (4.18)

∂ymi,j,k = mi,j+1,k −mi,j−1,k
2∆y , (4.19)

∂zmi,j,k = mi,j,k+1 −mi,j,k−1
2∆z . (4.20)

By substituting the derivatives with their numerical counterparts in Eq. (3.62) and
Eq. (3.48) we evaluate the STT and DMI contributions. An example of the original
code, used to calculate the exchange field is shown in Appendix D.

Anisotropy, Internal exchange and external fields

The anisotropy, internal exchange and external fields are local, i.e, they do no involve
interactions with other spins of the system. Thus, their evaluation is straightforward.
The internal exchange field is given by

Hint
i = 1

2χ‖(Ti)
(1− m2

i

m2
e(Ti)

)mi . (4.21)

The uniaxial anisotropy is calculated as

Han
i = 2Ku(Ti)

µ0Msme(Ti)
(ûk ·mi)ûk , (4.22)

where ûk is the uniaxial anisotropy direction. The applied field in each cell is simply
Ha
i .
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Demagnetizing field

The demagnetizing field is the most expensive field in terms of computational costs.
This is because it involves the interaction of the single magnetization vector with all the
others and with itself. The demagnetizing field can be calculated as

HM (r) = − 1
4π

∫
V
∇ ·M(r′) r− r′

|r− r′|3d
3r′ + 1

4π

∫
S

n ·M(r′) r− r′

|r− r′|3dΣ′ , (4.23)

which come from the gradient of Eq. (3.14). By discretizing the sample as described in
the previous sections, Eq. (4.23) become

HM (ri) = − 1
4π
∑
j

∫
Vj

∇ ·M(r′j)
ri − rj

′

|ri − r′j|3
d3r′j + 1

4π
∑
j

∫
Sj

n ·M(r′j)
ri − rj

′

|ri − r′j|3
dΣ′j ,

= 1
4π
∑
j

∫
Sj

n ·M(r′j)
ri − rj

′

|ri − r′j|3
dΣ′j , (4.24)

since the magnetization is assumed constant inside each micromagnetic cell and, there-
fore, the first term vanishes. M(rj) corresponds to the magnetization of cell j and,
consistently with the formalism that we have introduced in this chapter, it can be writ-
ten in a compact form as M(rj) = Mj . Analogously, HM (ri) = HM

i . Eq. (4.24) can be
written as

HM
i =

∑
j

Ni−jMj , (4.25)

where Ni−j is 3×3 tensor, known as demagnetizing tensor, that depends only on the
cell dimensions and the distance between the other cells. Explicitly,

Nj =

 Nxx,j Nxy,j Nxz,j

Nyx,j Nyy,j Nyz,j

Nzx,j Nzy,j Nzz,j

 . (4.26)

From the reciprocity theorem it follows that Nj must be symmetric and, therefore, it
has only 6 independent components [69]. These coefficients are calculated analytically as
described in Ref. [70, 69]. The direct evaluation of the demagnetizing field by Eq. (4.25)
would require an operation count of O(N2), where N is the number of cells. Nevertheless,
the number of operations can be reduced by using the fast Fourier transform (FFT). In
fact, by Fourier transforming Eq. (4.25) we obtain

H̃M
k = ÑkM̃k , (4.27)

where the sum vanishes due to the properties of the FFT when applied to a convolution
of functions as Eq. (4.25). In this way, the number of operations can be reduce to
O(N logN), which is the operations needed for the FFT. Furthermore, the FFT method
requires a padding of the magnetization [69], i.e, we need to add a number of zeros in
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each direction of the magnetization vector, equal to the size of the magnetization vector
in that direction. The coefficients Nj and Ñk depend only on the geometry and they
can be calculates only once in the code. The final demagnetizing field is obtained by
finally transforming back H̃M

k . An example of the original code, used to calculate the
demagnetizing field is shown in Appendix D.

Boundary conditions

The terms that involve ∂im, require a specification of the boundary conditions, since they
need the value of the magnetization vector outside of the boundary. In a system without
DMI, the boundary conditions (3.28) can be implemented by setting the magnetization
outside of the boundary equal to the magnetization at the boundary. For instance, along
the x direction

m(Nx + 1, j, k) = m(Nx, j, k) , m(0, j, k) = m(1, j, k) , (4.28)
where the elements m(Nx+1, j, k) and m(0, j, k) are outside of the grid. In the presence
of DMI, the boundary condition are transformed according to Eq. (3.50).

4.2 Code verification

The code has been tested against standard micromagnetic problems, proposed in Ref. [71].
In this section, we describe the Standard Problems 4 and 5 and we show the solution
computed with our code. The solution is compared with the results obtained with Mu-
Max [8] and OOMMF [72], common and well tested micromagnetic code. The test is
performed with the LLB at T = 0, which is equal to LLG in this limit.

Standard Problem 4

The standard problem 4 consist of a field driven magnetization switching. The ini-
tial magnetization state, depicted in Fig. 4.3, is switched by applying an external field
µ0H = (−24.6, 4.3, 0) mT. The sample dimension are L = 500nm, d = 125nm and
thickness t = 3nm. The following material parameters are considered

A 13× 10−12 J/m

Ms 8× 105 A/m

α 0.02

Table 4.1: Standard Problem 4 material parameters.

The system is discretized in cells of ∆x = ∆y = 5 nm and ∆z = 3 nm. The time-step
is set to ∆t = 100fs. The average magnetization components, 〈mx〉, 〈my〉 and 〈mz〉, as
function of time, are shown in Fig. 4.4 (a), (b) and (c) respectively. The calculations
performed with our code, labelled as code, present a very good agreement with the results
of OOMMF and MuMax.

http://www.ctcms.nist.gov/~rdm/mumag.org.html
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𝑑𝑑

𝐿𝐿

Figure 4.3: Standard Problem 4 initial State. Color scale as in Fig. 3.1.

Standard Problem 5

The standard problem 5 is meant for checking the correct implementation of the (Zhang-
Li) STT. The initial state is a magnetic vortex , shown in Fig. 4.5, which is excited by the
application of current. The system dimension are L = 100nm and thickness t = 10nm.
The system is discretized in cell of dimensions ∆x = ∆y = ∆z = 5 nm. The same
material parameters as in standard problem 4 are considered. The polarization of the
current is set to P = 0.4.
The vortex core, whose coordinate are proportional to the components 〈mx〉 and 〈my〉,
moves in almost circular orbits before reaching a new equilibrium position. The orbits
depend on the amplitude of the current, included in the pre-factor u, and the non-
adiabatic parameter ξ. The standard problem 5 requires the evaluation of the vortex
orbits for the following combination of u and ξ:

u=53.35 m/s ξ = 0
u=53.17 m/s ξ = 0.05
u=53.0 m/s ξ = 0.1
u=50.0m/s ξ = 0.5

Table 4.2: Standard Problem 5 STT parameters.

The different trajectories are shown and compared to MuMax in Fig. 4.6. Also in this
case, the agreement is very good.

http://www.ctcms.nist.gov/~rdm/mumag.org.html
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Figure 4.4: Average magnetization (a) 〈mx〉, (b) 〈my〉 and (c) 〈mz〉 as
function of time.
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𝐿𝐿

Figure 4.5: Standard Problem 5. Initial State. Color scale as in Fig. 3.1.
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Figure 4.6: Vortex core trajectories, {−〈my〉, 〈mx〉}, for different combina-
tions of u and ξ as indicated in the label and in Table 4.2
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Thermal noise test

The implementation of the thermal noise is tested as described in Ref. [59], where the
stochastic LLB was introduced. As commented in Section 3.8, the amplitude of the
stochastic fields is set by imposing that the probability distribution of the magnetiza-
tion follows the Maxwell-Boltzmann (MB) distribution. In the micromagnetic code, we
introduce the thermal fields H⊥,‖th given by

H⊥th,i = ηi

√
2(α⊥ − α‖)kBT
γ0µ0Msα2

⊥∆V∆t , H‖th,i = ωi

√
2γ0α‖kBT

µ0Ms∆V∆t , (4.29)

where ηi and ωi (i = 1, .., N) are Gaussian distributed random vectors with zero mean
and unitary standard deviation. The random vectors must be re-generated at each time
step and they ensure they white noise feature of the thermal fluctuations. ∆V is the
volume of the computational cell and ∆t is the time-step. The amplitude of the fields
is calculated from the stastistical properties described in Section 3.8.3. Similarly, the
thermal field Hth of the LLG equation is

Hth,i = ηi

√
2αkBT

γ0µ0Ms∆V∆t . (4.30)

The system consider in Ref. [59] is a single cell subject to thermal agitation. If the
implementation is correct, the orientation of the magnetization vector has to follow the
MB distribution

P0(m) = f0 exp [−F (m)/kBT ] , (4.31)

where f0 is a normalizing constant. In the absence of anisotropies and external field, the
free energy F is given by [53, 59]

F

MsV
= 1

8ξ‖(T )

(
m2 −m2

e

m2
e

)
, (4.32)

where V indicates the volume of the computational cell. This energy corresponds to
the energy of the internal exchange field of the LLB equation [53]. As in Ref. [59], we
calculate the magnetization modulus |m| each ∆t = 1ps, for a total simulation time
of t = 10 ns. The probability of finding the system with a certain |m| should follow
the distribution P (|m|) = c|m|P0(m), where c is a normalizing constant. Contrary to
Ref. [59], we use the same parameter as in the previous standard problems since they
corresponds to the typical systems studied in this thesis. The Curie temperature is set
to TC = 850 K. The Probability Density Function (PDF) obtained for |m| is shown in
Fig. 4.7 for different temperatures, together with the distribution P (|m|). The results
follow the correct distribution as expected.
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Figure 4.7: Probability Density Function (PDF) of the magnetization modulus
|m| for different temperatures.

4.3 Heat equation

An additional feature of our micromagnetic code is the possibility to solve simultaneously
the LLB/LLG equation together with the heat equation, which describes the temperature
evolution of the sample. The heat equation is given by [73]

∂Ti
∂t

= k

ρC
∇Ti + Qi

ρC
, (4.33)

where k is the thermal conductivity, ρ is the density and C is the specific heat capacity
of the sample. Q is a heating term which can be Joule heating or laser heating. Also the
heat equation is solved for each cell. Within the LLG approach the temperature and the
magnetization are coupled through the thermal noise, while within the LLB approach
they are additionally coupled through the temperature dependence of the micromagnetic
parameters. An important contribution to the temperature evolution is given by the
substrate, which absorbs the heat of the sample. This is implemented effectively into
the heat equation by adding the following term [74]

−T − Tsub
τ

, (4.34)
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where Tsub represents the substrate temperature and τ the rate at which the heat is
absorbed. This implementation is tested again COMSOL simulations [75] and it shows
a good agreement as depicted in Fig. 4.8. The results depicted in Fig. 4.8 correspond
to the temperature evolution of a Py strip, which will be further analysed in Chapter 7.
Fig. 4.8(a) depicts the temperature evolution of the strip as a consequence of a current
pulse of tp = 4ns and J = 3× 1012 A/m2, while Fig. 4.8(b) represents the temperature
profile along the strip at t = 4ns. The central increase is due to the presence of a notch
as will be further detailed in Chapter 7.
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(c)Figure 4.8: (a) Temperature evolution of a Py strip as a consequence of a
current pulse of t = 4ns and J = 3 × 1012 A/m2. (b) Temperature profile
along the strip at t = 4ns. The central increase is due to the presence of a
notch.



Part II

Influence of Joule heating and
temperature gradients on domain

wall dynamics

86



Chapter 5

Introduction

Magnetic domain walls (DWs) can be efficiently displaced by spin-polarized currents
thanks to the so-called spin transfer torque (STT). Due to the exchange interaction
between the conduction electrons and the local magnetization, an electrical current,
flowing through a ferromagnet, gets spin-polarized and, at the same time, affects the
local magnetization. This mechanism has attracted a considerable attention due to
its potential for the realization of new logic [3] and memory devices [2]. In particular
the current-induced DW motion on Py nanostrip has been extensively studied during
the last decade. Several experiments showed that electrical currents can displace DWs
along the direction of the electron flow [76, 77, 78] and/or assist the field-driven DW
depinning from patterned constrictions [79]. An extended review about current-induced
DW dynamics can be consulted in Ref. [80]. These observations are usually interpreted
in terms of the adiabatic and non-adiabatic STTs that a spin polarized current exerts
on non-uniform magnetic patterns.

However, it is well known that, apart from the STTs, an electric current also gen-
erates heating as due to the Joule effect and several works indicated that its effect can
be significant [81, 82]. This is particularly relevant in systems with notches or curved
geometries, where non-uniform current densities can generate additional thermal gra-
dients along the sample, which are hardly detectable in experiments. Hence, on the
one hand, it is important to evaluate the effect of Joule heating in order to properly
evaluate the STT contribution. On the other hand, one might wonder if it is possible to
use Joule heating to efficiently control magnetic DWs. Indeed, heat is already used to
help the magnetization switching in heat assisted magnetic recording (HAMR) devices,
where the sample is heated in order to reduce the energy barrier between two magnetic
states. Furthermore, recent experiments have shown that laser pulses alone can promote
ultra-fast switching of the magnetization in several systems [83, 84, 52]. Despite an
ongoing debate regarding the mechanisms responsible for this effect, heat was shown to
be an essential ingredient in these processes [85, 86]. All these observation led to the
emergence of a new branch of research known as spin-caloritronics, which aims to study
the interplay between charge, spin and heat.

In the context of the DW motion, recent theoretical predictions [87, 88, 54, 89] and

87



Chapter 5. Introduction 88

few experiments [90, 91, 92] have indicated that thermal gradients can actually drive
DWs. From a technological point of view, DW motion by thermal gradient is inter-
esting for several reasons. Firstly, thermally induced motion can be excited in several
systems (ferromagnets, ferrimagnets, antiferromagnets, insulators or conductors). Sec-
ondly, DW motion by thermal currents has very small dissipation since thermally excited
spin-current are carried by magnons, which do not involve any electrons displacement.
Additionally, this effect could represent an efficient way to recycle the heat generated
in electronic circuits. From a theoretical point of view it is known that the thermally
induced DW motion is due to at least two effects: (1) the so-called entropic torque which
drives the DW towards the hotter region of the sample due to minimization (maximiza-
tion) of its free energy (entropy), and (2) the magnonic STT which drives the DW
towards the hot or the cold region depending on the interaction between the DW and
the thermally excited magnons. However, the interplay between entropic torque and
magnonic STT is still under debate and theoretical efforts are limited to ideal cases with
linear thermal gradients.

Here, we firstly evaluate the effect of Joule heating on current-induced DW dynamics
by means of a novel micromagnetic framework, which allows to solve the heat transport
and the magnetization dynamics simultaneously.

In Chapter 6 we analyse the effect of Joule heating on DW dynamics in curved
Py nanostrips, as experimentally investigated in Ref. [91]. We show that, depending
on the patterning methods, thermal gradients can arise during the current pulse and
they can significantly affect the DW dynamics, consistently with the experimental ob-
servations [91]. In this study the heat Eq. (4.33) is coupled to the conventional LLG
Eq. (3.33). This chapter is adapted from Ref. [5].

In Chapter 7 we analyse the effect of Joule heating on current-induced DW depin-
ning. The system is chosen to reproduce the experimental setup described in Ref. [78],
where a significant increase of the strip temperature was observed. In this case, the
heat Eq. (4.33) is coupled to the LLB equation, which allows to describe the mag-
netization dynamics even close to the Curie temperature. We show that, due to the
notch, non-uniform Joule heating can lead to a local destruction of the ferromagnetic
order, which eventually helps the depinning. Furthermore, symmetric phase diagrams
(pinning-depinning) with respect to the current-polarity, as the ones observed in the
experiment [78], can be obtained only by including the Joule heating contribution. This
chapter is adapted from Ref. [6].

Finally, in Chapter 8, we analyse the DW motion by localized temperature gradients
as the ones generated by non-uniform Joule heating or by laser pulses. The different
contributions to thermally induced DW motion (entropic torque and magnonic STT) are
isolated and compared. A third driving force, due to a thermally induced dipolar field,
is found and described. Thermally induced DW motion is finally analysed in realistic
strips by introducing edge roughness. We show that entropic torque dominates over the
magnonic STT, which would drive the DW towards the cold region due to the prevalence
of low frequency magnons. This chapter is adapted from Ref. [7].

As commented, the results presented in this part are adapted from Ref. [5, 6, 7] by
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the author. For this reason Chapter 6, 7 and 8 are self-consistent and they can be read
separately. For the same reason, several concepts are repeated among these chapters,
especially in the introductory parts and when describing the simulation methods and
the equations.



Chapter 6

Domain wall dynamics along
curved strips under current
pulses: the influence of Joule
heating

The current-induced domain wall dynamics along curved ferromagnetic strips
is studied by coupling the magnetization dynamics to the heat transport.
Permalloy strips with uniform and non-uniform cross section are evaluated
taking into account the influence of the electrical contacts used to inject the
current pulses and the substrate on top of which the ferromagnetic strip
is sited. Micromagnetic simulations indicate that the geometry and the
non-ferromagnetic materials in the system play a significant role in current-
induced domain wall dynamics. Due to the natural pinning, domain walls
are hardly affected by the spin-transfer torques when placed in uniform cross
section strips under current pulses with reduced magnitude. On the con-
trary, the current-induced domain wall displacement is significantly different
in strips with non-uniform cross section, where thermal gradients emerge
as due to the Joule heating. It is found that these thermal gradients can
assist or act against the pure spin-transfer torques, in agreement with recent
experimental observations.1

6.1 Introduction

Since the theoretical prediction by Berger [19] and Slonzewski [20], and due to its poten-
tial for the development of logic and recording devices [2, 3], the study of the current-
induced domain wall motion (CIDWM) along ferromagnetic strips is a subject of intense

1Adapted from V.Raposo, S.Moretti, M.A. Hernandez and E. Martinez, Appl. Phys. Lett. 108, 042405
(2016)
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fundamental and technological interest. The current driven DW motion along Permalloy
(Py) ferromagnetic strips has been extensively analyzed during the last decade. Exper-
iments have evidenced that the injection of an electrical current through the strip can
drive domain walls (DWs) in the direction of the electron flow [76, 77, 78] and/or assist
the field-driven depinning from a patterned constriction [79]. DW transformations [93],
and even nucleation of multiple walls [81] have been also observed. An extended review,
including the most relevant literature of the topic, can be consulted in [80] and references
therein.

These observations are usually interpreted in terms of the adiabatic and non-adiabatic
spin-transfer torques (STTs) that a spin polarized current exerts on the spatially-dependent
magnetic texture of the DW [27, 28]. However, as indicated by the high disparity between
the material parameters governing the STTs as deduced from experiments of similar Py
samples [80], the underlying mechanisms are still not well understood. Up to now,
the micromagnetic simulations (µM) and the one-dimensional model (1DM) adopted
to explain the experimental measurements usually assume that the current density is
uniformly flowing through the strip [27, 28, 94]. This constitutes an oversimplification
when the strip cross section is non-uniform, and especially when the current is forced to
pass through constrictions.

Apart from the STTs, it is well known that an electric current also generates heat-
ing as due to the Joule effect. Although several works indicate that Joule heating is
significant [81, 82], its influence on the CIDWM have been theoretically studied only
qualitatively, by assuming that it results in an increase of the global temperature of the
sample [95]. These approaches neglect the multilayer structure underneath the Py strip
as well as the electrical contacts used to inject the current. However, the presence of
these non-ferromagnetic materials could promote the appearance of non-uniform tem-
perature patterns over the sample, which has been shown to play a significant role in
the heat transport as excited by the current injection [96, 91, 73, 82].

Indeed, recent observations by Torrejon et al. [91] indicate that both the contacts
and the substrate strongly influence the CIDWM. In their analysis [91], two vortex
DWs sited in a curved Ta/Py/Pt multilayer on top of a SiO2/Si substrate are displaced
differently under the same current pulses, and the probability of CIDWM was found
much higher when the STT drives the DW towards the center of the strip. These results
were explained in terms of a simple 1DM as due to an effective thermodynamics force [97],
which is proportional to the local thermal gradient arising from the heat transport over
the entire system. However, a full micromagnetic analysis is still missing.

Apart from the STTs and thermodynamics forces, it is also well know that vortex
DWs experience some inertia [98]. Under a current pulse, the vortex core is shifted
along the transversal direction, and once the current is switched off, the DW continues
propagating due to the gyrotropic vortex-core motion. The relaxation time of this DW
automotion is comparable to the cooling time of the strip, and therefore, it also influ-
ences the CIDWM observations due to the STTs and thermal gradients. Although the
adopted 1DM could provide a qualitative description of the vortex DW dynamics, full
µM simulations would be needed to provide a more realistic description.
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Moreover, in order to isolate the influence of the thermal gradients on the CIDWM,
inertia effects should be avoided, as otherwise they strongly mask the pure thermody-
namic phenomenon. Therefore, an investigation of the CIDWM under both STT and
heat transport in systems with negligible inertia is still lacking and very timely.

Here we report a micromagnetic study of the CIDWM taking into account the spatial
and temporal dependence of current pulses injected along curved Py strips. Both the
electrical contacts used to inject the current pulses and the vertical stack in which the
Py is sandwiched are considered to describe the current driven magnetization dynamics
coupled to the heat transport self-consistently. The considered samples, although have a
similar in-plane shape as the ones experimentally studied in Ref. [91], were intentionally
chosen here to have a different cross section which, instead of vortex configuration, favor
transverse DW configurations even after the current injection. Two different curved
samples are intended to depict uniform and non-uniform cross section, and consequently,
resulting in uniform and non-uniform current and temperature profiles.

Our results point out that all these heat flow effects, as linked to the ferromagnetic
strip geometry and its environment, play a significant role on the CIDWM, and therefore,
they need to be taken into account in order to provide a proper description of the
experimental observations.

6.2 Results and Discussion

Evaluated samples here were intentionally chosen to favour transverse DW configurations
with negligible inertia, and they are depicted in Fig. 6.1(a)-(b). Two Au contacts at the
ends of the lateral pads are used to inject current pulses along a 10nm-thick Py strip,
which is on top of a SiO2/Si substrate (see top inset in Fig. 6.1). This substrate is
an extended film where a 500nm-thick Si layer is isolated from the Py by means of a
40nm-thick SiO2/Si layer. The central part of the Py strip extends over 12 µm along
the x-axis.

Two different curved geometries are considered. The first one has uniform cross
section (UCS), with a fixed width of 300 nm between pads, and it was generated by
firstly drawing the rectangular 300nmx10nm cross section in contact with the left pad,
and after that, by extruding it along the x-axis following a sinusoidal shape, as shown in
Fig. 6.1(c). The second Py strip was generated by firstly drawing the wave-like curve for
the bottom edge of the strip, and then translating it over 300nm along the transversal
direction (y-axis), as shown in Fig. 6.1(d). Therefore, its transverse cross section is non-
uniform. In what follows, these two samples will be referred as uniform-cross section
(UCS) and non-uniform cross section (NUCS) respectively. The current is injected in
the Py strips from the Au contacts.

6.2.1 Electro-thermal characterization

Similarly to previous analysis [96, 91, 73, 82], the electro-thermal characterization of the
system was performed by using the commercial software COMSOL [75] including not
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Figure 6.1: Geometry generation of the samples with uniform cross section
(a) and non-uniform cross section (b). Geometry of the analyzed samples for
uniform cross section (left column) and non-uniform cross section strips (right
column). (c)-(d) Initial DW configurations at rest. (e)-(f) current distribution
J(r, t)/Jm normalized to the uniform cross section value (Jm = 2 TA/m2).
(g)-(h) Temperature profile T (r, t) under a current pulse of Jm = 2 TA/m2

at t = tp = 4 ns. The central inset between (a) and (b) shows the vertical
composition the stack.

only the Py strips, but also the Au contacts and SiO2/Si substrate. This tool allows
us to solve the Laplace Eq. for the electrostatic potential coupled to the heat Eq.
describing the induced heat transport. However, importing the COMSOL data during
the micromagnetic simulations would significantly slow down the simulation. Therefore,
we use a phenomenological term in order to take into account the substrate and we
solve the heat Eq. within the micromagnetic code. The validity of this approach is
tested against full COMSOL simulations. The electrical current density, on the other
hand, is calculated with COMSOL and imported only once into the micromagnetic
code. The normalized current density distribution J(r, t)/Jm, with Jm being the value
of current density where the strip cross section is 300nmx10nm, is shown in Fig. 6.1 (e)
and (f) for each sample respectively, which clearly indicate the uniform and non-uniform
distribution as due to the in-plane geometry.
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The current flows firstly through the wide pads with low density, and then it adapts to
the constrained curved shape of the Py strip being tangential to its edges as imposed by
the null conductivity of the surrounding media.

The local temperature T (r, t) is determined by solving the heat Eq.

∂T (r, t)
∂t

= k

ρC
∇2T (r, t) + J2(r, t)

σρC
− T (r, t)− Tref

τ
, (6.1)

where ρ is the density, C is the heat capacity, and k is the thermal conductivity of
each material forming the system. The first term on the rhs of Eq. (6.1) represents
the heat diffusion and it tries to homogenize the temperature over a short scale. The
second term describes the heat source as due to the Joule heating. The last term in
(6.1) is a phenomenological Newton-like term describing the heat flow between the Py
and its environment, which includes the surrounding air, the Au electrical contacts and
the SiO2/Si substrate. Tref is the reference temperature of the environment and τ the
characteristic time describing the rate at which the heat is transferred. It was confirmed
that using this phenomenological Newton-like term with Tref = 300K and τ = 1 ns, the
space and temporal evolution of the local temperature T (r, t) calculated by COMSOL
is accurately described by Eq. (6.1) for the Py strip. The thermal parameters of Py are:
ρPy = 8.7 × 103 Kg/m3, CPy = 0.43 J/(gK) and kPy = 46.4 W/(Km). As the SiO2/Si
substrate is a very good electrical isolator, the electrical conductivity (σ) is assumed
to be only different from zero in the Py: σPy = 4 × 106(Ωm)−1. The parameters
describing the thermal properties of the SiO/Si substrate are: ρSi = 2.329× 103 Kg/m3,
CSi = 0.7J/(gK) , and kSi = 130 W/(Km). The 40nm-thick SiO2 layer has a very low
thermal conductivity (kSiO = 4.2×10−2 W/(Km) ) and, as pointed by a recent study by
Ramos et al. [96], it is assumed to generate a thermal resistance [99, 96] between the Py
and the Si layers of TRSiO = 2.2× 10−8 m2K/W. Due to the high thermal conductivity
of the Au, these electrical contacts are considered as sinks for the heat, and therefore
their temperature is fixed to room temperature (TAu = 300 K).

Due to the non-uniform current density distribution J(r, t), and also determined by
the Au contacts and the SiO2/Si substrate, the temperature distribution T (r, t) during
and after the current pulse is space dependent over the Py strip. The temperature
profiles T (r, t) at the end of a current pulse of length tp = 4ns and Jm = 2 TA/m2 are
depicted in Fig. 6.1 (g)-(h) for both UCS and NUCS samples. As it is clearly shown,
the non-uniform density current J(r, t) generates non-uniform temperature profiles in the
strip with NUCS, which depicts hot and cold points, and consequently, thermal gradients
emerge along the strip (Fig. 6.1(h)). On the contrary, the temperature, although higher
than in the ferromagnetic pads, is almost uniform along the strip with uniform cross
section (Fig. 6.1(g)). In order to provide further details related to the time-dependent
profiles, the space and temporal evolution of the temperature over the Py strip is shown
in Fig. 6.2. COMSOL results are obtained by solving the heat Eq. (6.1) without the
Newton-like term but taking into account the full 3D system, which includes the Py
strip, the Au contacts and the SiO/Si substrate. The results computed from the heat
Eq. (6.1) are also included for comparison. The remarkable agreement between them
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certifies the validity of the adopted approach to study the current-induced DW dynamics
coupled to the heat transport.
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Figure 6.2: Temporal evolution of the temperature along the NUCS strip under
a current pulse with Jm = 2 TA/m2 and tp = 4 ns. (a) Sketch of the strip
and labels (A,B,C) of representative positions. (b) Temperature distribution
T (r, t) along the strip at t = 4ns. (c) T (r, t) as a function of time at three
representative positions along the strip (A, B, and C are marked in (a)). (d)
T (r, t) along the central line of the strip for different instants during and
after the current pulse. Full symbols corresponds to COMSOL predictions
computed by solving the Laplace Eq. and the heat Eq. with the full system,
which includes the Py strip, the Au contacts and the SiO2/Si substrate. Lines
were computed by solving the heat Eq. (6.1) for the Py strip. In this case, the
additional Newton-like term accounts for the presence of the Au contacts and
the substrate from phenomenological point of view.

6.2.2 Coupled magneto-heat dynamics

Having described the electric and thermal problems, our goal here is to evaluate the
influence of the uniform and non-uniform current J(r, t) and temperature T (r, t) profiles
on the CIDWM. To this end, the CIDWM is numerically studied here in a self-consistent
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manner by coupling the Landau-Lifshitz-Gilbert Eq. augmented by the STTs [79, 78] to
the heat flow. The LLG Eq. augmented by the STTs is [28, 94]

∂m
∂t

= − γ0
1 + α2 [m× (Heff + Hth)]− γ0α

1 + α2 {m× [m× (Heff + Hth)]}

+ u

1 + α2 (1 + ξα)m× (m× (J · ∇)m) + u

1 + α2 (ξ − α)m× (J · ∇)m ,

(6.2)

where γ0 is the gyromagnetic ratio, α is the Gilbert damping and m = m(r)/Ms is
the local magnetization normalized to the saturation magnetization Ms. The effective
field Heff includes the exchange and magnetostatic interactions [94]. The 3rd and 4th
terms are adiabatic and non-adiabatic STTs, with u = µBP/(|e|Ms(1 + ξ2)), where µB
is the Bohr magneton, e is the electric charge, P is the spin polarization factor and ξ is
the non-adiabatic parameter. J = J(r, t) is the current density current along the strip,
which was obtained from the preliminary electro-thermic characterization. Thermal
fluctuations are taken into account through a stochastic thermal field Hth, which has
white noise properties with the correlator [94, 46, 47]

〈Hth(r, t)iHth(r′, t′)j〉 = 2αkBT
γ0µ0MsV

δijδ(r− r′)δ(t− t′),

(6.3)

where kB is the Boltzmann constant, µ0 the vacuum permeability and V the volume of
the computational cell.

Therefore, the CIDWM is micromagnetically evaluated here by solving both (6.2)
and (6.1) in coupled manner by means of a 4th-order Runge-Kutta scheme with a time
step of ∆t = 0.5 ps, with J(r, t) as computed by COMSOL as the only external input.
Typical magnetic Py parameters were considered: Ms=8.6×105 A/m, exchange constant
A = 1.3× 10−11 J/m, α = 0.02, P = 0.4, ξ = 0.04. The Py strips were discretized using
a finite-differences scheme with cells of ∆x = ∆y = 5 nm in side, and thickness equal
to the one of the Py layer (∆z = 10 nm). Several preliminary tests were performed
to certify the numerical validity of the presented results for smaller cell sizes and time
steps.

Similarly to the experimental study [91], the initial magnetic configuration was ob-
tained by firstly saturating the magnetization along the transverse y-axis, and then
relaxing the magnetic state in the absence of excitation. The resulting state consists
of two transverse DWs as shown in Fig. 6.1(a) and (b). The head-to-head Left DW is
close to the top of the left bend, whereas the tail-to-tail one stays around the corre-
sponding bend at the right branch. Starting from these states, current pulses with fixed
length of tp = 4 ns are injected between the contacts. In order to preserve the local
temperature below the Curie temperature, the maximum current amplitude is varied up
to Jm = 3 TA/m2. As a reference test, we firstly studied the magnetization dynamics
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Uniform cross section (UCS) Non-Unifrom cross section (NUCS)
BLeft

dep (mT) -1.175 +0.925 -0.825 +1.2
BRight

dep (mT) +0.975 -1.1 +1.2 -0.825
JLeft

dep (TA/m2) -6.75 -7.25 -8.25 -5.25
JRight

dep (TA/m2) +6.75 +6.75 +5.25 +8.25

Table 6.1: Depinning fields and currents for right and left DWs.

in the absence of Joule heating, which is the conventional approach adopted to the de-
scribe CIDWM under STTs. In this case the temperature of the Py strip is uniform,
and therefore, only the Eq. (6.2) is solved. However, the explicit space dependence of
J(r, t), as given in Fig. 6.1 (e)-(f), is taken into account to evaluate the STTs. At T = 0
no net displacement was observed for any of the DWs even for Jm = 3 TA/m2. The
reason behind is the local pinning that each DW experiences as due to the unavoidable
edge roughness. At uniform room temperature (T = 300K), ten different stochastic re-
alizations were evaluated to obtain statistically meaningful results. Neither in this case,
were any of the two DWs significantly moved from their initial position along the UCS
and NUCS strips. Therefore, due to the local pinning, the current J(r, t) is not strong
enough to promote a significant displacement in the absence of thermal gradients.

Pinning potential

Before analysing the effect of Joule heating, it is important to study the pinning potential
of the two DWs, since a different pinning potential could influence their displacement
under the same driving force. In general, due to the curved geometry, and in particular
in the non-uniform cross section strip, the evaluation of the local pinning at the initial
location of each wall is not straightforward, as discussed hereafter. As the pinning is due
to geometric effects, the local depinning that each DW experiences at its initial position
was studied at zero temperature. This deterministic characterization of the local pinning
was firstly done by applying static longitudinal positive and negative fields, along the
x-axis. Note that the Left DW is a Head-to-Head DW whereas the Right DW is a Tail-
to-Tail DW. The Left (Right) DW is pushed towards the left by a negative (positive)
field. Due to the slightly different curvature radius at the initial DW locations, the
local depinning field is different for each DW for both uniform cross section (UCS) and
non-uniform cross section (NUCS) strips. The values of the depinning field to the left
(BLeft

dep ) and to the right (BRight
dep ) are given in Table 6.1 for each DW and for each UCS

and NUCS strips. For instance, in the case of the NUCS strip, negative longitudinal
field of -0.825mT is required to depinning both DWs towards the strip center, whereas
a positive field of 1.2mT is required to promote the DW depinning towards to the left
and right pads respectively. We have also computed the depinning currents ( JLeft

dep and
JRight

dep ), which are defined as the minimum static current needed to promote the DW
propagation to the left and to the right side respectively. Note that the STT pushes both
DW in the direction of the electron flow (J is positive when the electrons flow from left
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to right). The results are also collected in the table. This pinning characterization also
indicates the asymmetry of the local pinning potential for both UCS and NUCS samples
and Left and Right DWs. In the particular case of the NUCS, the Left DW is depinned
to the right with a minimum 5.25 TA/m2, whereas the right DW needs 8 TA/m2 to be
depinned in the same direction. Although the current in the NUCS strip is non-uniform,
these values indicate the asymmetry of the local pinning potential. Nonetheless, both
current densities would lead to a temperature increase well above the Curie temperature
and, in fact, they are both well above our threshold current Jm = 3TA/m2.

Influence of Joule heating

In order to describe the influence of Joule heating on the CIDWM under current pulses,
the analysis was performed by solving Eqs. (6.2)-(6.1), where not only the space distri-
bution of the current J(r, t), but also the resulting temperature distribution T (r, t) are
taken into account. Typical transients micromagnetic snapshots are shown in Fig. 6.3
for a current pulse with Jm = 3 TA/m2 and tp = 4 ns. For the UCS strip (Fig. 6.3(a))
none of the two DWs is significantly shifted for their initial position. However, when
the strip cross section is non-uniform (Fig. 6.3 (b)) the Left DW is noticeable displaced
(∆XL ≈ 700 nm) whereas the Right one is hardly affected (∆XR ≈ 50 nm).

(a) (b) 

m(r,t) 

t=0 

2ns 

4ns 

10ns 

Uniform cross section Non-uniform cross section 

Le#	DW	
Right	DW	

Le#	DW	
Right	DW	

ΔXL

Figure 6.3: Typical micromagnetic snapshots at different instants under a cur-
rent pulse with Jm = 3 TA/m2 and tp = 4ns for the uniform cross section (a),
and non-uniform cross section (b) strips. The space and temporal evolution of
the density current J(r, t) and the temperature T (r, t) are taken into account.

The total displacement of the DWs as a function of Jm is shown in Fig. 6.4 (a) and (b)
for both UCS and NUCS cases. Filled symbols correspond to the Joule heating study,
by considering both the space and temporal dependence of J(r, t) and T (r, t). Open
symbols correspond to the case where the space and temporal dependence of J(r, t)
is taken into account, but assuming that temperature remains uniform and equal to
T = 300 K (no Joule heating). In both cases, the displacements of the Left (∆XL) and
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the Right (∆XR) walls were averaged over 10 stochastic realizations after 10ns, which is
large enough to be sure that the DWs have stopped after the pulse (tp = 4 ns). Indeed,
the displacements were found quite similar to the ones achieved at the end of the pulse
(4ns), indicating the absence of significant inertia effects.

As it was already pointed out, the net DW displacement for the UCS case remains
below 100 nm for the maximum density current evaluated. On the other hand, when both
J(r, t) and T (r, t) are taken into account for the NUCS strip, the Left DW is remarkable
shifted from its initial position as compared to the Right DW, which remains very close
to its starting point.
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Figure 6.4: Total DW displacement ∆Xi as a function of density current
Jm for pulses with tp = 4ns along the uniform cross section UCS (a) and
along the non-uniform cross section NUCS (b) for both Left (∆XL) and Right
(∆XR) DWs. The result correspond to the mean values averaged over 10
stochastic realizations at 10ns. JH (Joule Heating) are results considering
both the current J(r, t) and the temperature T (r, t) distributions, whereas
T=300K-results were obtained by assuming that the temperature is uniform
over the sample.

As the critical depinning currents needed to depin both DWs are larger by a factor
of two than the maximum amplitude of the injected pulses, there may be an additional
ingredient supporting the larger displacement of the Left DW.

It has been theoretically suggested [54, 88] and experimentally confirmed [91, 90]
that a DW can be driven by thermal gradient, from low to high temperature regions
(∇T > 0), and this is precisely what our micromagnetic simulations are indicating.
Indeed, as the central part of the NUCS strip is hotter than the initial positions of the
walls, there is a thermal gradient supporting the current-induced motion of the Left DW
towards the center of the strip, and at the same time, acting against it on the Right
DW.
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One-dimensional model

In order to qualitatively confirm this interpretation, the CIDWM was also analysed in
the framework of the 1DM [18,20], which was extended here to study the dynamics of
the two DWs coupled to the heat transport by considering the non-uniformities of the
current pulse. In this 1DM, an effective thermal field, proportional to the local thermal
gradient along the strip [97], is assumed to generate a local driving force on the DWs,
Hi(x, t) ∝ ∇Ti(x, t). The temporal evolution of the DW position (XL(x, t) and XR(x, t))
and internal angle (φL(x, t) and φR(x, t)) of each DW are computed from the following
Eqs. [91]

∂Xi(x, t)
∂t

= ∆
1 + α2

[
γ0αHi(x, t)− γ0HK

sin 2φi
2 + (1 + ξα)µBP

eMs
J(x, t)

]
, (6.4)

∂φi(x, t)
∂t

= 1
1 + α2

[
γ0Hi(x, t) + αγ0HK

sin 2φi
2 + (ξ − α) µBP

eMs∆
J(x, t)

]
, (6.5)

where ∆ is the DW width, HK the shape anisotropy field and the index i : L,R
represents the Left and Right walls respectively. The field Hi(x, t) is the thermodynamic
field on the position of each wall pointing in the direction of the local thermal gradient
∇Ti(x, t) [91]

Hi(x, t) = σ0
2µ0Ms(TC − Tref )∇Ti(x, t) , (6.6)

where σ0 is the energy of the walls per surface unit, and TC the Curie temperature. The
local temperature needed to compute Hi(x, t) is obtained by solving the heat Eq. 6.1
by assuming that the current is flowing along the x-axis and it only depends on x
(J = J(x, t)ûx). Therefore, and for the sake of simplicity Eqs. (6.4) and (6.5) are
numerically solved as coupled to the heat Eq. (6.1) by considering a straight strip with
12 µm in length (Note that the total length of the curved strips is larger than this
value). All parameters in (6.4) - (6.5) are the same as in the full micromagnetic study,
and ∆ = 25 nm, σ0 = 0.05 J/m2 and HK = 139261 A/m were adopted to reproduce the
micromagnetic results of the DW at rest and the Walker breakdown (BW = 1.75 mT).
The normalized current density profile J(x, t)/Jm considered in this 1DM analysis is the
one computed by COMSOL by averaging over the strip width for the non-uniform cross
section sample. This profile is shown in Fig. 6.5(a) by open symbols, and it can be fitted
to the following analytical expression

J(x, t)
Jm

= A−B exp
[
−(x− x0L)2

L2

]
−B exp

[
−(x− x0R)2

L2

]
, (6.7)

with A = 2.14, B = 1.06, L = 4.77 µm, and x0L = −4 µm, x0R = +4 µm. From
this current profile J(x, t), the space and temporal evolution of the temperature T (x, t)
along the straight strip is computed by solving Eq. (6.1) with the same inputs as for
the full micromagnetic study described above and in the main text. The results for the
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local temperature at different instants of time along the strip under a current pulse with
Jm = 2 TA/m2 and tp = 4 ns are shown in Fig. 6.5(b). These profiles, which accurately
reproduce those obtained by COMSOL, clearly show the presence of the hot and cold
points corresponding to positions with high and low density currents, and consequently,
the appearance of thermal gradients along the strip. The temporal evolution of the
temperature at two representative points is depicted in Fig. 6.5(c), which is also in good
agreement with COMSOL and micromagnetic results described above. From t = 0,
the temperature increases exponentially and it saturates to a terminal value before the
current pulse is switched off at tp = 4 ns. After that, the temperature relaxes to the
room temperature with the same characteristic time τ = 1ns. Starting from the initial
positions XL(0) = −2.5 µm and XR(0) = +2.5 µm for the Left and the Right DWs
respectively, their displacement (∆Xi = Xi(10ns)−Xi(0)) are analyzed in framework of
the 1DM for the same current pulses as done in the full micromagnetic case. These 1DM
predictions are shown in Fig. 6.5(d), and they are in good qualitative agreement with the
full micromagnetic observations of Fig. 6.4(b). There is not quantitative agreement in the
displacements but this is expected as neither the local pinning nor the curved shape of the
strip are taken into account in the 1DM. Indeed, although the current profile is the one
obtained from the curved strip, the thermal gradients in this 1DM study are larger due
to the different length of the strip (12 µm for the 1DM description of the straight strip,
which is smaller than the real length of the curved strip). Nevertheless, the same trends
are clearly pointing out the main ingredients responsible for the observations. Indeed,
the left wall is moved over larger distances as compared to the right wall, which remains
close to its initial position for the evaluated pulses. These results can be understood
by taking into account not only the STTs on each wall but also the effective thermal
field proportional to the local thermal gradient at their starting positions, indicated by
arrows in Fig. 6.5(a)-(b). The magnitude of the STT is exactly the same for the two
walls, as J(x, 0) does. However, the thermodynamic effective field Hi(x, t) is different:
while ∇TL(x, t) > 0 supports the STT pointing along the x > 0 for the Left DW,
∇TR(x, t) < 0 acts against the STT for the Right wall, and this explains the different
displacements under the same current pulses.
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Figure 6.5: 1DM analysis of the CIDWM under non-uniform current pulses.
(a) Density current profile J(x, t)/Jm as computed by COMSOL (open sym-
bols) and analytic fit (solid line) as described in the text. (b) T (x, t) as a
function of x for different instants during a current pulse with Jm = 2 TA/m2

and tp = 4 ns. (c) T (x, t) as a function of time at two different positions along
the strip. (d) Total DW displacement ∆Xi as a function of density current
Jm for pulses with tp = 4 ns along a straight strip with non-uniform density
current as computed from the 1DM. The initial positions of the Left and Right
DWs with respect to the strip center (x = 0) are XL(0) = −2.5 µm and
XR(0) = +2.5 µm respectively.

6.3 Conclusions

To summarize, the current-induced motion along the curved Py strips with uniform and
non-uniform cross sections has been analysed by micromagnetic simulations coupled to
the heat transport considering the electrical contacts to inject the current pulses along
with the conventionally used SiO2/Si substrate underneath.

In the case of strips with UCS, the temperature increases from the contacts to the
center of the strip over a very small typical distance < 100nm, but except from these
lateral parts, the temperature of the strip remains uniform. Consequently, two DWs
very far from these contacts are not affected by thermal gradients when driven by the
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spin-transfer torque. On the contrary, the DW dynamics is completely different along
strips with non-uniform cross section, where the current becomes non uniform and there-
fore, it results in the appearance of thermal gradients along the strip. In this case, a
thermodynamics force proportional to the local thermal gradient is found to enhance or
reduce the DW displacement induced by the STT as depending on both its magnitude
and direction. Our micromagnetic study, confirms that the cross section of the strip
plays a significant role in the current-induced domain wall, and although performed for
a different geometry intended to avoid inertia effects, also supports recent experimental
observations and interpretations by Torrejon et al. [91].

The developed framework here would be useful for further studies providing meaning-
ful descriptions of the current-induced DW depinning from notches, where high density
currents are expected to generate substantial Joule heating, and therefore resulting in
different estimations of the STT parameters. It also opens the door to the study of the
thermal excitation of magnons in controlled manner by means of Joule heating, along
with the investigation of the torque they exert on magnetic textures at the nanoscale.
Apart from its fundamental interest, the control of the Joule heating could also be rele-
vant for future technological applications.



Chapter 7

Influence of Joule heating on
current-induced domain wall
depinning

The domain wall depinning from a notch in a Permalloy nanostrip on top of a
SiO2/Si substrate is studied theoretically under application of static magnetic
fields and the injection of short current pulses. The influence of Joule heat-
ing on current-induced domain wall depinning is explored self-consistently
by coupling the magnetization dynamics in the ferromagnetic strip to the
heat transport throughout the system. Our results indicate that Joule heat-
ing plays a remarkable role in these processes, resulting in a reduction in
the critical depinning field and/or in a temporary destruction of the fer-
romagnetic order for typically injected current pulses. In agreement with
experimental observations, similar pinning-depinning phase diagrams can be
deduced for both current polarities when the Joule heating is taken into
account. These observations, which are incompatible with the sole contribu-
tion of spin transfer torques, provide a deeper understanding of the physics
underlying these processes and establish the real scope of the spin trans-
fer torque. They are also relevant for technological applications based on
current-induced domain-wall motion along soft strips. 1

7.1 Introduction

Magnetic domain walls (DWs) in patterned nanostrips have attracted a considerable
attention due to their application in field- and current-induced DW logic[3] and mem-
ory devices [2]. Key to the successful operation of these memory devices is the con-
trollable motion of DWs between pinning sites using current pulses which, contrary
to the field-driven case, will coherently drive neighboring walls in the same direction

1Adapted from S. Moretti, V. Raposo and E. Martinez, J. Appl. Phys. 119, 213902 (2016)
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through the nanostrip. Experiments have shown that the injection of an electrical cur-
rent through a soft Permalloy (Py) strip can drive domain walls in the direction of
the electron flow [76, 77, 78] and/or assist the field-driven depinning from a patterned
constriction[79]. DW transformations[100], and even the nucleation of multiple walls
[81] have also been observed under injection of current pulses. These observations are
usually interpreted in terms of the spin-transfer torque (STT) mechanism, as predicted
by Berger and Slonczewski[19, 20]. Since the electrical current becomes spin-polarized
in the magnetic direction of the ferromagnet, the polarization of the spin flips when a
DW is encountered. Because of angular momentum conservation, this change in angular
momentum of the conduction electrons leads to a reaction torque on the DW called
adiabatic STT, and the DW is pushed in the direction of the electron flow. In addition
to this torque, a second, non adiabatic STT was suggested[27, 26, 28, 101] to explain the
discrepancies with the experimental results. The common interpretation is that the spin
polarization of the electric current cannot follow the local magnetization within the DW,
and a misalignment between the current and the DW magnetization occurs, which acts
as an additional field-like torque on the DW. This torque is parametrized by the so-called
non adiabatic parameter ξ. However, the physical origin, as well as the magnitude of
this non adiabatic STT contribution, remains controversial to this day[80]. The debate
is reinforced by the high disparity of the estimated STT parameters, spin polarization
P and nonadiabaticity ξ, as deduced from experiments on similar Py samples (see [80]
and references therein). Therefore, a complete understanding of these observations is
lacking, and further theoretical and numerical efforts are still needed.

A typical design for measuring the STT parameters consists of analysing the de-
pinning of a DW initially trapped at a notch. In the absence of current, the DW can
be expelled from the notch under a sufficiently large magnetic field. Since the non-
adiabatic contribution enters in the magnetization dynamics equation as an effective
magnetic field[27, 26, 28, 101, 80, 102, 103], the STT parameters (P and ξ) can be in-
ferred by measuring the reduction or the enhancement of the required field as a function
of the injected current. The experimental results of critical depinning current as a func-
tion of the applied field are usually described in terms of standard micromagnetic and/or
simple 1D models, which describe the DW dynamics governed by the Landau-Lifshitz-
Gilbert (LLG) equation including the adiabatic and nonadiabatic STTs. However, these
conventional approaches assume that the current density is flowing uniformly along the
strip[102, 104, 105]. This constitutes an oversimplification when the strip cross section
is non-uniform, and especially when the current is forced to pass through constrictions.

Apart from the STTs, it is well known that an electric current also generates Joule
heating. Although several experimental works have indicated that its effect can be
significant [79, 81, 82, 95, 106, 107, 108], its influence on DW depinning has not yet been
assessed. Reductions in the DW propagation field [108] or in the switching field [106] have
been experimentally observed in Py samples and ascribed to Joule heating. Furthermore,
numerical studies[73, 91, 96] of the heat transport in these systems have shown that non-
uniform temperature profiles can appear during the current pulse and that, depending
on the current and the substrate, the local temperature can be close to or even above the
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Curie temperature (TC). Although thermal fluctuations at uniform room temperature
have been studied numerically with the stochastic version of the Landau-Lifshitz-Gilbert
equation[102, 94, 103], this Langevin approach is restricted to uniform temperatures
well below the Curie threshold, and therefore it fails to describe the current-assisted
DW depinning in systems where the temperature varies significantly. Here we develop
a micromagnetic framework that couples both the electric and the heat transport to
the magnetization dynamics self-consistently. Within this formalism, the magnetization
dynamics is described by the Landau-Lifshitz-Bloch (LLB) equation[53, 49, 55, 50, 54,
56, 59], which allows us to properly describe the current-assisted DW depinning for
temperatures close to or even above TC .

As an archetypal experiment, the developed formalism is used here to numerically
evaluate the phase diagram for current-assisted DW depinning studied experimentally
by Hayashi et al.[79]. This experiment was performed on a 6µm-long Py nanostrip
on top of a SiO2/Si substrate. The Py strip has a 300nm × 10nm cross section and
contains a triangular notch with a depth of ≈ 100nm. Four different initial magnetic
DW configurations pinned at the notch were observed, depending on the nucleation
process: vortex or transverse DWs, pinned at the center or at the left side of the notch
(see Fig. 2 in[79] for a detailed description of the nucleation process). After nucleation
and pinning of DWs, 4ns current pulses with both polarities (J > 0 and J < 0) of
different amplitudes were applied through two gold contacts placed at a distance of 4µm
from each other under bias static fields HB = HBux along the longitudinal x-axis. A
sketch of the system is shown in Fig. 7.1(a). After each current pulse, the presence
or absence of the DW between the contacts was detected by resistance measurements,
and the probability of current-assisted DW depinning was obtained as a function of the
external field. The critical depinning current was defined as the one at which depinning
probability exceeds 50%. As expected, in the absence of current pulses (J = 0), the
DWs initially trapped at the center of the notch were symmetrically depinned by positive
(HB > 0) and negative (HB < 0) fields with the same magnitude. By contrast, the DWs
pinned at the left side of the notch are more easily depinned by negative fields than
by positive fields, simply because of the asymmetric pinning potential[79]. However, in
the presence of current pulses (J 6= 0), two noticeable results can be observed in the
measured depinning diagrams shown in Fig. 3 of Ref.[79]. First, DW depinning is not
achieved in the absence of an applied field, and therefore, the evaluated currents alone
do not exert a significant force on the DWs. Second, regardless of the initial magnetic
configuration, all phase diagrams show a marginal dependence on the current polarity, i.e.
positive (J > 0) and negative (J < 0) currents produce roughly the same phase diagram.
These observations are not fully compatible with pure STT contributions[26, 28], which
push the DW in opposite directions, depending on current polarity. By contrast, they
suggest that the experimental results could be compatible with Joule heating (JH), which
does not depend on the current polarity. In fact, Hayashi et al. [79, 109] estimated an
averaged temperature of about ≈ 780K during the injection of the pulses with J ≈
3 × 108A/cm2. These temperatures are close to the Curie temperature of Py (TC ≈
850K[81]), underscoring the need to consider the effects of Joule heating.
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Figure 7.1: (a) Geometry of the Py strip and initial magnetization state,
m(r, t = 0). (b) Spatial distribution of the current density J(r, t) during the
current pulse 0 ≤ t ≤ 4ns. Lines represent schematically the local direction of
the current density while the color represents its local module normalized to
the value at points distant from the notch (J), where the current density is
uniform across the strip width and points along the x-axis.

In this paper, we analyse the current-assisted DW depinning from a notch under
static fields and short current pulses, with emphasis on elucidating the effect of Joule
heating. The paper is organized as follows. The conventional micromagnetic formalism
based on the LLG equation and neglecting Joule heating is presented in Sec. 7.2.1, which
also includes its predictions and stresses its limitations to explain the experimental ob-
servations. In Sec. 7.2.2 we describe the heat dynamics by means of electro-thermal
simulations of the entire sample. A phenomenological model describing the heat trans-
port is also presented and validated to further describe the heat transport coupled to the
magnetization dynamics in the Py strip. The model developed for the heat transport
is then coupled to the magnetization dynamics given by the LLB Eq. in Sec. 7.2.3,
and the predictions for the DW depinning results are presented and compared with the
experimental measurements. Sec. 7.2.3 presents a brief discussion of the results while
the main conclusions of our study and their implications are summarized in Sec. 7.3.

7.2 Results and Discussion

7.2.1 Standard LLG model

In what follows, we focus our attention on the case of a transverse DW initially pinned
in the center of the notch as shown in Fig. 7.1(a). Although the geometry and the
dimensions of the Py strip were selected here to mimic the experimental samples stud-
ied by Hayashi et al.[79], the exact geometry and dimensions of the notch may slightly
differ. In the present study, a 100nm-depth and 200nm-wide triangular notch is as-
sumed. In addition to the notch, realistic conditions were considered by taking into
account roughness [102] at the edges, with a characteristic size ≈ 5nm. In order to
show the limitations of neglecting Joule heating, we first report the results obtained by
standard micromagnetic simulations, where the magnetization dynamics at uniform and
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finite temperature T � TC is described by the Landau-Lifshitz-Gilbert (LLG) equation
augmented by adiabatic and non-adiabatic STTs [26, 102]

∂m
∂t

= − γ0
1 + α2 [m× (Heff + Hth)]− γ0α

1 + α2 {m× [m× (Heff + Hth)]}

+ u

1 + α2 (1 + ξα)m× (m× (J · ∇)m) + u

1 + α2 (ξ − α)m× (J · ∇)m ,

(7.1)

where m(r, t) = M(r, t)/Ms is the normalized magnetization and Heff(r, t) is the ef-
fective field, which includes the standard micromagnetic contributions [94, 110]. γ0 is
the gyromagnetic ratio and α is the Gilbert damping. J(r, t) is the current density
and u = µBP

0/(M0
s |e|(1 + ξ2)), where µB is the Bohr magneton and e the elementary

charge. P 0 and M0
s are the current polarization and the saturation magnetization at zero

temperature while ξ represents the dimensionless non-adiabatic parameter [26, 28, 101].
Thermal fluctuations at uniform and constant room temperature T = 300K are taken
into account through a stochastic thermal field Hth, which has white noise properties
with the correlator [94, 46, 47]

〈Hth(r, t)iHth(r′, t′)j〉 = 2αkBT
γ0µ0MsV

δijδ(r− r′)δ(t− t′),

(7.2)

where kB is the Boltzmann constant, µ0 the vacuum permeability and V the volume
of the computational cell. Starting from the initial state depicted in Fig. 7.1(a), 4ns
current pulses together with a bias field HB = HBux are applied and the magnetization
dynamics is studied by solving numerically Eq. (7.1) using a 4th-order Runge-Kutta
scheme. J(r, t) was previously calculated by COMSOL[75] (see Fig. 7.1(b)) and included
in Eq. (7.1). Typical Py parameters were considered: Ms ≡ M0

s = 8.6 × 105 A/m2,
A0 = 1.3 × 10−11 J/m (exchange constant at zero temperature), α = 0.02, P 0 = 0.4
and ξ = 0.04 [80]. The micromagnetic results described below were obtained by using a
computational time step of ∆t = 0.1ps, and it was checked in several tested cases that
a reduced time step of ∆t = 0.05ps did not modify the obtained results. The Py strip is
spatially discretized using cubic computational cells ∆x = ∆y = ∆z = 5nm. In order to
obtain the depinning probability at T = 300K, 10 stochastic realizations were evaluated.
Under these conditions, we computed the critical DW depinning current Jd as a function
of the bias field. As in Ref. [79], Jd is defined as the minimum current density needed to
depin the DW with a probability higher than 50%. Henceforth, we shall use J to indicate
the modulus of the current density at points distant from the notch, where J is uniform
across the strip width and it points along the longitudinal direction (uJ = ux). Note
that, due to the notch, |J| is higher below the notch and has a y component (Fig. 7.1(b)).
The DW was considered as depinned when it was expelled outside the gold contacts (Fig.
7.1), as would be obtained with magneto-resistance measurements[79].
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The results are shown in Fig. 7.2(a) and 7.2(b) for negative and positive currents
respectively. In the absence of current (J = 0), the depinning fields are H∓d = −75/ +
70 Oe; i.e., slightly higher than the experimental ones [79] (H∓d = −54/ + 54 Oe),
meaning a slightly different notch. From the results collected in Fig. 7.2, two noticeable
differences with the experimental observations (see Fig. 3(a) in [79]) can be found: On
the one hand, the amplitude of the depinning currents Jd is around 5 times larger than the
ones measured experimentally. On the other hand, the experimental depinning diagrams
depicted in Fig. 3(a) of Ref. [79] are almost independent of the current polarity, i.e.,
positive and negative currents produce roughly the same reduction on the depinning field.
However, and in agreement with the STT contribution that pushes the DW in opposite
directions, here we found an evident asymmetric depinning diagram with respect to the
current polarity. For instance, under negative current pulses (J < 0 with the electron
flowing along the positive x direction, Fig. 7.2(a)), we found more depinning events for
HB > 0, where the STT and the bias field push the DW in the same direction. If we
reverse the current (J > 0, Fig. 7.2(b)) we have more depinning events for HB < 0.
This asymmetric behaviour is due to the balance between the two driving forces: for
J < 0, for instance, the STT pushes the DW always to the right, coherently with positive
bias fields (HB > 0) and opposite to negative bias fields. If we reverse the current, the
situation is reversed and the STT favours negative bias fields, which push the DW to the
left. We checked that it was not possible to reproduce the experimental phase diagram
for any of the combinations of the STT parameters (0 ≤ P 0 ≤ 1 and 0 ≤ ξ ≤ 5α):
an increase in ξ decreases the depinning current but increases the asymmetry with the
current polarity. Also, an increase of P 0 up to unrealistic values (P 0 = 1) can decrease
the depinning current but does not lead to the experimentally observed symmetry. These
results indicate that conventional micromagnetic simulations are inadequate to reproduce
the experimental results in these systems. As mentioned, Hayashi et al. [79] already
estimated an average temperature between the contacts of about Tav ≈ 780K during
the injection of the pulses with J ≈ 3 × 108A/cm2. These temperatures, being close
to the Curie temperature of Py (TC ≈ 850K), suggest that a more realistic description,
that takes into account Joule heating effects, needs to be adopted in order to correctly
describe the current-assisted DW depinning in these systems.

7.2.2 Heat dynamics

In order to evaluate the relevance of Joule heating effects on the current-assisted DW de-
pinning, a preliminary analysis of heat transport is required. The temperature evolution
of the sample is governed by the heat equation

∂T (r, t)
∂t

= k

ρC
∇2T (r, t) + Q(r, t)

ρC
, (7.3)

where k is the thermal conductivity, ρ the density, and C the specific heat capacity
of the material. T = T (r, t) represents the temperature and Q the heat source. For
Joule heating Q(r, t) = J(r, t)2/σ, where J(r, t) is the current density and σ is the
electrical conductivity. Analytical solutions of Eq. (7.3) have been obtained under the
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Figure 7.2: Depinning current (Jd) as a function of the bias field (HB) ob-
tained with the standard LLG equation in the absence of Joule heating for (a)
negative and (b) positive current pulses. Results are shown for 0 and constant
room temperature. STT (HB) pushes the DW in the direction of the arrows.
Errors bars, corresponding to the adopted current step, are smaller than the
plot markers.

assumption of uniform temperature and semi-infinite substrate [111, 112]. Here, due
to the non-uniform source and the finite substrate thickness, we solved Eq. (7.3) for
the full system (Py/SiO2/Si) by COMSOL simulations. Typical Py parameters [73]
were considered: ρPy = 8.7 × 103 Kg/m3, CPy = 0.43 J/(gK), kPy = 46.4 W/(Km),
σPy = 4 × 106 (Ωm)−1. For the Si substrate, nominal parameters were also assumed:
ρSi = 2.329× 103 Kg/m3, CSi = 0.7 J/(gK) and kSi = 130 W/(Km). The presence of a
thin native SiO2 interlayer [109] was also taken into account. Consistent with a previous
analysis[96], this interlayer imposes a thermal resistance[99] between the Py strip and
Si substrate (Ref. [75]). Here a thermal resistance of 2.2 × 10−8m2K/W was adopted
to reproduce the experimental results[79]. Owing to the high thermal conductivity of
Au, the electrical contacts are considered to be sinks for the heat, and therefore their
temperature is fixed to room temperature. The electrical conductivity is assumed to be
different from zero only in the Py and in the Au contacts.

As an example, the temperature of the Py strip is shown for a 4ns current pulse with
a magnitude of J = 3×108A/cm2. COMSOL predictions are shown by blue dots in Fig.
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7.3. The temporal evolution of the Py temperature, averaged over the region between the
Au contacts (T Thav ), is shown in Fig. 7.3(a). Upon application of the current pulse, T Thav
increases monotonously (see Fig. 7.3(a) for 0 < t < 4ns), and it relaxes again to room
temperature once the current pulse is switched off (see Fig. 7.3(a) for t > 4ns). The
temperature profile (T (r, t)) along the middle line of the Py strip (y = 150nm), at the
end of the pulse (t = 4ns), is shown in Fig. 7.3(b). The temperature profile indicates that
the temperature is not uniform along the Py strip, with remarkable variations around
the notch, where the current density is larger (see Fig. 7.1(b)).
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Figure 7.3: (a) Temporal evolution of the averaged temperature (T Thav (t)) in
the Py strip for J = 3 × 108A/cm2. The average was computed between
the two contacts used to inject the current pulse. (b) Temperature profile
(T (x, y = 150nm) vs x) in the middle of the strip (y = 150nm) at t = 4ns for
the same current J = 3× 108A/cm2. (c) Average temperature (T Thav ) at the
end the pulse (t = 4ns) as a function of the applied current density J . The
experimental data (TExpav ) were extracted from Ref. [79]. The theoretically
computed local temperature at the notch location (Tnotch) is also shown.

Since the inclusion of the substrate into the micromagnetic code would be prohibitive
from a computational point of view 2, we adopted a phenomenological model of the heat

2An alternative could be importing the temperature distribution obtained by COMSOL at each time-
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transport by adding an additional term into Eq. (7.3), which now reads[74]

∂T (r, t)
∂t

= k

ρC
∇2T (r, t) + Q(r, t)

ρC
− T (r, t)− T0

τ
(7.4)

where the last term in Eq. (7.4) takes into account the cooling of the wire through the
substrate and the surrounding ambient. The parameter τ represents the characteristic
time at which the heat flows from the strip to the substrate and it was fixed to τ = 0.9ns
in order to have, for all the currents and at the end of the 4 ns pulse, the same averaged
temperature as estimated experimentally in Ref. [79] (TExpav ), and also obtained by the
COMSOL simulations described above. Unlike Eq. (7.3), the phenomenological heat
Eq. (7.4) is only solved for the Py strip, and therefore, it can be implemented to evaluate
the heat transport and the magnetization dynamic simultaneously. In order to validate
this phenomenological model, its predictions are depicted in Fig. 7.3(a) and (b) by solid
red lines. Both the temporal evolution (Fig. 7.3(a)) and the local temperature profile
(Fig. 7.3(b)) are in remarkable agreement with COMSOL results, which allows us to
easily couple the heat transport to the magnetization dynamics in our micromagnetic
code.

Fig. 7.3(c) shows the Py temperature as a function of J . The calculated average
temperature (T Thav ) is in agreement with the experimental values (TExpav ) of Ref. [79].
Note that for large current pulses (J ≥ 2.5×108A/cm2), even if the average temperature
Tav remains below the Curie point, the local temperature at the notch (Tnotch) reaches
values above TC (Fig. 7.3(c)), leading to a local destruction of the ferromagnetic order. In
agreement with previous analysis [73] we found that the temperature dynamics strongly
depends on the substrate. In particular, in our case it depends on the thickness of
the small SiO2 inter-layer. This can explain the comparable increases in temperature
observed in similar Py samples for much lower current densities [106, 107, 108]. In
some of those systems for instance, the SiO2 insulating layer was much thicker (≈ 100
nm) [107, 108] or the substrate was different [106, 108] leading to a less efficient heat
absorption and a higher increase in temperature.

7.2.3 Influence of Joule heating

In Sec. 7.2.1 we showed that the analysis of the current-assisted DW depinning in the
framework of the conventional micromagnetic model, which includes the STTs but ne-
glects Joule heating phenomena, is not sufficient to explain several features observed in
the experiment[79]. In particular, the model overestimates the magnitude of the critical
depinning currents as compared to those observed in the experiment. Moreover, the
lack of symmetry with respect to the current polarity in the depinning phase diagrams
predicted by this oversimplified model is not consistent with the experimentally observed

step. However, also this process would significantly slow down the simulations since the copy of data
from and to the GPU’s memory requires a considerable time and it would need to be repeated many
times (≈ 105 times). Considering the remarkable agreement with the phenomenological model, this
operation is not needed.
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symmetry. Additionally, both the experimental measurements of the average temper-
ature and the theoretical analysis performed in Sec. 7.2.2, indicate that Joule heating
needs to be taken into account in order to provide a more realistic description of these
systems. Therefore, the magnetization dynamics must be studied as being coupled to
the heat transport excited by the current pulses.

Since the sample reaches temperatures near or even above TC we can not use the
LLG equation, valid for T � TC . A natural choice is the Landau-Lifshitz-Bloch (LLB)
equation [53], which can describe the magnetization dynamics for a wide range of tem-
peratures, even above TC [49, 55]. It has been used to describe ultrafast demagnetization
processes [50] as well as DW motion by thermal gradients[54]. Here we extend its ap-
plication to the analysis of the JH effect in current-assisted DW depinning. The STT
contributions were included in the LLB Eq. [59] by Schieback et al. [56]. The LLB
equation describing the magnetization dynamics under STT reads as 3

dm
dt

= − γ0
1 + α̃2

⊥
(m×Heff)− γ0α̃⊥

(1 + α̃2
⊥)m

{
m× [m× (Heff + H⊥th)]

}
+γ0

α‖
m2 (m ·Heff)m + H‖th

− 1
1 + α̃2

⊥

[
u(1 + α̃⊥ξ)(J · ∇)m− u

m
(ξ − α̃⊥)m× (J · ∇)m

]
+ 1

1 + α̃2
⊥

u

m2 α̃⊥ (ξ − α̃⊥) [m · (J · ∇)m]m , (7.5)

where α̃⊥ = α⊥/m. Apart from the conventional precessional and damping terms (first
and second term on the RHS of Eq. 7.5) the LLB equation includes an additional longitu-
dinal relaxation term (third term on the RHS of Eq. 7.5) which describes the relaxation
of the modulus of m towards its equilibrium value me(T ). me(T ) represents the normal-
ized equilibrium magnetization at each temperature, which we calculated by using the
Brillouin function for 1/2 spins, namely [11]4

me = tanh
[
µ0µPy
kBT

HB + TC
T
me

]
, (7.6)

where µPy represents the Py atomic magnetic moment and HB the external field. We
assumed µPy = µB according to previous calculations [113]. A characteristic feature of
the LLB is precisely that, contrary to the LLG, m is not unitary but its modulus varies
depending on the temperature. Note that, this longitudinal relaxation is neglected within
the LLG formalism since, at T = 300K, it is much faster than the transverse relaxation.

3Eq. (7.5) is different from the LLB equation used in Ref. [6] due to the presence of an additional
term in the STT and the damping term 1 + α̃⊥

2. Eq. (7.5) is the correct one since we realized that there
was an error in Ref. [6]. However, the differences are only of the second order in the damping parameter
and we checked that the results are not affected.

4The effect of HB has been neglected in the calculation since its contribution is negligible for the
magnitude of the maximum applied field (Hmax

B ≈ 10mT).
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However it becomes particularly important at T close to TC where longitudinal and
transverse relaxation times are comparable. α⊥ and α‖ are the transverse and the
longitudinal damping parameters respectively. They depend on the temperature as [53,
49, 55] α⊥ = α0(1 − T/(3TC)) and α‖ = 2α0T/(3TC) for T < TC , while α⊥ = α‖ =
2λT/(3TC) for T > TC . α0 represents a microscopic damping parameter. In the limiting
case of zero temperature α⊥ reduces to the conventional Gilbert damping with α ≡ α0
and α‖ = 0. The effective field Heff is given by [53, 49, 55]

Heff = Hexch + HB + Hdmg + +


1

2χ‖

(
1− m2

m2
e

)
m, T < TC

− 1
χ‖

(
1 + 3

5
TCm

2

(T−TC)

)
m, T > TC

, (7.7)

where HB, Hdmg are the external bias field and the demagnetizing field respectively. χ‖
is the longitudinal susceptibility, defined as [49, 55]

χ‖ = ∂me

∂HB

]
HB→0

=
µ0µB
kBT

B′(x)
1− TC

T B
′(x)

]
x=TC

T
me

, (7.8)

being x = µ0µB
kBT

HB+TC
T me and B′(x) = ∂ tanhx

∂x . me(T ) and χ‖(T ) are shown in Fig. 7.4 5.

The exchange field Hexch is given by [55, 56, 54]

Hexch = 2A(T )
m2
eM

0
s

∇2m , (7.9)

where A(T ) is the temperature-dependent exchange constant. Here we follow the same
assumption adopted in Ref. [50, 114], where A(T ) scales with T as A(T ) = A0m2

e(T ).
M0
s and A0 represent the saturation magnetization and the exchange constant at T = 0

respectively. The stochastic fields H⊥,‖th take into account longitudinal and transverse
fluctuations of the magnetization. They are considered to have white noise properties
with the following correlators [59]

〈H⊥th(r, t)iH⊥th(r′, t)j〉 =
2kBT (α⊥ − α‖)
γ0µ0M0

s V α
2
⊥

δijδ(r− r′)δ(t− t′) ,

〈H‖th(r, t)iH‖th(r′, t)j〉 =
2γ0kBTα‖
µ0M0

s V
δijδ(r− r′)δ(t− t′) . (7.10)

The last three terms in Eq. (7.5) describe the STT as introduced by Schieback et
al. [56]6. The temperature dependence of the current polarization is assumed to be [56]
P = P 0me(T ). Eqs. (7.4) and (7.5) are simultaneously solved by Heun’s method for a 4ns

5At T = TC the susceptibility has a critical point and it is not defined. This point is avoided in the
numerical simulations

6 Terms of the second order in damping (α̃2
⊥, α̃⊥ξ,...), appearing in Eq. (7.5), have been neglected in

Ref. [56].
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Figure 7.4: (a) Normalized equilibrium magnetization me(T ) and (b) longi-
tudinal susceptibility χ‖(T ) multiplied by M0

s (in order to be dimensionless)
as function of temperature. Dots in (a) represent a numerical solution of
Eq. (7.6). The line is a fit of the solution.

current pulse over a total simulation time of 10ns. Note that within this magneto-thermal
framework, the magnetization dynamics, Eq. (7.5), is coupled to the temperature dy-
namics, Eq. (7.4), both through the thermal fields and the temperature dependence of
the magnetic parameters.

New phase diagram

The new depinning diagrams are shown in Fig. 7.5. The depinning currents are now in
quantitative agreement with the experimental measurements (see Fig. 3(a) in Ref. [79]).
Moreover, the symmetry with respect to the current polarity of the phase diagram is
also reproduced. Indeed, the depinning currents are almost independent of the current
polarity (J > 0 or J < 0). These observations can be explained by the pivotal role
of Joule heating, which has no dependence on the current direction. The main effects
of the temperature rise are the increase in thermal fluctuations, the decrease in the
depinning field, and the local destruction of the ferromagnetic order for high currents.
While the first two effects, together with the applied field and STT, are responsible
for the depinning at J < 2.5 × 108 A/cm2, the last effect drives the depinning for
J ≥ 2.75× 108 A/cm2.

The scale at the right hand side of Fig. 7.5 shows the average temperature T Thav
between the contacts for each current pulse at 4ns. The local temperature can deviate
from this average, and, depending on J , it can reach higher values around the notch,
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where the current is larger (Fig. 7.3(b)). Accordingly, the mechanism by which the DW
is depinned depends on the magnitude of the current injected.
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Figure 7.5: Depinning current (Jd) vs bias field (HB) obtained with the LLB
Eq. (7.5) including Joule heating (7.4). Results including the STTs are shown
for positive (open red squares), and negative (full blue circle) currents. Green
diamonds correspond to the results obtained in the absence of STTs (P 0 = 0).
The scale (non linear) at the right-hand side shows the average temperature
Tav between the contacts for each current at 4ns.

Depinning processes

Fig. 7.6(a)-(c) represent the temperature and magnetic patterns for J = −2×108 A/cm2,
J = −2.75× 108 A/cm2 and J = −3× 108 A/cm2 respectively, with different bias fields,
at t = 2, 4 and 6 ns. It is possible to see the different dynamics depending on the current
(temperature) and fields.

For J = −2× 108 A/cm2 (Fig. 7.6(a)) the DW is depinned only when STT and bias
field act coherently (see Fig. 7.6 (a) for t = 4 and 6 ns). The temperature of the strip
remains below the Curie temperature (Tav ≈ 600K) and the effect of JH is limited.

On the other hand, for |J | = 2.75×108 A/cm2 (Fig. 7.6(b)), the average temperature
between the contacts is Tav ≈ 740 K < TC while the local temperature below the notch
is larger than the Curie threshold (Tnotch ≈ 980 K > TC). In this case, the ferromagnetic
order is destroyed around the notch position, as shown in Fig. 7.7(b) at t = 4nm. After
the pulse, the DW is re-nucleated below the notch but it adopts a different internal
structure. The new structure can either be a displaced transverse (or vortex) wall or a
meta-stable state which then collapses into a transverse or vortex wall. An example of
this after-effect configuration is shown in the transient magnetization states of Fig. 7.7
at t = 6ns and t = 9ns. Note the meta-stable state shown in Fig. 7.7(b). The new
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DW is found to have a lower depinning field and it is eventually depinned from the
notch. We found a new critical depinning field for the re-nucleated DW of about 45 Oe.
This decrease in the depinning field can be attributed to the new DW structure and the
complex re-nucleation process (note that the re-nucleation takes place under the effect
of the bias field and can involve transitions from meta-stable states).

Finally, during the injection of a current pulse of |J | = 3× 108 A/cm2, the temper-
ature between the contacts (not only under the notch) reaches TC , and therefore the
ferromagnetic order is temporarily destroyed between them (see Fig. 7.6 (c)). Once the
current pulse is switched off (t > 4ns), the ferromagnetic order is recovered as T (r, t)
relaxes back to uniform room temperature, as described in Fig. 7.3(a). Finally, a new
DW is re-nucleated outside the notch. This re-nucleation process is influenced by the
shape anisotropy and the static applied field. The ferromagnetic order is not destroyed
outside the region between the contacts because no current has flowed there. These
outside regions preserve a quasi-uniform magnetization pointing in opposite directions
along the x-axis and, as a consequence, a DW is forced to be re-nucleated between the
contacts for t > 4ns. Note that once the DW is out of the notch, it also undergoes a
local pinning due to the edge roughness, which generates a minimum DW propagation
field along the strip of Hp ≈ 15 Oe. Therefore, depending on the applied field, the
re-nucleated DW can finally be expelled from the contact area, resulting in a depinning
event. The absence of points for |HB| < 20 Oe is precisely due to this propagation
field. In agreement with the experimental results, no DW depinning is achieved in the
absence of external field. The emergence of multiple-domains states, as consequence of
re-nucleation due to Joule heating above TC , was also observed experimentally in other
studies on Py strips [107, 108]. Here due to the reduced dimensions and the sides effect,
we mainly observe one re-nucleated DW.
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Figure 7.6: (a) Magnetization and temperature dynamics for J = −2 ×
108 A/cm2. (b) Magnetization and temperature dynamics for J = −2.75 ×
108 A/cm2. (c) Magnetization and temperature dynamics for J = −3 ×
108 A/cm2. Static images represent the temperature and magnetization pat-
terns for the corresponding current and fields at t = 2, 4 and 6 ns.
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Since these results clearly indicate a remarkable influence of Joule heating in current-
assisted DW depinning, it is interesting to evaluate the magnetization dynamics coupled
to the heat transport in the absence of STTs (P 0 = 0). This case is depicted by green
diamonds in Fig. 7.5. These latter results are very close to those observed in the presence
of STTs (blue circles and red squares in Fig. 7.5). Consequently, they suggest that STTs
do not play a dominant role for |J | > 2.5 × 108 A/cm2. By contrast, for such large
currents, Joule heating and the applied field are the main agents responsible for the DW
depinning events. For lower currents (|J | < 2.5 × 108 A/cm2), where DW depinning is
mainly achieved because of the applied field, the contribution of the STTs is also small,
as can be deduced by considering the similarity of the results with and without STTs in
Fig. 7.5.

+1 -1

𝑚𝑚𝑥𝑥

0

(b) 𝑡𝑡 = 6ns

(a) 𝑡𝑡 = 4ns

(c) 𝑡𝑡 = 9ns

J = + 2.75 × 108 A/cm8 𝐻𝐻𝐵𝐵 = −60 Oe

𝑚𝑚𝑦𝑦

-1

+1
0

Figure 7.7: Snapshots of the magnetization for HB = −60 Oe and J =
2.75 × 108 A/cm2 at t = 4ns, 6ns and 9ns. The detail in (b) represents a
meta-stable state formed after re-nucleation.

Discussion

Before concluding, it is interesting to inspect the different effects of the temperature
rise. As previously commented, temperature is coupled to the magnetization dynamics
through the thermal fields and the temperature dependence of the magnetic parameters.
However, by simulating the DW depinning without thermal fields (Eq. 7.10) we found
that thermal fluctuations effect is negligible. Indeed we obtained almost the same depin-
ning diagram even without the random thermal fields. The main actor is therefore the
temperature dependence of the micromagnetic parameters, which is indeed responsible
for the destruction of the ferromagnetic order and the previously described depinning
events at high currents. However, even at T < TC , temperature can significantly af-
fect the depinning field. By performing purely field driven depinning simulations at
constant uniform temperature, we found that the depinning field changes with T as
Hd(T ) ≈ H0

dme(T ), where H0
d is the depinning field at T = 0. This means that temper-

ature is actually decreasing the pinning barrier. Such behaviour is due to exchange and
magnetostatic energies which scale as me(T )2 and give rise to the pinning barrier. Since
the Zeeman energy scales as me(T ), the resulting depinning field (defined as the field at
which the Zeeman energy is equal to the energy barrier) scales as me(T ). Note that this
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behaviour is true for a system at constant and uniform temperature but, in our case,
time- and space-dependent temperature patterns can lead to further pinning and the
behaviour of the depinning field might be more complicated. The analysis performed at
constant uniform temperature simply help us to understand one of the possible effect of
the temperature rise.

Experimental observations (in uniform Py strips) of decreases in the DW propagation
field [108] or in the switching field [106] due to Joule heating, can be explained by
the same mechanism, as already anticipated in Ref. [106, 108]. Note also that even
if temperature effects can be divided into these two contributions (thermal noise and
temperature dependence of the micromagnetic parameters) at a micromagnetic level,
from a more fundamental and microscopic point of view, all of them are related to
thermal agitation of single spins. Finally, although it is not the main objective of the
present study, it is interesting to comment about one of the main results of Hayashi
et al. [79] which is the independence of the critical depinning current on the DW type
(transverse or vortex) at low fields (high currents). Our analysis, although performed
only on one DW type, points out, in agreement with the conclusion of Ref. [79], that
such independence might be due to thermal effects which overcome the STTs and are
indeed independent on the DW type.

7.3 Conclusions

The current-assisted DW depinning from a notch in a Permalloy strip on top of a Sil-
icon substrate has been evaluated under static fields and short current pulses. The
non-uniform spatial distribution of the current due to the notch results in significant
non-uniform temperature profiles through the sample. Owing to Joule heating, the tem-
perature can reach values close to or even above the Curie point for commonly injected
currents in typical experiments. Although significant Joule heating have been observed
in experimental studies, its effect has been overlooked in the theoretical descriptions.

Here, we have developed a formalism to properly describe the magnetization dynam-
ics coupled to the heat transport. In particular, the depinning diagrams of the critical
depinning current as a function of the applied field were experimentally found to be
insensitive to the current polarity in the system under study, an observation which is
not compatible with the sole contribution of the spin transfer torques. Our analysis
demonstrates that indeed Joule heating is crucial to reproduce these experimental ob-
servations [79]. In agreement with previous studies [73, 96], the temperature evolution
of the strip strongly depends on the current amplitude and the substrate. Below the
notch, temperature is much higher than the average value. The rise in temperature leads
to an increase in thermal agitation and in a reduction of the depinning field. Moreover,
under typically injected current pulses, Joule heating can lead to a local destruction of
the ferromagnetic order during which the DW is destroyed and then re-nucleated with
a different internal structure (vortex, transverse or a meta-stable state) and a lower
depinning field.
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Our findings suggest that previous estimations of STT parameters based on depin-
ning experiments, performed by fitting the experimental data with conventional micro-
magnetic and/or 1D models at constant and uniform temperature, must be carefully
considered in systems where Joule heating is relevant. In addition, the formalism intro-
duced here can be used to study the interplay between STT and thermal gradients in
systems where the temperature changes dynamically.



Chapter 8

Domain wall motion by localized
temperature gradients

Magnetic domain wall (DW) motion induced by a localized Gaussian tem-
perature profile is studied in a Permalloy nanostrip within the framework of
the stochastic Landau-Lifshitz-Bloch equation. The different contributions to
thermally induced DW motion, entropic torque and magnonic spin transfer
torque, are isolated and compared. The analysis of magnonic spin transfer
torque includes a description of thermally excited magnons in the sample.
A third driving force due to a thermally induced dipolar field is found and
described. Finally, thermally induced DW motion is studied under realistic
conditions by taking into account the edge roughness. The results give quan-
titative insights into the different mechanisms responsible for domain wall
motion in temperature gradients and allow for comparison with experimental
results. 1

8.1 Introduction

Controlling magnetic domain walls (DW) in ferromagnetic (FM) and antiferromagnetic
(AFM) nanostructures has recently attracted a considerable interest due to its potential
for new logic [3] and memory devices [2] and for the very rich physics involved. In
fact, DWs can be moved by several means such as external magnetic fields [115], spin
polarized currents [20, 19, 42, 43] or spin waves [116, 117, 118, 119]. A new interesting
option is the motion of DW by thermal gradients (TG), which was recently observed in
few experiments on ferromagnetic (FM) conductors [90, 91], semiconductors [114] and
insulators [92]. Spin caloritronics [120] is a new emerging subfield of Spintronics which
aims to understand such complex interaction between heat, charge and spin transport.
One of the interesting features of thermally induced DW motion is its applicability to

1Adapted from S. Moretti, V. Raposo, E. Martinez and L. Lopez-Diaz, Phys. Rev. B 95, 064419
(2017)
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FM insulators and AFM [121]. Furthermore, since it does not imply charge transport
and related Joule heating, it would avoid energy dissipation in FM conductors or it might
represent a solution for harvesting the heat dissipated in electronic circuits. [120, 122]

From a theoretical point of view, it is known that thermally induced DW motion has
at least two main causes: (1) the so-called entropic torque (ET) [88, 89, 87], which drives
the DW towards the hot region due to maximization (minimization) of Entropy (Free En-
ergy); (2) the magnonic spin transfer torque (µSTT) [54, 118, 87], due to the interaction
between thermal magnons, propagating from the hot to the cold region, and the DW.
While the entropic torque always drives the DW towards the hotter region [88, 89, 87, 5]
(the DW energy is always lower where the temperature is higher), the µSTT can drive
the DW either towards the hot or the cold part depending on the magnons behavior [117]:
if magnons are transmitted through the DW, then angular momentum transfer leads to
DW motion towards the hot part (opposite to the direction of magnon propagation),
as predicted in Refs. [87, 54, 118]. On the other hand, if magnons are reflected, linear
momentum transfer leads to DW motion towards the cold part (the same direction as
magnon propagation) as shown in Refs. [123, 124, 116]. Moreover, magnon reflection
or transmission depends on many factors such as the DW width, Dzyaloshinskii-Moriya
interaction (DMI) [124] and magnon frequency (wavelength) [117]. Recently, Kim et
al. [125] pointed out another possible mechanism of thermally induced DW motion based
on Brownian thermophoresis, which predicts a DW drifting towards the colder region in
a thermal gradient.

As we have briefly described, the picture is rather complex and the main responsible
for DW motion in a thermal gradient might depend on the system under investigation.
Although numerical studies [88] suggest that the ET is much stronger than µSTT, a
detailed comparison is still lacking. Furthermore, previous analyses focused on linear
thermal gradients [88, 54] where both effects are simultaneously present. However, ET
and µSTT have different interaction ranges: the ET is intrinsically local (i.e., the DW
needs to be inside the TG in order to feel the energy gradient and move), while the µSTT
depends on the magnon propagation length [126], which can be larger than the TG ex-
tension. Therefore, the dominant effect (µSTT or ET) might depend on the distance
from the TG and the comparison between different contributions at different distances
remains to be evaluated. Moreover, previous theoretical analysis were performed on per-
fect samples without considering the effect of pinning, which is essential for comparison
with experimental observations.

In this work we study, by means of micromagnetic simulations, the DW motion in-
duced by a localized Gaussian temperature profile (as would be given by a laser spot)
placed at different distances from the DW in a Permalloy nanostrip as sketched in
Fig. 8.1. We separate magnonic and entropic contributions and we reveal the main
responsible for DW motion at each distance. We point out the existence of a third
driving force due to a thermally induced dipolar field generated by the laser spot. Such
force was ignored before since most theoretical studies were neglecting long-range dipolar
interaction. [54, 88, 87] Finally, by including edge roughness, we analyse the thermally
induced DW motion under realistic conditions. The article is structured as follows:
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Sec. 8.2 describes the numerical methods and the system under investigation. The main
observations are outlined in Sec. 8.3 while the different driving mechanism are explained
in more details in Sec. 8.3.1 (Entropic torque), 8.3.2 (Thermally induced dipolar field)
and 8.3.3 (Magnonic spin transfer torque). Finally, the results for a realistic strip are
shown in Sec. 8.3.4 and the main conclusions are summarized in Sec. 8.4.
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Figure 8.1: (a) Initial magnetization state. (b) Temperature profile along the
strip T/TC , with reference to the laser position XL, the distance d from the
DW and the laser width σL.
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8.2 Methods

Magnetization dynamics is analysed in a Permalloy nanostrip of length Lx = 5.12µm and
cross section S = (80 × 10)nm2 with a head-to-head transverse DW (TW) placed and
relaxed in its center (XDW = 2.56µm). The initial magnetic configuration and reference
frame are shown in Fig. 8.1(a). Magnetization lies in-plane along the x direction and
the TW is stable for these dimensions. Magnetic evolution is studied by means of the
stochastic Landau-Lifshitz-Bloch (LLB) equation: [53, 49, 55, 59, 6]

dm
dt

= −γ0(m×Heff) +
γ0α‖
m2 (m ·Heff)m

−γ0α⊥
m2

{
m×

[
m× (Heff + H⊥th)

]}
+ H‖th , (8.1)

where γ0 is the gyromagnetic ratio. α⊥ = α0[1 − T/(3TC)] and α‖ = α0(2T/3TC)
are the transverse and longitudinal damping parameters respectively, where α0 is a
microscopic damping parameter coupling the spins to the lattice, and TC indicates the
Curie temperature. m(r) = M(r)/M0 represents the normalized magnetization vector,
with M0 being the saturation magnetization at zero temperature. Heff is the effective
magnetic field given by

Heff = 2A(T )
µ0M0m2

e

∇2m + Hdmg +


1

2χ‖

(
1− m2

m2
e

)
m, T < TC

− 1
χ‖

(
1 + 3

5
TCm

2

(T−TC)

)
m, T > TC

.

(8.2)

The first term on the right-hand side (RHS) is the exchange field [88, 54] (A(T ) is the
temperature dependent exchange stiffness, µ0 is the vacuum permeability, and me is the
equilibrium magnetization modulus). Hdmg is the demagnetizing field, while the last
term represents the longitudinal exchange field, which drives the modulus of m towards
its equilibrium value at each temperature, me(T ). χ̃‖ is the longitudinal susceptibility
defined as χ̃‖ = (∂me/∂Ha)Ha→0, with Ha being the external field. The choice of LLB is
preferred over the conventional Landau-Lifshitz-Gilbert (LLG) equation since it allows
to describe magnetization dynamics for temperatures even close to TC . Furthermore,
it naturally includes the ET within the temperature dependence of the micromagnetic
parameters m(T ) and A(T ) [88]. In fact, in the LLB, m is not restricted to unity and
its value depends on the temperature, as well as the values of χ̃‖, α⊥ and α‖. However,
the ET only depends on m(T ) and A(T ), since they directly affect the DW energy, while
the other parameters (χ̃‖, α⊥, α‖) affect the dynamics.

The function me(T ) needs to be introduced as an input into the model and, within
the mean-field approximation (MFA) and in the classic limit, it is given by the Langevin
function: [11, 50] me = coth(x) − 1/x, with x = µ0µPyHa/(kBT ) + 3TCme/T , where
µPy is the Py magnetic moment and kB the Boltzmann constant. The second term
represents the Weiss molecular field expressed in term of TC . For the calculation we
considered Ha → 0 since there is no applied field. The obtained me and χ̃‖ are shown
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in Fig. 8.2. Within the MFA the temperature dependence of the exchange stiffness is
given by A(T ) = A0me(T )2, [50, 114, 6] where A0 is the exchange stiffness at T = 0.
The dynamics of the magnetization modulus (the longitudinal dynamics) is described
by the second term on the RHS of Eq. (8.1), proportional to α‖ and it is governed by
the longitudinal exchange field in Eq. (8.2), proportional to χ̃‖. Such dynamics becomes
important at T ≈ TC when longitudinal and transverse relaxation times are comparable.
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Figure 8.2: (a) Equilibrium magnetization me(T ) obtained with the Langevin
function [11]. Dots correspond to numerical results while the solid line is a fit of
the numerical solution. (b) Longitudinal susceptibility χ̃‖ = (∂me/∂Ha)Ha→0.

H⊥th and H‖th are transverse and longitudinal stochastic fields, which introduce ther-
mal fluctuations - and therefore excite thermal magnons - into the system. They have
white noise properties with correlators given by [59]

〈
H⊥th(r, t)iH⊥th(r′, t′)j

〉
=

2kBT (α⊥ − α‖)
γ0µ0M0

s V α
2
⊥

δijδ(r − r′)δ(t− t′) ,

〈
H
‖
th(r, t)iH‖th(r′, t′)j

〉
=

2γ0kBTα‖
µ0M0

s V
δijδ(r − r′)δ(t− t′) , (8.3)

which are obtained by imposing the Maxwell-Boltzmann distribution as the solution of
the Fokker-Planck equation calculated from the stochastic LLB [59]. Note that a cut-
off on the magnon wavelength is imposed by discretizing the sample in cubic cells (as
commonly done in finite-difference solvers); that is, magnons with wavelength smaller
than 2∆x cannot be included in the thermal noise, where ∆x is the cell size. Within
the LLB formalism, their contribution is still included in the temperature dependence of
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the micromagnetic parameters me(T ) and A(T ), but any flux of such small wavelength
magnons, from one cell to another, is neglected. This means that our analysis of the
magnonic STT is restricted to thermal magnons with λ > 2∆x. For this reason we
chose cells of dimensions 2.5 × 5 × 10nm in order to include a higher flux of magnons
along the x direction. In Sec. 8.3.3 we will see that these magnons have a very small
propagation length (Lp ∼ 80nm, see Eq. 8.15) and therefore they can be ignored when
they are excited far from the DW position. Inside the TG, where they could reach the
DW, their contribution is ignored and this constitutes a limitation of our model. At
the end of Sec. 8.3.3 we will briefly discuss the possible effects of such small wavelength
magnons.

In summary, the ET is naturally included into the model by the temperature depen-
dence of m(T ) and A(T ) while magnons are excited by the stochastic fields. At a given
temperature we would have both effects simultaneously. To isolate the effect of the ET
we simply perform simulations without thermal field and we label these kind of simula-
tions as Entropic. To isolate the effect of magnons we perform simulations by keeping
m(T ) and A(T ) constant at their T = 0 values and we label these kind of simulations as
Magnonic. Simulations with the full stochastic LLB (Eq. (8.1)) are labelled as Full. The
Magnonic simulations correspond to what one would observe within the LLG framework
for T � TC , assuming that me(T ) and A(T ) do not change with temperature. Indeed
we checked that for TL = 200, 400K (where the LLG framework can be applied) the
Magnonic results correspond with the results of the conventional LLG.

Eq. (8.1) is solved by finite difference method with a customized software. [6, 5]
We use the mentioned cell size (2.5 × 5 × 10 nm) and a time step of 0.1ps testing
that smaller time steps produce equal results. Typical Py parameters are considered:
A0 = 1.3 × 10−11J/m, M0 = 8.6 × 105 A/m, α0 = 0.02 and TC = 850K. The strip
temperature is given by a Gaussian profile:

T (x) = T0 + TL exp
[
−(x−XL)2

2σ2
L

]
, (8.4)

where T0 = 0 and TL is the laser temperature. XL is the laser spot position, and σL is the
Gaussian profile width. For our study we chose σL = 200nm, which would correspond
to a laser waist of

√
2σL ≈ 280 nm, reasonable for typical lasers. [90] We performed

simulations placing the laser spot at different distances from the DW (d = XL−XDW ).
Distances correspond to integer multiples of σL i.e. d = XL −XDW = NσL with N =
1, 2, ..., 10. Simulations are performed for 4 different laser temperature TL = 200, 400, 600
and 800K. The temperature profile is plotted in Fig. 8.1(b) for TL = 800K. Five different
stochastic realizations are considered when thermal fluctuations are taken into account
(Magnonic and Full simulations). The gradient extension from XL is approximatively
equal to 3σL. In other words ∇T (XDW) ≈ 0 if d > 3σL. In fact, ∇T (3σL) ≈ 0.1K/nm
and the estimated entropic field (see Sec. 8.3.1) is µ0HE ≈ 0.06 mT. Furthermore,
T = 0K is imposed for d > 4.5σL so that ∇T (XDW) = µ0HE = 0 if d > 4.5σL. We
simulate an infinite strip by removing the magnetic charges appearing at both sides of
the computational region [94]. The simulation time window is varied depending on d
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and the DW velocity, with a maximum simulation time of tmax = 500ns.

8.3 Results and Discussion

Fig. 8.3 shows the normalized DW displacement (∆x/d) as function of time for the
Entropic , Magnonic and Full cases, calculated with TL = 800K, for three different dis-
tances as labelled on top of each column: d = 2σL (Fig. 8.3(a)-(c)) , d = 4σL(Fig. 8.3(d)-
(f)) and d = 6σL 8.3(g)-(i)). The displacement is normalized to the laser distance d and
therefore ∆x/d = 1 indicates that the DW has reached the laser spot.

For d = 2σL the DW moves towards the laser spot both for Magnonic (Fig. 8.3(b))
and Entropic (Fig. 8.3(a)) cases (and therefore obviously in the Full (Fig. 8.3(c)) case).
The DW is inside the TG (∇T (XDW) 6= 0) and its motion can be attributed mostly to
the ET. [88, 89, 87] In the Magnonic case the motion could be given by a magnons stream
passing adiabatically through the DW, but also by the effect of an averaged ET. Note
that thermal magnons, apart from the µSTT , also introduce an averaged ET [87, 5]:
where the temperature is higher, the averaged Ms (over more cells) is lower (as in the
Entropic case) due to higher thermal fluctuation. More precisely, we recall that also
the temperature dependence of m and A is given by averaged high frequency magnons
which cannot be included in the thermal fluctuations due to the spatial discretization.
This averaged ET is, however, a small contribution compared to the one given by high
frequency magnons as can be seen by the time scale in Fig. 8.3(a) and (b).

For d = 4σL the DW moves towards the hotter region in the Entropic case (Fig. 8.3(d))
and towards the colder region in the Magnonic case (Fig. 8.3(e)). The latter could be
attributed to µSTT (Sec. 8.3.3) while the first effect is unexpected since at d = 4σL,
∇T (XDW) ≈ 0 and the ET should have no effect (we recall that the gradient extension is
approximatively 3σL). This is even more visible in the d = 6σL case where, although it is
certain that ∇T (XDW) = 0, the DW moves towards the hotter region (Fig. 8.3(g)). Note
that the DW moves with different velocities when it is outside (x > XL− 3σL) or inside
(x < XL − 3σL) the TG. We conclude that there must be another long-range driving
force - not related to magnons - that drives the DW in this case. As we will discuss in
Sec. 8.3.2, this force is given by a thermally induced dipolar field. In the Magnonic case
(Fig. 8.3(h)) the DW does not move, compatibly with µSTT if we assume that magnons
are already damped for such distance (d = 6σL = 1.2 µm). Indeed we estimated a
magnon propagation length of 330 nm (� 1.2µm) for our sample (Sec. 8.3.3). Different
laser temperatures (TL = 200, 400, 600K) produce qualitatively similar behaviors for all
the distances. Furthermore, for all cases the Full simulations are very similar to the
Entropic simulations suggesting that the ET dominates over the µSTT. 2

2To be sure that the results are not numerical artefacts we performed simulations for the symmetric
cases d = −2σL,−4σL,−6σL obtaining equal results.
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Figure 8.3: DW displacement as function of time for d = 2σL (a,b,c ),
d = 4σL (d,e,f) and d = 6σL (g,h,i), for the Entropic, Magnonic and Full cases
as labelled in each plots. Displacement ∆x is normalized to d: a displacement
of 1 means that the DW has reached the center of the laser spot. XL indicates
the laser position, X0 the DW position and XL− 3σL the extension of the TG
i.e. the region where ∇T (x) 6= 0.
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Fig 8.4(a) shows the averaged DW velocity 3 as function of laser distance. As men-
tioned, the ET dominates the DW dynamics and in fact Entropic and Full velocities
almost coincide. The averaged velocity decreases with distance but it is different from
0 even for the maximum distance we analysed (d = 10σL = 2 µm) meaning that, with
enough time t > tmax, the DW would reach the laser spot since the velocities are always
positive (towards the hot part). On the other hand, Magnonic simulations give rise to
positive velocity for d = 2, 3σL due to an averaged ET, negative velocities (towards the
cold part) for d = 4, 5σL and almost null velocities for d ≥ 6σL. In all the cases, the
velocities due to µSTT are much smaller than the Entropic velocities, in agreement with
previous predictions [88]. Details of the averaged magnons velocities are shown in the
inset of Fig. 8.4(a).

Fig. 8.4(b) displays the average Full velocity as function of laser distance for 4 dif-
ferent laser temperatures: at d = 2, 3σL the maximum DW velocity is observed for
TL = 400K due to the Walker breakdown (WB) threshold at TL = 600K, predicted also
for thermal induced DW motion [88]: Below 600K the entropic field (Sec. 8.3.1) is com-
pensated by the DW shape anisotropy and the DW moves rigidly without changing its
internal structure. For TL > 600K the DW anisotropy cannot compensate the entropic
field and the DW precesses, changing its internal structure and resulting in a slower
velocity. On the other hand, for d ≥ 4σL the maximum temperature coincides with
maximum velocity since the thermally induced dipolar field is below the WB and the
DW moves faster while outside the TG. In what follows we will analyse each contribution
separately.

3If the DW reaches the laser spot, the averaged velocity is obtained as d/tL where tL is the time
needed to reach the spot. If the DW does not reach the laser spot, then the velocity is obtained as
d/tmax, where tmax is the maximum simulation time.
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Figure 8.4: (a) DW average velocity as function of laser distance, for the En-
tropic (Blue dots), Magnonic (Red squares) and Full cases (Green diamonds)
respectively. The inset shows a detail of the Magnonic case from d = 4σL
to show the negative small velocities, not visible in comparison with the En-
tropic velocities. (b) DW average Full velocities for different temperatures.
At d = 2σL the maximum velocity is observed at T = 400K due to the WB
threshold at T ≥ 600K.

8.3.1 Entropic field

The ET originates from the fact the the DW free energy (∆F (T )) decreases with tem-
perature and, as a consequence, the DW moves towards the hotter region in order to
minimize its free energy. [54, 88, 89] It is called Entropic since DW entropy increases
with temperature and leads to the overall decrease of the free energy [127, 89, 88],
∆F = ∆U − T∆S, with ∆U being the DW internal energy [127, 88] and ∆S being the
DW entropy [127, 88]. In the thermodynamic picture of LLB, entropy is included in the
temperature dependent DW free energy density [127, 88, 60]

εDW(T ) = 4
√
A(T )(K0(T ) +KS(T ) sin2 φ) , (8.5)

where K0(T ) and KS are effective anisotropy constants, and φ is the internal DW an-
gle. In the case of Permalloy, the anisotropies are both of magnetostatic origin (shape
anisotropies) and they are given by

K0(T ) = 1
2µ0M

2
0 (Ny −Nx)m(T )2 ,

KS(T ) = 1
2µ0M

2
0 (Nz −Ny)m(T )2 , (8.6)

being Nx,y,z the demagnetizing factors. As in MFA also A(T ) decreases with T as m(T )2,
εDW(T ) decreases as

εDW(T ) = 4
√
A0(K0

0 +K0
S sin2 φ)m(T )2 , (8.7)
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where K0
0 and K0

S are the shape anisotropies at T = 0. Therefore, the temperature
gradient introduces a DW energy gradient, which leads to the equivalent field (the so-
called Entropic field)

µ0HE = − 1
2meM0

∇εDW = − 1
2meM0

∂εDW
∂T

∂T

∂x
x̂

= − 4A0
M0∆0

∂m

∂T

∂T

∂x
x̂ , (8.8)

where we have assumed that the gradient is only along the x̂ direction and we have used
the fact that

∂εDW(T )
∂T

= 2mε0DW
∂m

∂T
= 8mA0

∆0

∂m

∂T
. (8.9)

∆0 =
√
A0/(K0 +K0

S sin2 φ) and ε0DW are the DW width and energy at T = 0 respec-
tively. In Ref. [88] Schlickeiser et al. proposed an analytical expression for µ0H∗E by
solving the LLB equation in the 1D approximation. Within the MFA their expression is
indeed equivalent to Eq. (8.8). In fact,

µ0H∗E = − 2
∆(T )M0

∂A(T )
∂T

∂T

∂x
x̂

MFA= − 4A0
∆0Ms

∂m

∂T

∂T

∂x
x̂ . (8.10)

Fig. 8.5(a) shows the strip temperature profile for TL = 800K and XL = 3.16µm.
Fig. 8.5(b) depicts the corresponding DW energy profile εDW[T (x)] (Eq. (8.7)) and
Fig. 8.5(c) the resulting entropic field µ0HE(x) (Eq. (8.8)). The entropic field always
pushes the DW towards the center of the laser spot where µ0HE = 0 since ∇T = 0.
Note that indeed, the ET is local because it depends on ∇T (x): if ∇T (x) = 0 then
µ0HE(x) = 0. The maximum field is approximatively at d = 1σL, where ∇T is maxi-
mum.
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Figure 8.5: (a) Temperature profile T (x) for XL = 3.16µm and TL = 800K.
(b) Corresponding DW energy profile εDW (T (x)) as given by Eq. (8.7) and (c)
the resulting Entropic field as predicted by Eq. (8.8).

8.3.2 Thermally induced dipolar field

Since in the Entropic simulations the DW moves even when ∇T (XDW) = 0, there must
be another force responsible for its motion at large distances. A natural candidate is the
demagnetizing field which is a long-range interaction. Indeed, a thermally induced dipo-
lar field (TIDF) was found to be the responsible for the DW motion at large distances.
Fig. 8.6(a) displays the TIDF (Hdip) of a uniform magnetized strip with the laser spot.
Strip magnetization is saturated along x (mx = −1) and the TIDF is calculated by
subtracting the demagnetizing field of the strip without the laser spot from the demag-
netizing field of the same uniform strip with the laser spot (in this way we can isolate
the effect of the laser). The field has a minimum at XL and positive tails outside the
thermal gradient (Fig. 8.6(a),(c)). The laser temperature is set to the minimum value
TL = 200K. The TIDF is due to the volume charges ρM = −∇·M, shown in Fig. 8.6(b),
which arise from the variation of magnetization modulus. Positive and negative charges,
on the left and right side of XL respectively, sum their effect in the center giving rise to
the minimum value of the TIDF (maximum in modulus) while they compete each other
outside the laser spot giving rise to the decaying behavior.

A comparison between the TIDF and the entropic field is shown in Fig. 8.6(c). As
expected, beyond 2σL the TIDF is much larger than the entropic field that rapidly decays
to 0 outside the TG. µ0HE decays as ∇T ∝ (x−XL)e−|x−xL|2/(2σ2

L) as expected, while
the TIDF decays as 1/x3 as expected for a dipolar field (Fig. 8.6(c)). Before 2σL the
comparison has no meaning since the TIDF is calculated for a uniform magnetization
and it would change once the DW approaches the laser center.
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Figure 8.6: (a) Thermally induced dipolar field and (b) volume charges
ρM = −∇ ·M for XL = 3.16µm and TL = 200K. (c) Comparison between
the entropic and demagnetizing field. Beyond 2σL from the laser spot, the
demagnetizing field dominates.

To further check our explanation, a 1D model was implemented following Ref. [88].
The model originally includes the ET while the TIDF was added by fitting the micro-
magnetic TIDF (Fig. 8.6(a)). The field is set different from zero only if d > 2σL since it
has no meaning for closer distances as previously commented. The 1D model equations
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governing the DW internal angle φ and DW position q read like:

φ̇ = γ0

[(
Hdip −

4A0
µ0M0∆0

∂m

∂x

)
− α⊥

K0
S

µ0M0
sin(2φ)

]
,

m
q̇

∆0
= γ0

[
α⊥

(
Hdip + 4A0

µ0M0∆0

∂m

∂x

)
+ K0

S

µ0M0
sin(2φ)

]
.

(8.11)

The second term on the RHS of Eq. (8.11) is the entropic field as derived in Eq. (8.8)
while the first term is the TIDF. Both fields depend on the DW position q. The results
of the 1D model calculations are plotted in Fig. 8.7. For d = 2σL (Fig. 8.7(a)) the model
gives equal results with or without TIDF, as expected (the TIDF is null in this case) and
the agreement with simulations is good. For d = 4σL the model without TIDF (purple
dashed line) predicts no DW motion, as expected from the ET since the DW is outside
the temperature gradient. On the other hand, the model with the TIDF (black dotted
line) predicts DW motion and shows a better agreement with simulations confirming our
hypothesis.
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Figure 8.7: DW displacement as function of time as predicted by the 1D
model with or without the demagnetizing field for d = 2σL (a) and d = 4σL
(b). The model without demagnetizing field does not predict any motion for
d ≥ 4σL.

By using the 1D model it is also possible to estimate the WB thermal gradient:

∇TW = ∆0α⊥K
0
S

4A0(∂m/∂T ) . (8.12)

Due to the presence of ∂m/∂T the WB also depends on the absolute temperature T
which affects ∂m/∂T [88]. The WB as function of temperature is plotted in Fig. 8.8.
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The blue points represent the maximum value of ∇T (x) (being a Gaussian profile, ∇T is
not constant) applied in the simulations for different laser temperatures. The crossing of
the WB occurs at T ≈ 660K, in reasonable agreement with our observation (T = 600K,
Fig. 8.4(b)). The small difference could be given by the effect of the TIDF or by the
uncertainty on the 1D parameters (K0

S ,∆0).4
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Figure 8.8: WB thermal gradient as function of temperature (Eq. (8.12)). For
a Gaussian profile, as the one applied in our simulations, ∇T is not constant,
the blue points represent the maximum value of ∇T for each temperature
which occurs approximatively at 1σL from the laser spot center.

Magnetostatic effects on thermally induced DW motion were already discussed by
Berger [128] . Despite the common magnetostatic origin, the TIDF shown here presents
some differences: In Ref. [128] the thermal gradient affects the magnetostatic energy
of the domains (much more relevant in bulk samples such as the ones analysed by
Berger), whereas here, it is the Gaussian temperature profile by itself that generates
new magnestostatic volume charges which give rise to the TIDF.

8.3.3 Magnonic spin transfer torque

Magnons can drive the DW either towards the hot or the cold part depending on their
interaction with the DW: they drive the DW towards the cold part if they are reflected
by the DW [116, 117, 123] due to linear momentum transfer, while they drive the DW
towards the hot part if they pass through the DW due to angular momentum trans-
fer [118, 117, 87]. As already mentioned, we observe DW motion towards the hot part
for d = 2, 3σL (Fig. 8.3(b)), DW motion towards the cold part for d = 4, 5σL (Fig. 8.3(e),
inset of Fig. 8.4(a)) and no DW motion for d ≥ 6σL (Fig. 8.3(h), inset of Fig. 8.4(a)).
At d = 2, 3σL the motion is probably due to an averaged ET (as commented in Sec. 8.3)

4∆0 is calculated by fitting the static Bloch profile obtaining ∆0 = 30 nm. K0
S is obtained by

calculating the static DW widths (∆1,∆2) and energies (ε1,ε2) for in-plane and out-of-plane DW (φ1 = 0,
φ2 = π/2) and using the relation K0

S = (1 + ab)/a (Ref. [60]), with a = (∆1/∆2)2 and b = (ε1/ε2)2,
obtaining K0

S ≈ 2.9× 105 J/m3
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and it is not possible to isolate the effect of magnons. For d ≥ 6σL the magnons are
already damped and therefore they do not interact with the DW. In fact, by fitting
the magnon accumulation [126] δmy(x, t) = my(x, t)−my(x, 0), we estimate a magnon
propagation length Lp = 330nm (Fig. 8.9(a)). This means that at d = 4, 5σL (200 nm
and 400 nm respectively from the end of the laser spot) the DW is within the magnon
propagation length, while at d = 6σL the DW is at ≈ 2Lp, where magnons are clearly
damped. Therefore, at d = 4, 5σL, where ∇T (XDW ) ≈ 0 the motion towards the cold
part should be given by the µSTT . To better understand such behavior, thermally ex-
cited magnons were analysed by means of 2-Dimensional Fast Fourier Transform (FFT)
in the middle of the strip (y0 = 40nm) i.e. by calculating the FFT power [116]

m̃y(ω, kx) = F2D [my(x, y0, t)−my(x, y0, 0)] , (8.13)

where the FFT is calculated with respect to {x, t}. Fig. 8.9(b) shows the normalized
magnons frequency spectrum (∑kx m̃y(ω, kx)) at the laser spot (LS) (region 1: XL ±
330nm) and right before the LS (region 2: (XL−5σL)±330nm). At the LS (black dots)
magnons have a wide range of frequency while before the laser spot (green line) only low
frequency magnons have propagated, in agreement with previous observation [126]. The
cut-off at f0 ≈ 9GHz is due to lateral width confinement [116]. Therefore, the average
magnon propagation length, previously calculated (Fig. 8.9(a)), is mainly related to low
frequency magnons. This is a relevant observation since the magnons frequency strongly
affects magnons transmission or reflection at the DW [117]. In particular, low frequency
magnons are likely to be reflected [117, 116] and would produce motion towards the
cold part. To further understand the interaction between magnons and the DW, the
DW dynamics excited by monochromatic spin waves (SW) was analysed in the same Py
strip. SW were locally excited by a transverse sinusoidal field Ha(x) = H0 sin(2πf)ŷ at
a distance of 100nm from the DW (Fig. 8.10(a)). The excitation region has dimensions
10× 80× 10 nm and µ0H0 is set to 10mT. The DW dynamics by different frequencies is
shown in Fig. 8.10(b), while the spin wave propagation length as function of frequency
is depicted in Fig. 8.10(c). Consistently with previous analysis [116, 119] the DW moves
towards the cold part (in this case cold means away from the antenna position i.e.
in the same direction as magnons propagation) for low frequency, f = 18, 25 GHz,
while no motion towards the hot direction is observed within the maximum applied
frequency, fmax = 100 GHz (Fig. 8.10 (b)). Moreover, the monochromatic analysis allows
to study the frequency dependent magnon propagation length, and indeed it confirms
that magnon propagation length decays with the magnons frequency (Fig. 8.10(c)). Note
that the propagation length of low frequency magnons is in good agreement with our
calculation for thermal magnons (Lp = 330 nm). Furthermore, following Ref. [126], the
frequency dependent propagation length Lp(ω) can be estimated as 1/(α⊥ω)∂ω/∂k and
∂ω/∂ k can be calculated from the spin waves dispersion relation in our system [129]

ω = ω0 + l2exωMk
2 , (8.14)
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Figure 8.9: (a) Magnon accumulation as defined in Ref. [126] (δmy(x, t) =
my(x, t)−my(x, 0)) for XL = 3.76µm. The time t at which the magnons ac-
cumulations is calculated is t = 10ns, long enough so that magnons have prop-
agated along the strip and they have reached an equilibrium state. Magnons
decays exponentially as shown by the fit with e−|x−XL|/Lp , where Lp = 330nm
is the magnon propagation length. (b) FFT intensity as function of magnons
frequency in region 1: XL ± 330nm (below the laser spot, black dots) and
region 2: (XL − 5σL)± 330nm (outside the laser spot, green line).

where lex is the exchange length and ωM = γ0M0me(T ). The cut-off frequency ω0 = 2πf0
is taken from simulations. We finally obtain

Lp(ω) = 1
α⊥ω

∂ω

∂k
= 2lex

α⊥

(ωM (ω − ω0))1/2

ω
. (8.15)

Eq. 8.15 is also plotted in Fig. 8.10(c) showing a good agreement with the simulation
results. At high frequency, where l2exωMk

2 � ω0, Eq. 8.15 simply reduces to Lp ∼=
λ/(πα), where λ is the magnon wavelength.[126]

In the laser spot case, an additional proof of magnons reflection is given by the FFT
power in a region X0 ± 330 nm, where X0 is chosen in order to remain outside both
the TG and the DW as sketched in Fig. 8.11. The FFT is performed with (Fig. 8.11
(b)) or without (Fig. 8.11(a)) the DW. The left bright branches correspond to magnons
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Figure 8.10: (a) Schematic representation of the monochromatic spin waves
simulations. (b) DW displacement as function of time for different frequencies.
The maximum displacement is obtained for the lowest frequency (f = 18 GHz).
(c) SW propagation length as function of SW frequency.

propagating from right to left, moving away from the laser spot, as expected. In the FFT
with the DW (Fig. 8.11(b)) a small branch appears on the right side, which corresponds
to magnons propagating from left to right, towards the laser spot, as a consequence of
reflection by the DW [116].

Therefore we conclude that the DW motion towards the cold part is due to low
frequency magnons, excited by the laser, which have larger propagation length and are re-
flected by the DW. The result is different from that predicted by Kim and Tserkovnyak [87],
where DW was supposed to move towards the hotter region due to magnons transmission
through the DW. The difference is probably due to the different magnon wavelength: in
Ref. [87] the authors assumed that the thermal magnon wavelength is much shorter than
the DW width, focusing on magnon transmission and the adiabatic STT. In our case,
low-frequency (large-wavelength) modes dominate outside the TG due to their larger
propagation length and they are mainly reflected by the DW. From Eq. 8.14 we can also
estimate the wavelength of the reflected magnons. The frequency range of the reflected
branch in Fig. 8.11(b) is approximatively f0 < f < 20GHz which corresponds to a wave-
length range 50 < λ < 400nm, larger than or comparable to the DW width parameter
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∆0 = 30nm. Inside the TG (d = 2σL) the motion is towards the hotter region, consis-
tent with the result of Kim and Tserkovnyak. [87] In the Full simulations the DW moves
towards the hot part for d = 4, 5σL meaning that the dipolar field is stronger than the
µSTT in this system.

As commented in Sec. 8.2, our analysis of the magnonic STT neglects magnons with
λ < 5nm. Due to their small propagation length (Lp ∼ 80nm) they can have an effect
only at d = 2, 3σL, when the DW is inside the TG. Since their wavelength is much
smaller than the DW width, they are expected to pass adiabatically through the DW,
moving it towards the hotter region as the ET. This would lead to higher velocities for
the Magnonic case at d = 2, 3σL, however, their contribution is expected to be small
since their propagation length is comparable to the full DW width (π∆0 ∼ 90nm) and
therefore, angular momentum transfer is strongly reduced.
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Figure 8.11: Log FFT intensity as function of frequency f and wave vec-
tor k calculated at X0 ± 330nm with (b) or without (a) the DW. The plot
shows typical SW dispersion curves. The left branches correspond to magnons
propagating from right to left (away from the laser spot), while right branches
correspond to magnons propagating from left to right (towards the laser spot).
A small right branch at low frequency can be observed in the case with DW
(b), which corresponds to magnons reflected by the DW. Blue dashed line in-
dicates the cut-off at f ≈ 9GHz, while the blue solid line in (a) corresponds to
Eq. 8.14, which shows a good agreement with the FFT intensity.
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8.3.4 Realistic sample

Our previous results, as well as former theoretical investigations [88, 87, 123], were
obtained for a perfect strip where even a small driving force was able to move the DW.
However, it is well known that defects or inhomogeneities give rise to DW pinning and
a finite propagation field (Hp 6= 0) below which the DW remains pinned. We have also
analysed DW motion by TG under realistic conditions to see in which case the TG is
strong enough to depin the DW. The introduction of edge roughness with a characteristic
size of 2.5 nm gives rise to a DW propagation field of µ0Hp = (3.5 ± 0.5)mT. Also in
this case the sample temperature follows Eq. (8.4) but the strip temperature T0 is set
T0 = 300K as it would be in conventional experiments. Considering the same ∆T of
the previous analysis and in order to remain below TC we can only apply ∆T = 400K
and ∆T = 200K. As shown in Fig. 8.12 , the DW moves towards the laser spot only if
it is close enough to the laser spot (d ≤ 2σL) and only if ∆T = 400K. Therefore, under
realistic conditions, long-range dipolar field and µSTT are not strong enough to move
the DW as they are likely hindered below the propagation field in typical experiments.
This observation is indeed in agreement with recent experimental observation [90] where
the DW motion towards the (close) laser spot was succesfully explained by the sole effect
of ET [90].
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Figure 8.12: DW displacement as funciton of time for ∆T = 400K (a) and
∆T = 200 K (b), for d = 2σL (full black line) and d = 3σL (black dashed
line). The DW reaches the laser spot (red dashed line at ∆x/d = 1) only for
∆T = 400K at d = 2σL.

8.4 Conclusions

DW motion by Gaussian temperature profiles was analysed in a Py strip under perfect
and realistic conditions. Apart from the already known entropic and magnonic contri-
butions, a third driving force was observed due to a thermally induced dipolar field.
Such force drives the DW towards the hotter region. An expression for the entropic
field was derived in terms of the DW energy and compared with previous expressions
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showing equal results. The entropic torque pushes the DW towards the hot part and
dominates the DW dynamic when the DW is within the TG, while the dipolar field dom-
inates when the DW is outside the TG. In fact, the µSTT drives the DW towards the
cold part due to the prevalence of low frequency magnons, which propagate over larger
distances (Lp ≈ 330nm) and are reflected by the DW in the studied sample. Finally,
under realistic conditions, the entropic torque is strong enough to move the DW only if
the laser spot is closer than 2σL and ∆T ≥ 400K. These conclusions can be generalized
to other in-plane samples, but we cannot rule out that, in systems with low damping
the magnonic STT could overcome the thermally induced dipolar field outside the TG.
These results give important insights into the different mechanism responsible for DW

motion under thermal gradients and allows for comparison with experimental results in
these systems.



Chapter 9

Conclusions and future
perspectives

To summarize, the effects of Joule heating and localized temperature gradients on DW
dynamics were analysed by means of a novel micromagnetic framework which couples
heat and magnetization dynamics self-consistently. A phenomenological Newton-like
term in the heat equation can account for the substrate, which absorbs a considerable
amount of the heat and would be difficult to include in the micromagnetic software. The
accuracy of this phenomenological term was tested against full (sample and substrate)
COMSOL simulations showing a remarkable agreement. Furthermore, we showed that
curved geometries and patterned constrictions can generate temperature gradients along
the sample, which can have significant effects on the DW dynamics. In particular, if
the temperature increase remains below the Curie temperature, the DW is generally
displaced towards the hotter region, while, if the overall temperature increase is close to
the Curie temperature, we can incur local destruction of the ferromagnetic order which
may help the DW depinning under external applied fields. Finally, the main driving
forces responsible for the thermally induced DW motion were isolated and compared:
the entropic torque, due to the minimization of the DW energy. The magnonic STT, due
to the interaction between the DW and thermally excited magnons and the thermally
induced dipolar field. The entropic torque is identified as the leading contribution and,
in realistic condition, it can drive the DW towards the hotter region only if the DW is
close to the thermal gradient. A pure, thermally induced DW motion, was also recently
observed experimentally [130].

Many questions and interesting new directions are still open. The magnonic STT, for
instance, strongly depends on the magnons transmission or reflection from the DW and
it is not clear why certain magnons frequencies are transmitted while other are reflected.
Moreover, a complete understanding of the interaction between magnons and DWs is still
lacking. Non-linear effects and resonances with the DW internal oscillations modes are
also interesting aspects that require further investigations. Furthermore, it is reasonable
to assume that the transmission and reflection will also depends on sample dimensions,
leaving plenty of room for the study and the optimization of magnonic circuits which

144



145

exploit DWs as active components [131, 132]. Besides, our study was focused on in-plane
magnetized systems and it could be interesting to extend it to ultrathin films [4] with
out-of-plane magnetization. In fact, in these latter systems, heat could have a larger
effect due to the smaller Curie temperature of ultrathin films (for instance a 1 nm thick
Cobalt layer has a Curie temperature of 500 K). Hence, a smaller increase in temperature
can have bigger effects. Lastly, the novel micromagnetic framework could be extended
to analyse ultrafast switching or heat assisted switching where heat and temperature
dynamics play an important role.
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Modelling of domain wall motion
in ultrathin systems

146



Chapter 10

Introduction

In the previous part, domain wall (DW) motion was analysed along in-plane magne-
tized samples, where the electrical current flows mainly through the ferromagnetic layer
and DWs are displaced by the Zhang-Li spin-transfer torque (STT). However, recent
advances in material deposition introduced the possibility of creating ultrathin ferro-
magnetic (FM) layers with a thickness of few angstroms, where the magnetization is
out-of-plane. An example of typical ultrathin system is shown in Fig. 3.11. At this
scale, the interfacial interactions with the neighbouring layers play a relevant role and
they can affect many properties of the sample. For instance, the out-of-plane magne-
tization is due to the presence of a perpendicular magnetic anisotropy (PMA) which
originates from the spin-orbit interaction between the FM layer and the neighbouring
layers. Furthermore, in samples with broken inversion symmetry where top and bottom
layers are different, chiral DWs can be stabilized by the Dzyaloshinskii-Moriya interac-
tion (DMI) (see Section 3.6.2). A recent review about interfacial effects in magnetism
can be consulted in Ref. [4].

An efficient way to displace DWs in ultrathin films is by exploiting the spin Hall
(SH) effect. In fact, due to the large resistivity of the FM layer, the electrical current
flows mainly through the conducting neighbouring layers and, due to the SH effect, a
spin-current is generated perpendicularly to the electron flows and injected into the FM
layer. Eventually, the spin-current exerts a torque on the FM layer as a consequence of
the Slonczewsky-like STT (see Section 3.5 and 3.6).

These systems present several advantages over in-plane magnetized samples. For
instance, DWs in out-of-plane samples are smaller and they can be packed with higher
density, leading to a larger capacity for memory devices [133]. Furthermore, several
experiments [134, 43] suggested that the current-induced DW motion requires lower
current densities with respect to the conventional Zhang-Li STT in in-plane samples.

Nonetheless, these systems present also some issues and, in particular, disorder can
have a strong impact on DW motion. More generally, the role of disorder in ultrathin
systems is still under debate and poorly understood [4]. For in-plane systems edge
roughness was the main source of disorder while thickness fluctuations and defects can
be assumed as the main source of disorder in ultrathin films. Experiments on field-driven
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DW motion have shown that DWs in ultrathin films move as a one-dimensional elastic
interface in a two-dimensional pinning potential [135, 136] and (under certain conditions)
they are expected to follow the so-called creep law

v = v0 exp
[
−η(µ0Hz)−1/4

]
, (10.1)

where η is scaling constant which depends on the pinning potential and on the DW
energy. More precisely, the creep theory predicts that, at T = 0 the DW does not move
until a critical depinning field (Hdep). However, for T > 0, thermal fluctuations lead to a
finite DW velocity even ifHz < Hdep. Eq. (10.1) holds forHz � Hdep, while intermediate
regimes can be observed if Hz ≈ Hdep [137, 138]. The predictions of the creep theory
are shown in Fig. 10.1 for T = 0 and T = 300K. The LLG predictions for a perfect
sample are labelled as Perfect in Fig. 10.1. The T = 0 prediction can be obtained also
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Figure 10.1: DW velocity vs applied field as predicted by the LLG equation
in a perfect system and by the creep law at T = 0 and T = 300K.

by introducing disorder into the LLG equation, for instance by introducing grains with
randomly distributed parameters, which mimic the disorder. However, the T = 300K
prediction present more complications: firstly, the implementation of a realistic disorder
is not straightforward and secondly, the DW velocities predicted under the creep regime
are considerably small (∼ 0.01−0.1 m/s) and one would need to simulate very long times
in order to allow the DW to pass through different pinning sites as in typical experiments.
Nonetheless, if the DW moves with enough velocity, as in intermediate regimes between
creep and flow (the so-called depinning regime) [137, 138] micromagnetic simulations
can successfully reproduce the experimental behaviour.

In this part, field and current driven DW motion in ultrathin films is analysed by
analytical models and micromagnetic simulations. In Chapter 11, the field and current
driven DW motion in Pt/Co/PtxAu1−x samples is analysed by micromagnetic simula-
tions and 1D model. The experimental data for the DW velocity as function of the
applied field are reproduced in order to obtain the damping parameter and the disorder
model. On a second step, by using the parameters obtained in the field driven analysis,
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the DW motion by SH torque is analysed for different SH angles. A particular attention
is devoted to the role of disorder which is shown to significantly affect both the field
and current driven DW dynamics. This work was performed in collaboration with an
experimental group from the University of Leeds.

In the last part, Chapter 12, the depinning field as function of the damping parameter
is analysed by micromagnetic simulations. Contrary to conventional approximations,
which assume that the depinning field is independent on damping, we show that it
strongly decreases for small damping parameters. This behaviour is explained by a 1D
model and it is related to the DW internal dynamics and the finite size of the pinning
barrier. All these results illustrate the procedure and the main issues related to the
modelling of DW motion in ultrathin films. At the same time, they provide useful
insights about the role of disorder in these systems. Chapter 11 reports unpublished
results while Chapter 12 is adapted from Ref. [9]. As in the previous part, each chapter
is written independently and it can be read separately. For the same reason, several
concepts are repeated among the chapters, especially in the introductory part and when
describing the simulations methods.

http://www.stoner.leeds.ac.uk/


Chapter 11

Modelling of domain wall motion
in Pt/Co/PtxAu1−x

Domain wall motion in ultrathin multilayers of Pt/Co/PtxAu1−x is analysed by
means of micromagnetic simulations. The domain wall velocity as function
of the applied field is measured experimentally in these systems by bubble
expansion. Our work is focused on reproducing the domain wall velocity in
order to extract the damping parameter (α) from the micromagnetic simu-
lations. On a second step, the current induced domain wall motion, due to
the spin Hall torque from the neighbouring layers, is analysed for different
spin Hall angles. This latter analysis will allow to extract the spin Hall angle
from the current driven measurements. The modification of the top layer,
going from Pt/Co/Au to Pt/Co/Pt and a mixed alloy Pt/Co/Pt50Au50 changes
the films properties and tunes the efficiency of the spin Hall torque. In our
study, a particular emphasis is given to the role of disorder which is found to
have a significant effect both on the field driven and current driven domain
wall motion. 1

11.1 Introduction

Magnetic domain walls (DWs) in ultrathin systems can be efficiently displaced by elec-
trical currents. Typical ultrathin films consist of multilayers made of Heavy Metal
(HM)/Ferromagnet (FM)/HM or metal oxides such as Pt/Co/Pt or Pt/Co/AlOx, where
the FM has a thickness of typically few nanometers. Due to the small thickness of the
FM layer, the neighbouring layers have an important effect on the sample properties.
For instance, due to spin-orbit interaction with the neighbouring layers, these systems
present perpendicular magnetic anisotropy (PMA) and, in samples with broken inver-
sion symmetry, the Dzyalonshinsky-Moriya Interaction (DMI) favours Néel DW with
fixed chirality (see Section 3.6). The current-induced DW motion is also due to the spin

1Collaboration with K. Shahbazi, A. Hrabec and C.H. Marrows from University of Leeds.
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Hall effect from the neighbouring layers. In fact, due to high resistivity of the thin FM
layer [139], the electrical current flows mainly through the HM layers where the spin Hall
effect gives rise to a spin-current perpendicular to the electron flow. The spin-current is
eventually injected into the FM where it drives the DWs by means of the Slonczewski-
like STT (see Section 3.6). Since the current is polarized along the y direction (see
Fig. 3.14), the DW needs to have a Néel configuration in order to maximize the effect of
the Slonczewski-like torque. As a consequence, the cooperation of DMI and SH effect is
able to effectively drive DWs [43, 134].

As anticipated, these systems present advantages with respect to in-plane samples,
where the current flows through the FM layer and the DWs are displaced by the Zhang-
Li STT. In particular, DWs in PMA systems are smaller and they can be packed with
a larger density, leading to a larger capacity for memory devices [133]. Furthermore,
SH driven DWs require smaller current densities (≈ 1011 A/m2) [43] with respect to
Zhang-Li driven DWs (≈ 1012 A/m2) [78].

Nonetheless, also these systems present issues and, in particular, DWs are strongly
affected by disorder [63]. For instance, field-driven DWs are shown to present a plateau
in the DW velocity, which cannot be explained by the usual flow regime [140, 63, 141].
Only for very high fields, it is possible to recover the flow regime, which holds for perfect
samples. For small fields, the DW moves according to the creep law [135], which describes
the motion of an elastic interface across random pinning sites.

More generally, the effect of disorder on DW dynamics in these kind of systems is still
under debate and poorly understood. For instance, it has been shown to significantly af-
fect Skyrmions trajectories [142] or to induce the formation of vertical Bloch lines (VBL)
inside the DWs [140]. From the modelling point of view, a critical issue is the choice of
the disorder model. Typically, disorder is introduced by changing certain micromagnetic
parameters like the saturation magnetization Ms or the uniaxial anisotropy Ku, which
are assumed to follow a normal distribution around their mean value. However, one
can choose to change one or more parameters and this can have different effects on the
magnetization dynamics. For instance, Voto et al. [141] showed that a fluctuation of
the local anisotropy axis leads to a shift in the DW velocity even in the flow regime,
which is not observed by simply changing the modulus of the uniaxial anisotropy Ku.

Here, we reproduce the experimental results of DW velocity as function of the ap-
plied field, measured in three samples consisting of Pt/Co/Pt, Pt/Co/Pt50Au50 and
Pt/Co/Au. The composition of the top layer is varied in order to change the material
properties and tune the DMI and the SH efficiencies. We adopt a disorder model which
mimic a thickness fluctuation across the sample, as it can be generated during the growth
process. From these simulations we extract the damping parameter, which is the only
free parameter together with the disorder parameters. On a second step, by using the
damping parameter and the disorder model obtained from the field driven analysis, we
study the SH driven DW motion for different SH angles. This latter description will
allow the measurement of the SH angle from current driven experimental data. Disorder
is shown to significantly affect both the field driven and current driven DW motion. The
determination of the damping parameter and the disorder model from separate analyses
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is essential in order to have a consistent description of field and current driven motion.
In fact, typical analyses are focused only on the current driven results, which are fitted
by using both damping and SH angle as free parameters.

11.2 Methods

11.2.1 Experimental measurements 2

The trilayers of Pt(3 nm)/Co/PtxAu1−x(3 nm), where x varies between 0 and 1, were
prepared by sputtering at high temperatures as described in Ref. [143]. The seed Pt layer
was sputtered directly on a C-plane sapphire substrate at 500◦ C followed by the Co
sputtering at 100◦ C. The PtxAu1−x layer was grown by co-sputtering from Pt and Au
targets at 100◦ C in a way that the sputtering powers were adjusted to keep the rate 1A/s.
The quality of these layers was confirmed by the x-ray diffraction technique. All the films
show a square hysteresis loop as a function of perpendicular magnetic field confirming
the out-of-plane character of the Cobalt. The uniaxial anisotropy Ku and magnetization
Ms were measured by vibrating sample magnetometry (SQUID-VSM). The temperature
dependent magnetization data can be fitted with Bloch law Ms = 1− cT 3/2 from which
the extracted exchange stiffness is A = 17 ± 1 pJ/m. The DMI constant is measured
by measuring the DW velocity as function of the in-plane field Hx, as described in
Ref. [35, 36] (see also Fig. 11.1). Bubble domains are expanded by means of a small out-
of-plane field which is kept constant. Data for the DW velocity as function of the in-plane
field, together with the DMI measurements are shown in Fig. 11.1. The thickness of the
samples is also measured by using Transmission Electrons Microscopy (TEM) techniques.
The samples growth and the measurements were performed by collaborators from the
University of Leeds (UK). The samples parameters are summarized in Table 11.1.

Sample t (nm) Ms × 105 (A/m) Ku × 105 (J/m3) D (mJ/m2)
Pt/Co/Pt 1.19± 0.9 6.8± 0.7 5.3± 1.0 0
Pt/Co/PtAu 1.29± 0.9 6.1± 0.7 4.8± 0.9 0.25± 0.05
Pt/Co/Au 1.08± 0.9 6.8± 0.8 7.1± 1.1 0.76± 0.11

Table 11.1: Measured parameters for the three sample Pt/Co/Pt,
Pt/Co/PtAu and Pt/Co/Au.

11.2.2 Micromagnetic simulations

For the micromagnetic simulations we consider a rectangular sample of dimension (1024×
512×t) nm3, where t is the Co thickness. We use periodic boundary conditions along the
y direction, in order to simulate an extended thin film. In the experimental measurements
the domains are bubble domains and the DWs are circular rather than straight lines (see

2From A.Hrabec, K. Shahbazi and C.H. Marrows, unpublished.
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FIG. 2. DW velocity as a function of in-plane magnetic field
µ0Hx in case of Pt (a) and Pt50Au50 (b) capping layers for
a fixed value of the out-of-plane field. (c) Effective DMI field
µ0HDMI and effective DMI constant Deff as a function of Au
concentration x in Pt/Co(6 Å)/Au films. An example of Kerr
image of the bubble expansion is shown in inset.

effective DMI field is plotted in Fig. 2(c) as a function of
Au concentration. We find a vanishing DMI in Pt/Co/Pt
confirming that we deal with a well-defined system which
is not a trivial result [34]. One can see that this field and
corresponding effective DMI constant Deff are increasing
with x. From the symmetries of the applied fields we also
deduce that for x > 0 the Deff enforces left-handed chi-
rality which is consistent with ab-initio calculations for
Pt/Co interface [26].

DW dynamics

The field-induced DW dynamics is an electric current-
free type of spin-orbit torque where the DMI via the
DW structure stabilization influences the dynamics. The
velocities as a function of out-of-plane field µ0Hz are
shown in Fig. 3(a) for various capping layers. The dashed
lines correspond to the fit of the flow regime. The slope
of the linear regime m depends on damping α: in the
steady regime m = γ∆/α and in the deep precessional
regime m = γ∆/

(
α+ α−1

)
where γ is the gyromag-

netic ratio [33]. DMI acts as a stabilizing element of
the DW structure and so increases the Walker break-
down [35]. The Walker field can be estimated by using
relation µ0Hw = απ/2µ0HDMI and so it is the knowledge
of the DMI field which allows us to determine in which
regime the DW dynamics in the given field range is. The
extracted α coefficients are summarized in Table I.

The v(H) plots can be fitted in the creep regime range
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FIG. 3. (a) Field-induced DW motion in Pt/Co(6 Å)/X for
various capping layers X. (b) Illustration of SHE in Pt/Co/Pt
(left) and Pt/Co/Au (right). (c) Current-induced DW motion
in Pt/Co(8 Å)/X as a function of current density for various
capping layers X. Inset shows series of Kerr images separated
by 60 ns after application of 2.6 × 1012 A/m2. Solid lines
correspond to the creep regime fit. Arrows depict depinning
current and velocity.

with the creep law 2. The depinning current can be
deduced from the inflection point of the v(H) depen-
dence which separates the creep and depinning regimes
[36]. From the fits shown in Fig.3(a) one can obtain
Tdep = Epin/kB where kB is Boltzmann constant and
Epin is the pinning energy which is shown in Table I.
The pinning energy is stronger in the case of Co/Au film
which could be eventually understood by the fact that
Co and Au do not form any alloy [37] and that Au is
weakly magnetically polarizable [29] so the interface is
much more abrupt than in the case of Co/Pt where the
imperfections are smeared out by the proximity effects.

In order to study the efficiency of SLT the films were
patterned via ion beam milling process into wires 2.5 µm

Figure 11.1: DW velocity as a function of in-plane magnetic field µ0Hx in
case of Pt (a) and Pt50Au50 (b) capping layers for a fixed value of the out-
of-plane field. (c) Effective DMI field µ0HDMI and effective DMI constant D
as a function of Au concentration x in Pt/Co(6A)/Au films. An example of
Kerr image of the bubble expansion is shown in inset. Figure from A. Hrabec,
K. Shahbazi and C.H. Marrows, unpublished.

the inset in Fig. 11.1). However, for bubbles with radius r � 10 µm (see Appendix E),
the DW behaves as a straight line since the surface tension is negligible. On the other
hand, we will incur in an error if we try to reproduce the results by simulating smaller
bubble expansions. In fact, for smaller bubbles the surface tension is relevant and it
wants to collapse the bubble domain, reducing the efficiency of the out-of-plane field (see
Appendix E). Magnetization dynamics is analysed by means of the LLG equation [11]:

dm
dt

= − γ0
1 + α2 [m× (Heff + Hth)]− γ0α

1 + α2 {m× [m× (Heff + Hth))} ,

(11.1)

where m(r, t) = M(r, t)/Ms is the normalized magnetization vector, with Ms being the
saturation magnetization. γ0 is the gyromagnetic ratio and α is the Gilbert damping.
Heff = Hexch +HDMI +Han +Hdmg +Hzûz is the effective field, including the exchange,
DMI, uniaxial anisotropy, demagnetizing and external field contributions [11] respec-
tively. Thermal fluctuations at uniform and constant room temperature T = 300K
are taken into account through a stochastic thermal field Hth, which has white noise
properties with the correlator [94, 46, 47]



Chapter 11. Modelling of domain wall motion in Pt/Co/PtxAu1−x 154

〈Hth(r, t)iHth(r′, t′)j〉 = 2αkBT
γ0µ0MsV

δijδ(r− r′)δ(t− t′),

(11.2)

where kB is the Boltzmann constant, µ0 the vacuum permeability and V the volume
of the computational cell. Disorder is taken into account by dividing the sample into
grains by Voronoi tessellation [8, 144], as shown in Fig. 11.2(a). In each grain the
micromagnetic parameters {Ms, Dc,Ku} change in a correlated way in order to mimic a
normally distributed thickness [145]:

tG = N(t, δ)→


MG = (MstG)/t
KG = (Kut)/tG
DG = (Dct)/tG

, (11.3)

where the subscript G stands for grain, t is the average thickness of the Co layer and δ
is the standard deviation of the thickness normal distribution. The sample is discretized
in cells of dimensions (2 × 2 × t)nm3, smaller than the exchange length lex ∼ 5nm.
Different grain sizes (GS) and thickness fluctuations are tested in order to reproduce the
experimental results. A DW is placed and relaxed at the center of the sample as depicted
in Fig. 11.2(b). Eq. (11.1) is solved by the finite difference solver MuMax 3.9.3 [8].

1µm

500nm

(a)

(b)

Figure 11.2: (a) A typical grains pattern. (b)DW initial configuration.
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11.3 Results and discussion

11.3.1 Field driven DW motion

The best fitting parameters are summarized in Table 11.2 together with the measured
depinning field Bdep.

Sample Bdep (mT) GS (nm) δ α

Pt/Co/Pt 32± 1 15 8% 0.2± 0.05
Pt/Co/PtAu 56± 1 15 16% 0.4± 0.05
Pt/Co/Au 75± 1 15 15% 0.4± 0.05

Table 11.2: Depinning field and fitting parameters.

The larger depinning field is reflected in a larger value of the thickness fluctuation for
the PtAu and Au top layers. This can be explained by considering that the Co/Au
interface is rougher than the Pt/Co interface since gold atoms poorly interact with the
Co atoms. Nonetheless, also the damping parameter is larger for the Au and PtAu top
layer and this can also affect the depinning field (see Chapter 12). The larger damping
parameter of Pt/Co/Au and Pt/Co/PtAu suggests a larger spin-pumping effect [18] for
the Co/Au interface but further checks are needed in order to confirm this hypothesis.
The results obtained for the field driven DW dynamics are shown in Fig. 11.3 for the three
samples. The agreement, especially for the Pt/Co/PtAu and the Pt/Co/Au samples,
is remarkably good. The black solid lines in each plot represent the prediction of the
1D model in the absence of disorder for the obtained damping parameter. The 1D
model is in agreement with the experimental results only for the Pt/Co/Pt sample in
the region where Bz � Bdep. On the contrary, for the Au and the PtAu top layers,
both the micromagnetic simulations and the experimental results deviate from the 1D
model predictions (Fig. 11.3(a)-(b)). This result is important since a common method
to extrapolate the damping parameter is to fit the DW velocity vs applied field curve
with the 1D model equations

vDW = γ0∆DW
α

Hz , vDW = αγ0∆DW
1 + α

Hz , (11.4)

valid for Hz < HWB and Hz � HWB respectively, where HWB indicate the Walker
Breakdown field. Our results indicate that if we are too close to the depinning field, full
micromagnetic simulations are needed in order to extract the damping parameter.

11.3.2 Current driven

By using the same disorder and damping parameters, we analyse the DW motion induced
by the SH torque. The LLG equation augmented with the SH torque is given by (see
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Figure 11.3: DW velocity as function of the applied field for (a) Pt/Co/Au,
(b) Pt/Co/PtAu and (c) Pt/Co/Pt. Red dots correspond to experimental
data and blue dots correspond to µM simulations. The black full line indicates
the one-dimensional model prediction in the absence of disorder. (d) DW
velocity as function of the applied, experimental data (dots) vs µM results
(lines) for the three samples.

also Section 3.6)

dm
dt

= − γ0
1 + α2 [m× (Heff + Hth)]− γ0α

1 + α2 {m× [m× (Heff + Hth)]}

+ µBJθSH
|e|Ms(1 + α2)t [m× (m× ûy) + α(m× ûy)] , (11.5)

where µB is the Bohr magneton, J is the current density flowing through the HM, e
is the electron charge and θSH is the SH angle. The only free parameter is now the
SH angle. The current driven results are shown in Fig. 11.4 for the Pt/Co/Au and the
Pt/Co/PtAu samples. The SH torque has no effect on the Pt/Co/Pt sample since the
wall is Bloch and, additionally, the two spin-currents from the top and bottom Pt layers
compensate each others (the top and bottom layer have the same thickness and the same
resistivity). The DMI constant of the Pt/Co/Au and Pt/Co/PtAu is enough to stabilize
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Figure 11.4: (a) DW velocity as function of the current density for (a)
Pt/Co/Au and for (b) Pt/Co/PtAu. The solid lines indicate the prediction
of the 1D model in the absence of disorder for the corresponding SH angle.

perfect Néel walls in these samples and, therefore, the SH torque is maximized. Indeed,
the solid lines represent the prediction of the 1D model for perfect Néel walls. The DMI
fixes the saturation velocity as discussed in Section 3.9.3. However, disorder considerably
reduces the efficiency of the SH torque and the DW velocity. This is because disorder
affects the DW internal configuration which deviates from a perfect Néel configuration
and, therefore, the efficiency of the SH torque is reduced. Furthermore, these results will
allow the measurements of the SH angle by comparing the experimental data of the DW
velocity with the micromagnetic simulations. Also in this case our results suggest that
full micromagnetic simulations are needed in order to reproduce the DW dynamics.

11.4 Conclusions

To summarize, the field and current driven DW dynamics in Pt/Co/PtxAu1−x samples is
analysed by full micromagnetic simulations. The field driven results are compared with
the experimental measurements in order to extract the disorder and damping parameters.
With this input, the current driven dynamics is analysed for different SH angles. Both
the field and current driven analysis are compared with the prediction of the 1D model
for perfect samples. Our results indicate that disorder has a significant and non-trivial
influence on the DW dynamics. We have shown that full micromagnetic simulations are
needed if one wants to obtain the damping parameter from the field driven measurements,
while the 1D model gives the correct results only if Hz � Hdep. In the current driven
analysis, disorder strongly reduces the efficiency of the SH torque by affecting the DW
internal configuration. These analyses illustrate the procedure and the main issues
related to the modelling of DW motion in ultrathin films and, furthermore, they provide
significant insights into the role of disorder in DW dynamics in ultrathin films. The
micromagnetic results can be further used to extract the SH angle from the current
driven measurements.



Chapter 12

Dynamical depinning of chiral
domain walls

The domain wall depinning field represents the minimum magnetic field
needed to move a domain wall, typically pinned by samples’ disorder or
patterned constrictions. Conventionally, such field is considered indepen-
dent on the Gilbert damping since it is assumed to be the field at which
the Zeeman energy equals the pinning energy barrier (both damping inde-
pendent). Here, we analyse numerically the domain wall depinning field
as function of the Gilbert damping in a system with perpendicular magnetic
anisotropy and Dzyaloshinskii-Moriya interaction. Contrary to expectations,
we find that the depinning field depends on the Gilbert damping and that
it strongly decreases for small damping parameters. We explain this depen-
dence with a simple one-dimensional model and we show that the reduction
of the depinning field is related to the finite size of the pinning barriers and to
the domain wall internal dynamics, connected to the Dzyaloshinskii-Moriya
interaction and the shape anisotropy. 1

12.1 Introduction

Magnetic domain wall (DW) motion along ferromagnetic (FM) nanostructures has been
the subject of intense research over the last decade owing to its potential for new
promising technological applications [3, 2] and for the very rich physics involved. A
considerable effort is now focused on DW dynamics in systems with perpendicular mag-
netic anisotropy (PMA) which present narrower DWs and a better scalability. Typical
PMA systems consist of ultrathin multi-layers of heavy metal/FM/metal oxide (or heavy
metal), such as Pt/Co/Pt [135, 138] or Pt/Co/AlOx [41, 42, 146], where the FM layer
has a thickness of typically 0.6−1 nm. In these systems, PMA arises mainly from inter-
facial interactions between the FM layer and the neighbouring layers (see Ref. [4] and

1Adapted from S. Moretti, M. Voto and E. Martinez, Phys. Rev. B 96, 054433 (2017)
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references therein). Another important interfacial effect is the Dzyaloshinskii-Moriya
interaction (DMI) [32, 33], present in systems with broken inversion symmetry such as
Pt/Co/AlOx. This effect gives rise to an internal in-plane field that fixes the DW chi-
rality (the magnetization rotates always in the same direction when passing from up to
down and from down to up domains) and it can lead to a considerably faster domain
wall motion [33] and to new magnetic patterns such as Skyrmions [38] or helices [147].
Normally, DWs are pinned by samples’ intrinsic disorder and a minimum propagation
field is needed in order to overcome such pinning energy barrier and move the DW. Such
field is the DW depinning field (Hdep) and it represents an important parameter from
a technological point of view since a low depinning field implies less energy required to
move the DW and, therefore, a energetically cheaper device.

From a theoretical point of view, DW motion can be described by the Landau-
Lifshitz-Gilbert (LLG) equation [11] which predicts, for a perfect sample without disor-
der, the velocity vs field curve depicted in Fig. 10.1 and labelled as Perfect. In a disor-
dered system, experiments have shown that a DW moves as a general one-dimensional
(1D) elastic interface in a two-dimensional disordered medium [135, 138] and that it fol-
lows a theoretical velocity vs driving force curve, predicted for such interfaces [148, 149]
(also shown in Fig. 10.1 for T = 0 and T = 300K). Moreover, this behaviour can be
reproduced by including disorder in the LLG equation [94, 141, 63]. At zero temper-
ature (T = 0) the DW does not move as long as the applied field is lower than Hdep,
while, at T 6= 0, thermal activation leads to DW motion even if H < Hdep (the so
called creep regime). For high fields (H >> Hdep) the DW moves as predicted by the
LLG equation in a perfect system. Within the creep theory, the DW is considered as a
simple elastic interface and all its internal dynamics are neglected. Conventionally, Hdep
is considered independent of the Gilbert damping because it is assumed to be the field
at which the Zeeman energy equals the pinning energy barrier [136, 150] (both damping
independent). Such assumption, consistently with the creep theory, neglects any effects
related to the internal DW dynamics such as DW spins precession or vertical Bloch
lines (VBL) formation [140]. The damping parameter, for its part, represents another
important parameter, which controls the energy dissipation and affects the DW velocity
and Walker Breakdown [60]. It can be modified by doping the sample [151] or by a
proper interface choice as a consequence of spin-pumping mechanism [18]. Modifications
of the DW depinning field related to changes in the damping parameter were already ob-
served in in-plane systems [151, 152] and attributed to a non-rigid DW motion [151, 152].
Oscillations of the DW depinning field due to the internal DW dynamics were also ex-
perimentally observed in in-plane similar systems [153]. Additional dynamical effects in
soft samples, such as DW boosts in current induced motion, were numerically predicted
and explained in terms of DW internal dynamics and DW transformations [154, 155].

Here, we numerically analyse the DW depinning field in a system with PMA and DMI
as function of the Gilbert damping. We observe a reduction of Hdep for low damping and
we explain this behaviour by adopting a simple 1D model. We show that the effect is
due to the finite size of pinning barriers and to the DW internal dynamics, related to the
DMI and shape anisotropy fields. This article is structured as follows: in Section 12.2 we
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present the simulations method, the disorder implementation and the Hdep calculations.
The main results are outlined and discussed in Section 12.3, where we also present the
1D model. Finally, the main conclusions of our work are summarized in Section 12.4.

12.2 Micromagnetic simulations

We consider a sample of dimensions (1024 × 1024 × 0.6) nm3 with periodic boundary
conditions along the y direction, in order to simulate an extended thin film. Magnetiza-
tion dynamics is analysed by means of the LLG equation [11]:

dm
dt

= − γ0
1 + α2 (m×Heff)− γ0α

1 + α2 [m× (m×Heff)] ,

(12.1)

where m(r, t) = M(r, t)/Ms is the normalized magnetization vector, with Ms being the
saturation magnetization. γ0 is the gyromagnetic ratio and α is the Gilbert damping.
Heff = Hexch + HDMI + Han + Hdmg + Hzûz is the effective field, including the ex-
change, DMI, uniaxial anisotropy, demagnetizing and external field contributions [11]
respectively. Typical PMA samples parameters are considered: A = 17 × 10−12 J/m,
Ms = 1.03×106 A/m, Ku = 1.3×106 J/m3 and D = 0.9 mJ/m2, where A is the exchange
constant, D is the DMI constant and Ku is the uniaxial anisotropy constant. Disorder is
taken into account by dividing the sample into grains by Voronoi tessellation [8, 144], as
shown in Fig. 12.1(a). In each grain the micromagnetic parameters {Ms, Dc,Ku} change
in a correlated way in order to mimic a normally distributed thickness [145]:

tG = N(t0, δ)→


MG = (MstG)/t0
KG = (Kut0)/tG
DG = (Dct0)/tG

, (12.2)

where the subscript G stands for grain, t0 is the average thickness (t0 = 0.6nm) and δ is
the standard deviation of the thickness normal distribution. The sample is discretized
in cells of dimensions (2 × 2 × 0.6)nm3, smaller than the exchange length lex ∼ 5nm.
Grain size is GS=15 nm, reasonable for these materials, while the thickness fluctuation
is δ = 7%. Eq. (12.1) is solved by the finite difference solver MuMax 3.9.3 [8].

A DW is placed and relaxed at the center of the sample as depicted in Fig. 12.1(b).
Hdep is calculated by applying a sequence of fields and running the simulation, for
each field, until the DW is expelled from the sample, or until the system has reached
an equilibrium state (i.e. the DW remains pinned): τmax < ε(α). τmax indicates the
maximum torque, which rapidly decreases when the system is at equilibrium. It only
depends on the system parameters and damping. For each value of α, we choose a
specific threshold, ε(α), in order to be sure that we reached an equilibrium state (see
Appendix F for more details). The simulations are repeated for 20 different disorder
realizations. Within this approach, Hdep corresponds to the minimum field needed to
let the DW propagate freely through the whole sample. In order to avoid boundaries
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effects, the threshold for complete depinning is set to 〈mz〉 > 0.8, where 〈mz〉 is averaged
over all the realizations, i.e. 〈mz〉 = ∑N

i=1〈mz〉i/N , where N = 20 is the number of
realizations. We checked that, in our case, this definition of Hdep coincides with taking
Hdep = Max{H i

dep}, with H i
dep being the depinning field of the single realization. In

other words, Hdep corresponds to the minimum field needed to depin the DW from any
possible pinning site considered in the 20 realizations 2.

Following this strategy, the DW depinning field is numerically computed with two
different approaches:
(1) by Static simulations, which neglect any precessional dynamics by solving

dm
dt

= − γ0α

1 + α2 [m× (m×Heff)] . (12.3)

This is commonly done when one looks for a minimum of the system energy and it
corresponds to the picture in which Hdep simply depends on the balance between Zeeman
and pinning energies.3
(2) by Dynamic simulations, which include precessional dynamics by solving the full
Eq. (12.1). This latter method corresponds to the most realistic case. Another way to
estimate the depinning field is to calculate the DW velocity vs field curve at T = 0
and look for minimum field at which the DW velocity is different from zero. For these
simulations we use a moving computational region and we run the simulations for t =
80ns (checking that longer simulations do not change the DW velocity, meaning that we
reached a stationary state). This second setup requires more time and the calculations
are repeated for only 3 disorder realizations.

Using these methods, the depinning field Hdep is calculated for different damping
parameters α.

12.3 Results and discussion

12.3.1 Granular system

Our first result is shown in Fig. 12.2(a)-(b), which depicts the final average magneti-
zation 〈mz〉 as function of the applied field for different damping parameters. In the
Static simulations (Fig. 12.2(a)) Hdep does not depend on damping, so that a static
depinning field can be defined. Conversely, in the Dynamic simulations (Fig. 12.2(b)),
Hdep decreases for low damping parameters. The depinning field is indicated by a star
in each plot and the static depinning field is labelled as Hs. The same result is obtained
by calculating Hdep from the DW velocity vs applied field plot, shown in Fig. 12.2(c).
The stars in Fig. 12.2(c) correspond to the depinning fields calculated in the previous

2This definition is preferred over the average of Hi
dep since it is more independent on the sample

size. In fact, by increasing the sample dimension along the x direction, we increase the probability of
finding the highest possible pinning site in the single realization and the average of Hi

dep will tend to the
maximum.

3This is solved by the Relax solver of MuMax with the assumption α/(1 + α2) = 1.
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(a) (b)

x

y

(c)

Figure 12.1: (a) Grains structure obtained by Voronoi tassellation. (b) Initial
DW state. (c) Sketch of the internal DW angle φ.

simulations and they are in good agreement with the values predicted by the velocity vs
field curve. The dynamical depinning field µ0Hd, normalized to the static depinning field
µ0Hs = (87 ± 1)mT, with µ0 being the vacuum permeability, is shown in Fig. 12.2(d)
as function of the damping parameter α. Hd saturates for high damping (in this case
α ≥ 0.5) while it decreases for low damping until Hd/Hs ∼ 0.4 at α = 0.02. This
reduction must be related to the precessional term, neglected in the static simulations.
The same behaviour is observed with different grain sizes (GS=5 and 30 nm) and with a
different disorder model, consisting of a simple variation of the Ku modulus in different
grains. This means that the effect is not related to the grains size or to the particular
disorder model we used.

Additionally, Fig. 12.3 represents the DW energy 4 as function of DW position and
damping parameter for µ0Hz = 70 mT. At high damping, the average DW energy
density converges to σ∞ ∼ 10 mJ/m2, in good agreement with the analytical value σ0 =
4
√
AK0 − πD = 10.4 mJ/m2, where K0 is the effective anisotropy K0 = Ku − µ0M

2
s /2.

On the contrary, for low damping, the DW energy increases up to σ(0.02) ∼ 14 mJ/m2.
This increase, related to DW precessional dynamics, reduces the effective energy barrier
and helps the DW to overcome the pinning barriers. Fig. 12.3(c) shows the total energy
of the system (including Zeeman). As expected [156], the energy decreases as the DW
moves.

4The DW energy is calculated as the energy of the system with the DW minus the energy of the
system without the DW (uniform state). The profile is obtained by moving the DW with an external
applied field and then subtracting the Zeeman energy.
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Figure 12.2: Average 〈mz〉 as function of applied field for different damping
parameters for the (a)Static simulations and (b)Dynamic simulations. (c) DW
velocity vs applied field for different damping. (d) Dynamical depinning field,
normalized to Hs, as function of damping.
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Figure 12.3: (a) DW energy density as function of DW position for different
damping. The final drop corresponds to the expulsion of the DW. (b) Average
DW density as funciton of damping. Dashed line represents the analytical value
σ∞ ∼ 10 mJ/m2. (c) Total energy density of the system as function of DW
position for different damping parameters.
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Figure 12.4: (a) Snapshots of the magnetization dynamics at subsequent
instants under µ0Hz = 70mT, for two different damping: (a) α = 0.02 and
(b) α = 0.5. The grains pattern, and therefore the energy barrier, is the same
for both cases. In order to let the DW move across more pinning sites, these
simulations were performed on a larger sample with Lx = 2048 nm.
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Finally, Fig. 12.4 shows the DW motion as function of time for α = 0.02 and α = 0.5,
along the same grain pattern (and therefore along the same pinning barriers). The ap-
plied field is µ0Hz = 70mT, which satisfies Hd(0.02) < Hz < Hd(0.5). The initial DW
configuration is the same but, for α = 0.02, VBL start to nucleate and the DW motion
is much more turbulent. At t = 4 ns the DW has reached an equilibrium position for
α = 0.5, while it has passed through the (same) pinning barriers for α = 0.02. Thus, one
might think that the reduction of the depinning field could be related to the presence
of VBL and their complex dynamics [140]. Further insights about this mechanism are
given by analysing the DW depinning at a single energy barrier as described in the next
subsection.

12.3.2 Single barrier

In order to understand how the DW precessional dynamics reduces Hdep, we micro-
magnetically analysed the DW depinning from a single barrier as sketched in Fig. 12.5.
We considered a strip of dimensions (1024 × 256 × 0.6)nm3 and we divided the strip
into two regions, R1 and R2, which are assumed to have a thickness of t1 = 0.58 and
t2 = 0.62 nm respectively. Their parameters vary accordingly (see Sec. 12.2), generating
the DW energy barrier (δσ) shown in Fig. 12.5(b). A DW is placed and relaxed just
before the barrier. The finite size of the DW (π∆DW ∼ 15 nm, with ∆DW being the DW
width parameter) smooths the abrupt energy step and, in fact, the energy profile can be
successfully fitted by using the Bloch profile [60]

σDW = σ0 +

+
(
δσ

2

){
1 + cos

(
2 arctan

[
exp

(
x0 − x
∆DW

)])}
,

(12.4)

where x0 = 20 nm is the step position, while σ0 and σ1 are the DW energies at the
left and right side of the barrier as represented in Fig. 12.5(b). This means that the
pinning energy barrier has a spatial extension which is comparable to the DW width.
By performing the same static and dynamic simulations, we obtain a static depinning
field of µ0Hs = 120 mT and, when decreasing the damping parameter, we observe the
same reduction of the depinning field as in the granular system (see Fig. 12.5(c)). In
this case the DW behaves like a rigid object whose spins precess coherently and no VBL
nucleation is observed. Hence, the Hdep reduction does not depend directly on the pres-
ence of VBL but on the more general mechanism of spins’ precession already present in
this simplified case.
Nevertheless, an important characteristic of these single barrier simulations is that the
barrier is localized and it has a finite size which is of the order of the DW width. Note
that the same holds for the granular system: despite a more complex barrier structure,
the dimension of the single barrier between two grains has the size of the DW width.
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Figure 12.5: (a) Sketch of the two regions implemented for the single barrier
(SB) micromagnetic simulations. (b) DW energy as function of DW position
along the strip. Blue solid line represents the analytical value, red points the
DW convoluted energy (due to the finite size of the DW) while black dashed
line a fit using Eq. 12.4. (c) Dynamical depinning field, normalized to the
static depinning field, for the single barrier simulations as function of damping,
obtained from full micromagnetic simulations and the 1D model.

Thus, in order to understand the interplay between the DW precessional dynamics
and the finite size of the barrier, we considered a 1D collective-coordinate model with a
localized barrier. The 1D model equations, describing the dynamics of the DW position
q and the internal angle φ (sketched in Fig. 12.1(c)), are given by [94]

(1 + α2)φ̇ = γ0[(Hz +Hp(q))

−α
(
HK

sin 2φ
2 − π

2HDMI sinφ
)

︸ ︷︷ ︸
Hint(φ)

] , (12.5)

(1 + α2) q̇

∆DW
= γ0 [α(Hz +Hp(q))

+
(
HK

sin 2φ
2 − π

2HDMI sinφ
)]

, (12.6)
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where HK = MsNx is the shape anisotropy field, favouring Bloch walls, with Nx =
t0 log 2/(π∆DW ) [62] being the DW demagnetizing factor along the x axis. HDMI =
D/(µ0Ms∆DW ) is the DMI field. Hint(φ) represents the internal DW field, which in-
cludes DMI and shape anisotropy. Hint favours Bloch (φ = ±π/2) or Néel wall (φ = 0
or φ = π) depending on the relative strength of HK and HDMI. In our system, the
DMI dominates over shape anisotropy since µ0HDMI ∼ 170 mT while µ0HK ∼ 30 mT.
Hence, the DW equilibrium angle is φ = π (φ = 0 or φ = π additionally depends on the
sign of the DMI). Hp(q) is the DW pinning field, obtained from the DW energy profile
(Eq. (12.4)) as follows: the maximum pinning field is taken from the static simulations
while the shape of the barrier is taken as the normalized DW energy gradient,

Hp(q) = Hs

(
∂σDW(x)

∂x

)
N

=

= 2Hs

exp
(
x0−q
∆DW

)
sin
[
2 arctan

(
exp

(
x0−q
∆DW

))]
1 + exp

(
2(x0−q)
∆DW

) . (12.7)

This choice might sound unusual and needs to be justified. In fact, having the DW
energy profile, the depinning field could be simply calculated as [150]

Hp = 1
2µ0Ms

∂σ(x)
∂x

. (12.8)

This expression is derived by imposing that the derivative of the total DW energy E(x) =
−2µ0MsHzx+ σ(x) (Zeeman + internal energy) must always be negative. However, in
our case also Ms(x) depends on the DW position and the results obtained with Eq. (12.8)
is different from the depinning field measured in the static single barrier micromagnetic
simulations. For this reason we use Eq. (12.7) which keep the correct barrier shape and
it presents the correct static value of the depinning field.
Finally, we recall that equivalent results are obtained by using a simple Gaussian shape
for the pinning field, meaning that the key point is the localized shape of the barrier,
rather than its exact form.

The corresponding pinning field is plotted in Fig. 12.6(a). The results for the dynami-
cal Hdep, obtained with this modified 1D model, are plotted in Fig. 12.5(c) and they show
a remarkable agreement with the single barrier micromagnetic simulations. This indi-
cates that the main factors responsible for the reduction of Hdep are already included in
this simple 1D model. Therefore, additional insights might come from analysing the DW
dynamics within this 1D model. Fig. 12.6(b) and (c) represents the DW internal angle
φ and the DW position q as function of time for different damping. The plots are cal-
culated with µ0Hz = 55 mT which satisfies Hdep(0.02) < Hz < Hdep(0.1) < Hdep(0.5).
As shown in Fig. 12.6(b) and (c), below the depinning field (α = 0.1, α = 0.5), both
the internal angle and the DW position oscillate before reaching the same final equilib-
rium state. However, the amplitude of these oscillations (the maximum displacement)
depends on the damping parameter. Fig. 12.6(d) shows the final equilibrium position as
function of the applied field for different damping. The equilibrium position is the same
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for all damping and it coincides with the position at which Hz = Hp(q), as expected
. Conversely, the maximum displacement, shown in Fig. 12.6(e), strongly increases for
low damping parameters. For applied field slightly smaller than the depinning field,
the DW reaches the boundary of the pinning barrier, meaning that a further increase
of the field is enough to have a maximum displacement higher than the barrier size
and depin the DW. In other words, the decrease of the depinning field, observed in the
single barrier simulations, is due to DW oscillations that depend on α and that can be
larger than the barrier size, leading to DW depinning for lower field. The DW dynam-
ics and the depinning mechanism are further clarified in Fig. 12.6(f) and Fig. 12.6(g).
Fig. 12.6(f) represents the DW coordinates {q, φ} for µ0Hz = 55 mT and different
damping. Before reaching the common equilibrium state, the DW moves in orbits (in
the {q, φ} space) whose radius depends on the damping parameter. For α = 0.5 (black
line) the DW rapidly collapse into the final equilibrium state. Conversely, for α = 0.1
(red open circles), the DW orbits around the equilibrium state before reaching it. If
the radius of the orbit is larger than the barrier size the DW gets depinned, as in the
case of α = 0.02 (blue full circles). This mechanism is also represented in Fig. 12.6(g),
where the DW orbits are placed in the energy landscape. The energy is calculated as
σ(q, φ) = σDW(q, φ)− 2µ0MsHzq, where σDW is given by Eq. (12.4). Fig. 12.6(g) shows
that the equilibrium state corresponds to the new minimum of the energy landscape.
Furthermore, it confirms that the applied field is below the static depinning field, at
which the pinning barrier would have been completely lifted. Nevertheless, while reach-
ing the equilibrium state, the DW moves inside the energy potential and, if the radius
of the orbit is larger than the barrier size, the DW can overcome the pinning barrier, as
shown for α = 0.02 in Fig. 12.6(g).
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Figure 12.6: (a) Pinning field obtained from Eq. (12.7) as function of DW
position. DW position internal angle φ as function of time for different damping
parameter and µ0Hz = 55 mT. (c) DW position q as function of time for
different damping and µ0Hz = 55 mT. (d) Equilibrium position as function
of applied field for different damping. (e) Maximum DW displacement as
function of the applied field for different damping. (f) DW coordinates {q, φ}
for µ0Hz = 55 mT and different damping. (g) DW coordinates {q, φ} inside
the energy landscape: σ = σDW(q, φ)− 2µ0MsHzq.
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At this point we need to understand why the amplitude of the DW oscillations
depends on damping. By solving Eq. (12.5) and Eq.(12.6) for the equilibrium state
(q̇ = 0, φ̇ = 0) we obtain

q̇ = 0⇒ |Hp(q)| = Hz + Hint(φ)
α

≈ Hz −
π

2
HDMI
α

sinφ , (12.9)

φ̇ = 0⇒ |Hp(q)| = Hz − αHint(φ)
≈ Hz + α

π

2HDMI sinφ , (12.10)

since µ0HDMI � µ0HK and, therefore, Hint ≈ −(π/2)HDMI sinφ. These equations have
a single common solution which corresponds to |Hp(q)| = Hz and φ = φ0 = π (at which
Hint(π) = 0). However, at t = 0, the DW starts precessing under the effect of the applied
field and, if φ 6= π when |Hp(q)| = Hz, the DW does not stop at the final equilibrium
position but it continues its motion, as imposed by Eq. (12.9) and (12.10). In other
words, the DW oscillations in Fig. 12.6(b) are given by oscillations of the DW internal
angle φ, around its equilibrium value φ0 = π. These oscillations lead to a modification
of the DW equilibrium position due to the DW internal field (Hint(φ)), which exerts an
additional torque on the DW in order to restore the equilibrium angle. As previously
commented, if the amplitude of these oscillations is large enough, the DW gets depinned.
From Eq. (12.9) we see that the new equilibrium position (and therefore the amplitude
of the oscillations) depends on the DMI field, the value of the DW angle φ and the
damping parameter.

In particular, damping has a twofold influence on this dynamics: one the one hand,
it appears directly in Eq. (12.9), dividing the internal field, meaning that for the same
deviation of φ from equilibrium, we have a stronger internal field for smaller damping.
On the other hand, the second influence of damping is on the DW internal angle: once the
DW angle has deviated from equilibrium, the restoring torque due to DMI is proportional
to the damping parameter (see Eq. (12.10)). Hence, a lower damping leads to lower
restoring torque and a larger deviation of φ from equilibrium. The maximum deviation
of φ from equilibrium (δφ = φmax−φ0) is plotted in Fig. 12.7(b) as function of damping
for µ0Hz = 40 mT. As expected, a lower damping leads to a larger deviation δφ.

In this latter section, the DW was set at rest close to the barrier and, therefore, the
initial DW velocity is zero. Nevertheless, one might wonder what happens when the DW
reaches the barrier with a finite velocity. We simulated this case by placing the DW at
an initial distance d1 = 200 nm from the barrier. The results are shown in Fig. 12.8.
Also for this configuration we performed static and dynamic simulations, neglecting
or including the DW precessional dynamics respectively. The d0 case corresponds to
the DW at rest, relaxed just before the barrier and extensively analysed in the main
text. The depinning field for the d1 case is further reduced at small damping, reaching
Hd/Hs ∼ 0.08 (Hd = 9 mT and Hs = 120 mT) at α = 0.02. Nevertheless, the depinning
field remains constant in the static simulations independently on the velocity at which
the DW hits the barrier. This suggests that, rather than related to the DW velocity,
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Figure 12.7: Maximum deviation of φ from its equilibrium position as function
of damping.

the reduction is again related to the DW precession. When the DW starts from d1 it
reaches the barrier precessing, hence with a higher displacement from its equilibrium
angle, which eventually leads to a larger effect of the internal field.
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Figure 12.8: Dynamical depinning field as function of damping for static and
dynamic simulations for the d0 and d1 cases.

12.3.3 Different DMI and pinning barriers

Finally, by using the 1D model it is possible to explore the dependence of Hdep on
the pinning potential amplitude Hs (related to the disorder strength) and on the DMI
constant D. The depinning field as function of damping for different values of Hs is
plotted in Fig. 12.9(a). The reduction of Hdep is enhanced for larger values of Hs

(strong disorder). This is consistent with our explanation, since for strong disorder we
need to apply larger fields that lead to larger oscillations of φ.
Fig. 12.9(b) represents the dynamical Hdep as function of damping for µ0Hs = 120
mT and different DMI constants (expressed in term of the critical DMI constant Dc =
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4
√
AK0/π = 3.9 mJ/m2)5. In this case, the reduction of Hdep is enhanced for low DMI,

until D = 0.05Dc, but a negligible reduction is observed for D = 0. This non-monotonic
behaviour can be explained by looking at the dependence of δφ and Hint on the DMI
constant.
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Figure 12.9: (a) Dynamical Hdep as function of damping for different Hs (dis-
order strength). (b) Dynamical Hdep as function of damping for different DMI
constant and µ0Hs = 120 mT. (c) Dynamical Hdep as function of damping
for different DMI constant and µ0Hs = 30 mT.

Fig. 12.10(a) shows the maximum fluctuation δφ as function of DMI for µ0Hz = 30
mT. δφ increases for low DMI and it has a maximum at πHDMI = HK , which in our
case corresponds to D = 0.014Dc. The increase of δφ for small values of D is due
to the smaller restoring torque in Eq. (12.10). This holds until πHDMI = HK , where
shape anisotropy and DMI are comparable and they both affect the DW equilibrium
configuration. As a consequence, the reduction of Hdep is enhanced by decreasing D
until D ∼ 0.014Dc, while it is reduced if 0 < D < 0.014Dc. Another contribution is
given by the amplitude of the internal field, Hint. Fig. 12.10(b) depicts µ0Hint as function
of δφ and D. The maximum δφ, obtained at µ0Hz = 30 mT, is additionally marked in
the plot. The internal field decreases with the DMI but this reduction is compensated
by an increase in δφ, which leads to an overall increase of µ0Hint, as discussed in the

5For D > Dc, DW have negative energies and the systems spontaneously breaks into non-uniform
spin textures.
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previous part. However, at very low DMI, the internal field is dominated by shape
anisotropy and, independently on the DW angle displacement, it is too small to have an
effect on the depinning mechanism. Note, however, that the amplitude of Hint should be
compared with the amplitude of the pinning barrier Hs. Fig. 12.9(b) is calculated with
µ0Hs = 120 mT and the internal field, given by shape anisotropy (HK/2 ∼ 15 mT), has
indeed a negligible effect. However, larger effects are observed, in the case D = 0, for
smaller Hs, with reduction of Hdep up to Hd/Hs ∼ 0.6, as shown in Fig. 12.9(c), which
is calculated with µ0Hs = 30 mT. In other words, the reduction of the depinning field
depends on the ratio between the pinning barrier and the internal DW field.
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Figure 12.10: (a) Max DW angle fluctuation δφ = φmax − φeq as function
of DMI for µ0Hz = 30 mT. (b) Internal DW field µ0Hint as function of DMI
and δφ. The green points correspond the max fluctuation plotted in (a). Note
that the scale is logarithmic in (a).

Finally, it is interesting to see what happens for weaker disorder and different DMI
in the system with grains. Fig. 12.11 shows the dynamical Hdep, for different pinning
potential and different DMI, obtained in the granular system. The results are in good
agreement with what predicted by the 1D model for different disorder strengths. How-
ever, we observe a smaller dependence on the DMI parameter. This is due to two reasons:
(1) in the system with grains the static pinning barrier is µ0Hs = 87 mT and the de-
pendence of the depinning field with DMI is smaller for smaller barriers, as shown in
Fig. 12.9(c). (2) The DW motion in the granular system presents the formation of VBL
which might also contribute to the reduction of the depinning field. The mechanism is
the same: a VBL is a non-equilibrium configuration for the DW (as a deviation of φ
from equilibrium) that generates additional torques on the DW, which contribute to the
DW depinning.
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Figure 12.11: (a) Dynamical Hdep as function of damping for different Hs

(disorder strength). (b) Dynamical Hdep as function of damping for different
DMI constants.

12.4 Conclusions

To summarize, we have analysed the DW depinning field in a PMA sample with DMI and
we found that Hdep decreases with the damping parameter with reductions up to 50%.
This decrease is related to the DW internal dynamics and the finite size of the barrier.
Due to DW precession, the DW internal angle (φ) deviates from equilibrium and triggers
the internal DW field (DMI and shape anisotropy) which tries to restore the equilibrium
angle. At the same time, the internal field pushes the DW above its equilibrium position
within the energy barrier. This mechanism leads to DW oscillations and, if the amplitude
of the oscillations is larger than the barrier size, the DW gets depinned for a lower field.
Deviations of φ from equilibrium and DW oscillations are both damping dependent and
they are enhanced at low damping.

In the system with grains the mechanism is the same but deviations from the internal
DW equilibrium include the formation of VBL with more complex dynamics. The effect
is enhanced for low DMI (providing that πHDMI > HK) and for stronger disorder since
we need to apply larger external fields, which lead to larger DW oscillations. These
results are relevant both from a technological and theoretical point of view, since they
firstly suggest that a low damping parameter can lead to a lower Hdep. Furthermore,
they show that micromagnetic calculations of the depinning field, neglecting the DW
precessional dynamics can provide only an upper limit for Hdep, which could actually be
lower due to the DW precessional dynamics.



Chapter 13

Conclusions and future
perspectives

To conclude, several aspects of DW dynamics in ultrathin films have been analysed
analytically and numerically by means of the micromagnetic software MuMax [8].

We analysed the field and current driven DW dynamics in Pt/Co/PtxAu1−x samples.
The fitting of the field driven data allowed an estimation of the damping parameter,
while the fitting of the current driven data will allow a measurement of the SH angle.
Furthermore, our results indicate a strong effect of disorder both in the field and current
driven dynamics. In particular, for the field driven motion, disorder imposes limitation
on the use of the 1D model to analyse the experimental data. Regarding the current
driven dynamics, the efficiency of the SH mechanism is strongly reduced by disorder.

Lastly, we analysed the dependence of the depinning field on the damping parame-
ters, showing, for the first time, that the depinning field can strongly decrease for small
damping parameters. This reduction was eventually explained in terms of the finite size
of the pinning barrier (comparable to the DW width) and the DW internal dynamics,
related to the DMI and shape anisotropy. These results are compatible with the ex-
perimental trend [137] which indicates smaller depinning fields in systems with smaller
damping 1.

Several interesting research directions are still open. Different disorder models, for in-
stance, can be investigated and compared with the experimental results. More generally,
the role of disorder needs to be further clarified both for DW and Skyrmion motion. Fur-
thermore, the analysis of topologically protected patterns such as Skyrmion can provide
useful insights into the dynamics of these exotic states of matter. From a micromagnetic
point of view, several challenges are still open, for instance the inclusion of chiral [157]
and non-local damping [158] or the effect of proximity induced magnetism. The field-like

1In general, there is no experiment directly confirming that a smaller damping leads to a smaller
depinning field in PMA samples. However, experiments indicate that samples with smaller damping
have a smaller depinning field [137]. This is usually interpreted in terms of the strength of the pinning
potential which also plays a role. Our study suggests an additional ingredient that is in agreement with
this trend.
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torque, possibly due to SH or Rashba effect from the neighbouring layers [40] has been
neglected in this study but recent experimental results [65] suggest that its contribution
can be relevant and it remains to be evaluated. In general, the challenge of achieving
fast and low current DW (Skyrmion) motion in these systems is still open, together with
improvements of the existing DW based device concepts.
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Conclusions
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Final Conclusions

To conclude, in this thesis we have analysed two aspects related to DW motion in
ferromagnetic nanostructures.

In the first part (Part I) we investigated the effect of Joule heating and thermal
gradients on DW motion along in-plane magnetized samples. The study was performed
by means of a novel micromagnetic framework which couples heat transport and magne-
tization dynamics self-consistently. We showed that the presence of curved geometries
(Chapter 6) or notches (Chapter 7) can give rise to thermal gradients along the sample,
which can significantly affect the DW dynamics. For instance, for large current densities,
we can incur a local destruction of the ferromagnetic order (below the notch) that can
eventually help the DW depinning process. In Chapter 8 we analysed the main mecha-
nisms related to thermally induced DW motion. We showed that, in the presence of a
thermal gradient, the DW is mainly displaced towards the hotter region of the ferromag-
netic strip due to the dominance of the entropic torque over the magnonic STT. This
latter, due to the interaction between the DW and the thermally excited magnons, would
drive the DW towards the colder region due to the prevalence of low frequency magnons,
which are mainly reflected by the DW. A third driving force, due to a thermally induced
dipolar field was also found and described. Future research directions include, for in-
stance, the study of the interaction between magnons and DWs, both in in-plane and
out-of-plane samples, which is not yet fully understood. Furthermore, DW motion by
thermal gradients could be extended to ultrathin films with out-of-plane magnetization,
where thermal effect could be enhanced due to the smaller Curie temperature. Another
promising research direction, both from a technological and fundamental point of view,
is laser induced ultrafast switching where the magnetization is switched by laser pulses
and heat was shown to be an essential ingredient. More specific conclusions can be found
in Chapter 9, at the end of Part I.

In Part III we analysed the field and current driven DW dynamics in ultrathin films
with PMA and DMI. This part involved a collaboration with an experimental group at
the University of Leeds. Indeed, Chapter 11 was devoted to the modelling of the DW
motion in Pt/Co/PtxAu1−x samples, where field and current driven DW velocities were
measured experimentally. The fitting of the field-driven data allowed an estimation of
the damping parameter, while the current driven analysis will allow the measurement of
the SH angle (work in progress). Particular emphasis was devoted to the role of disorder
in these kinds of system. More specifically, we showed that disorder considerably affects
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both the field and current driven DW dynamics. Finally, in Chapter 12, we analysed the
damping dependence of the depinning field. We showed, for the first time, that a low
damping parameter can lead to a small depinning field, contrary to common theoretical
approaches and consistently with the experimental trend. Finally, we showed that the
reduction of the depinning field is caused by the internal DW dynamics, related to shape
anisotropy and DMI fields, and the finite size of the pinning barrier. In this context,
further research directions are mainly related to the improvement of the micromagnetic
model (chiral and non-local damping, spin pumping etc.), the analysis of topologically
protected patterns such as Skyrmions and the achievement of fast and low-current DW
(Skyrmions) motion. A more detailed conclusion can be found in Chapter 13, at the end
Part II.

Our results provide significant insights into different mechanisms related to DW
motion in ferromagnetic nanostructures. As introduced in Chapter 1, research in Spin-
tronics and magnetism has potential for important applications in the information and
communication technology sector. Faster and energetically cheaper devices could have
an impact on the global energy production and, consequently, on carbon emission and cli-
mate change. Furthermore, spintronics devices could represent an alternative for CMOS
based technology which is reaching its limit in scalability.

Nonetheless, I would like to end this thesis with a quote from a Nature Nanotech-
nology editorial [159], describing a more fundamental driving force for research, which
includes the seek for technological improvement, fundamental knowledge and, in sum-
mary, beauty:

”What made Galileo point his telescope to the sky, Lavoisier develop
new techniques to investigate matter, and Einstein spend sleepless nights
wondering about the ultimate law of the Universe? Curiosity, yes, and a sense
of beauty. Humans are a curious bunch. Babies taste everything within their
grasp, teenagers feel the compulsion to undergo experiences, and scientists
want to study things for the first time. It is this feeling each one of
us experiences when we are not satisfied about something — to
know more, to improve, to fix — that creates new knowledge. This
condition of general dissatisfaction, the result of a continual tension
between our limits and our desires, acts as a powerful driving force
for all that we do. From our vantage point as human beings, limited in
space, time and capabilities we can fully appreciate the imponderable beauty
of the Universe. We feel its vastness can fulfil all our desires, and we are
drawn in; but it’s an illusion for we will never be able to comprehend what
this all means. Yet, just a glimpse of that beauty is all we seek, a drop of
water for thirsty lips. And hence we investigate, ask questions, strive to find
things out.” [159]
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Appendix A

Thermodynamics of magnetic
systems

A.1 Reminds of statistical mechanics

Consider a system composed of a single particle. The probability of finding the system
in the state i of energy Ei is given by [11, 10]

pi =
exp (− Ei

kBT
)

Z
, (A.1)

where kB is the Boltzmann constant and T the temperature of the system. Z is the
partition function defined as

Z =
∑
i

exp
(
− Ei
kBT

)
, (A.2)

where the sum is over all possible states. The partition function ensures that pi < 1.
Then, by definition, the average magnetic moment of the system is given by

〈µ〉 =
∑
i

piµi =
∑
i µi exp (−βEi)

Z
, (A.3)

where µi is the magnetic moment of the i state and β = 1/(kBT ). If we consider a
system of N non-interacting particles, the total partition function is Z = (Zi)N , where
Zi is the single particle partition function. Then, the total magnetic moment of this
system can be calculated as

〈µ〉total = N〈µ〉 = N

Zi

∑
i

µi exp (−βEi) , (A.4)

where 〈µ〉 represents the average magnetic moment of the single particle, as defined
previously.
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Analogously, the average energy of the single particle is given by

U = 〈E〉 =
∑
i

Ei exp (−βEi)
Z

= −∂ logZ
∂β

, (A.5)

and the free energy F (Helmotz free energy) of the system is defined as

F ≡ U − TS , (A.6)

where U is the internal energy of the system and S is its entropy. Since entropy can be
written as [10] S = kB logZ + U , the free energy is related to the partition function as

F = −kBT logZ . (A.7)

It follows that the free energy of N non interacting particles can be written as F =
−kBTN logZi.

It is possible to demonstrate that the total magnetic moment of a system consisting
of N non interacting magnetic moments, subject to an external magnetic field H, can
be calculated as

〈µ〉 = − 1
µ0

∂F

∂H . (A.8)

In fact, by using Eq. (A.7) and the fact that Ei = −µ0µi ·H, Eq. (A.8) becomes

〈µ〉 = − 1
µ0

∂F

∂H = N

Zi

∑
i

µi exp
(
µ0µi ·H
kBT

)
, (A.9)

which is equal to Eq. (A.4) defining the total magnetic moment. Hence, the magnetiza-
tion can be calculated as

M = 〈µ〉∆V = − 1
µ0∆V

∂F

∂H = ρ

Zi

∑
i

µi exp
(
µ0µi ·H
kBT

)
, (A.10)

where ρ = N/∆V is the particles density.

A.2 Reciprocity Theorem

Before stating the reciprocity theorem we shall state the following identity.

Theorem- Given the field B with the property ∇ · B = 0 and the field H with the
property ∇×H = 0, and assuming that both field tend to zero at infinity, then∫

H ·B d3r = 0 , (A.11)

where the integral is over the entire space.
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Proof- Since ∇×H = 0, we can express H = −∇φ, then∫
H ·B d3r = −

∫
∇φ ·Bd3r = −

∫
∇ · (φB) d3r +

∫
φ∇ ·B d3r = 0 ,

(A.12)

the second integral is zero since ∇ ·B = 0 while the first term can be transformed into
a surface integral which is zero since B = 0 at infinity.

Theorem- Given the field H1, generated by the magnetization M1, and the the field
H2, generated by the magnetization M2, then∫

H1 ·M2 d
3r =

∫
H2 ·M1 d

3r . (A.13)

Proof- By writing M as M = B/µ0 −H, Eq. (A.13) becomes∫
H1 ·

(B2
µ0
−H2

)
d3r = −

∫
H1 ·H2 =

∫
H2 ·M1 d

3r , (A.14)

since the second term is symmetric under the exchange of 1 ↔ 2 and we have used
Eq. (A.11).

A.3 Stochastic processes

A generic stochastic differential equation can be written as [47]

dyi
dt

= Ai(y, t) +
∑
k

Bik(y, t)ξk(t) , (A.15)

where y = (y1, ..., yn) are the system’s variables and ξk are the random noise components.
In the case of white noise, ξi has the properties

〈ξi(t)〉 = 0 , (A.16)
〈ξi(0)ξj(t)〉 = 2Dδijδ(t) , (A.17)

In general, and independently on the noise color, this kind of noise is called ”multiplica-
tive” due to the form of Eq. (A.15), while, if ∂B/∂y = 0, the noise is called ”additive”.
Expanding Eq. (A.15) we can write

dyi = Ai(y, t)dt+
∑
k

Bik(y, t)ξk(t)dt

= Ai(y, t)dt+
∑
k

Bik(y, t) ◦ dWk(t), (A.18)

where dWk(t) ≡ ξk(t)dt is a generic Wiener process [160] (if ξk has white noise proper-
ties). The integral of the stochastic term in Eq. (A.18) cannot be defined as a conven-
tional Riemann integral but it can be defined in in two ways: (1) within the Stratonovich
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interpretation the integral of the Xt variable over the stochastic Wiener process Wt is
defined as ∫ T

0
Xt ◦ dWt ≡ lim

Wti+1→Wti

k−1∑
i=0

Xti+1 +Xti

2 (Wti+1 −Wti) , (A.19)

where 0 = t0 < t1 < ... < tk = T . Or (2) in the Ito interpretation, it is given by
∫ T

0
XtdWt ≡ lim

Wti+1→Wti

k−1∑
i=0

Xti(Wti+1 −Wti) . (A.20)

The ◦ symbol is used to distinguish between the two interpretations. The Ito and
Stratonovich interpretation are linked and it is possible to pass from one interpretation
to the other. Furthermore, if the noise is additive, the two approaches coincides. In the
following we shall use the Stratonovich interpretation.

A.3.1 Fokker-Planck equation

Given the stochastic differential equation (A.15), the non-equilibrium probability P (y, t)
of finding the system in the state y at time t, satisfies the Fokker-Planck equation [47]:

∂P

∂t
= −

∑
i

∂

∂yi

[
a

(1)
i P

]
+
∑
ij

∂2

∂yi∂yj

[
a

(2)
ij P

]
, (A.21)

where

a
(1)
i = Ai +DBjk

∂Bik
∂yj

, (A.22)

a
(2)
ij = DBikBjk . (A.23)

Therefore

∂P

∂t
= −

∑
i

∂

∂yi

Ai +D
∑
jk

Bjk
∂Bik
∂yj

P


+
∑
ij

∂2

∂yi∂yj

[
D

(∑
k

BikBjk

)
P

]
, (A.24)

which can be re-written in the form of a continuity equation (∂P/∂t = −∇ · JP ) for the
probability distribution as

∂P

∂t
= −

∑
i

∂

∂yi


Ai −D∑

k

Bik

∑
j

∂Bjk
∂yj


−D

∑
jk

BikBjk
∂

∂yj

P
 . (A.25)
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Equation for the average

Given the system described by the stochastic variables y = (y1...yn), the average value
of any function f(y) is given by

〈f(y)〉 =
∫
dyf(y)P (y) , (A.26)

where the integral is over all possible values of y. The equation of motion for 〈f(y)〉 is
given by [160, 161]

d〈f(y)〉
dt

= ∂

∂t

∫
dyf(y)P (y, t) =

∫
dyf(y)∂P (y, t)

∂t
. (A.27)

It is possible to demonstrate [160] that, when applying Eq. (A.27) to the function f(y) =
yi, it yields

dyi
dt

= 〈a(1)
i (y, t)〉. (A.28)

Furthermore, if 〈a(1)
i (y, t)〉 is a linear function of y, then

dyi
dt

= a
(1)
i (〈y〉, t). (A.29)

Fokker-Planck equation for the stochastic LLG-Langevin equation

In the context of magnetization dynamics y = (mx,my,mz) and the Landau-Lifshitz
(LL) Eq. (3.33), augmented with the stochastic thermal field Hth can be written in the
form

dmi

dt
= −γ0 [m×Heff + αm× (m×Heff)]i

−γ0
[
εijkmj + α

(
mkmi −m2δik

)]
Hth,k , (A.30)

where we recall that Hth,k has white noise properties as ξk. Thus for the LL-Langevin
equation

Ai = −γ0 [m×Heff + αm× (m×Heff)]i , (A.31)

and

Bik = −γ0
[
εijkmj + α

(
mkmi −m2δik

)]
. (A.32)

Hence

∂Bik
∂mj

= −γ0 [εijk + α (δijmk + δkjmi − 2δikmj)] (A.33)
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and ∑
j

∂Bjk
∂mj

= 2γ0αmk . (A.34)

By using Eq. (A.34) it is possible to see that ∑k Bik(
∑
j ∂Bjk/∂mj) = 0 and, therefore,

the second term on the RHS of Eq. (A.21) and (A.25) vanishes. For the third term, after
some algebra, it is possible to obtain [47]

−D
∑
jk

BikBjk
∂P

∂yj
= 1

2τN

[
m×

(
m× ∂P

∂m

)]
, (A.35)

where τ−1
N = 2Dγ2

0(1+α2) is the Néel (free-diffusion) time [47]. Finally, combining these
results, the Fokker-Planck equation for the stochastic LL equation reads like

∂P

∂t
= ∂

∂m
·
{[
γ0m×Heff + γ0αm× (m×Heff)

− 1
2τN

m×
(

m× ∂

∂m

)]
P

}
. (A.36)

At equilibrium, the system is expected to follow the Maxwell-Boltzmann distribution
P0 ∝ exp−βE and, therefore, we impose that the latter is an equilibrium solution of
the system (∂P0/∂t = 0). Since the energy for the single elementary cell can be written
as E = −µ0Msm ·Heff∆V , it follows that ∂P0/∂m = βµ0Ms∆V P0Heff and Eq. (A.36)
becomes

∂P0
∂t

= ∂

∂m ·
{[
γ0αm× (m×Heff)

−βµ0Ms

2τN
m× (m×Heff)

]
P0

}
= 0 , (A.37)

where we have used the fact that first term on the RHS of Eq. (A.36) vanishes under
these assumptions. Eq. (A.37) is satisfied by imposing

γ0α = βµ0Ms

2τN
⇒ D = 2αkBT

µ0γ0Ms(1 + α2)∆V , (A.38)

from which D is obtained.
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Landau-Lifshitz-Bloch equation

In this part we review the main passages, followed by Garanin [53], to derive the LLB
equation (3.56). A more detailed description can be found in Ref. [53, 161]. The starting
point is the atomistic LLG equation

ds
dt

= −γ0s× (H + Hth)− γ0α0s× (s×H) , (B.1)

where s is the normalized magnetic moment s = µs/µs and Hth is the stochastic thermal
field with properties:

〈Hth,i〉 = 0 , 〈Hth(0)iHth(t)j〉 = 2α0kBT

γ0µ0µs
δijδ(t) . (B.2)

The amplitude of the noise (2α0kBT/(γ0µ0µs)) has been obtained as described in the
previous section. H is the effective filed defined as (µ0µs)−1δH/δs, where H is the
Hamiltonian of the system. We consider an elementary cell containing N spins, whose
dynamics is described by Eq. (B.1). The magnetization m of each cell is defined as

m ≡ 〈s〉 =
∫
dm′m′f(m′) , (B.3)

where f(m′) = exp [µ0µsm′ ·H/(kBT )]/Z(m′) and Z(m′) is the partition function of
the system (see also Appendix A). Thus, according to Eq. (A.27), the dynamics of the
average moment is given by

d〈s〉
dt

= 〈a(1)
i (s, t)〉 . (B.4)

It is possible to see that for the atomistic LLG Eq. (B.1)

a
(1)
i = −γ0εijksjHk − γ0λεijkεklmsjslHm − 2γ0

λkBT

µ0µs
si . (B.5)

Thus
d〈si〉
dt

= −γ0εijk〈sj〉Hk − γ0λεijkεklm〈sjsl〉Hm − 2γ0
λkBT

µ0µs
〈si〉 , (B.6)
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and, in vectorial form, in terms of m

dm
dt

= −γ0m×H− γ0λ〈[s× (s×H)]〉 − 2γ0
λkBT

µ0µs
m. (B.7)

The behaviour of Eq. (B.7) is determined by the reduced field ξ = µ0µsH/(kBT ) [53]. If
ξ � 1 (low temperature) the last term can be neglected and the average of the coupled
moments 〈sjsl〉 can be decoupled, 〈sjsl〉 ∼ 〈miml〉, thus recovering the conventional
LLG equation. On the other hand if ξ � 1 (high temperature) the last term dominates
and we recover the Bloch equation for the relaxation of m [53]. For intermediate values
ξ ∼ 1 both terms contribute to the magnetization dynamics. Thus, in order to obtain
a closed equation in terms of m, the main issue is calculating the term 〈sjsl〉. This can
be done by using the distribution function

f(m, t) = exp [ξ(t) ·m]
Z(ξ) , Z(ξ) = 4π sinh ξ

ξ
. (B.8)

At equilibrium the magnetization is defined by (see also Section 2.4.2)

m = B(ξ0)ξ0
ξ0
, (B.9)

where ξ0 is the equilibrium reduced field and B(x) is the Langevin function [161, 11].
In particular, it is possible to demonstrate [53, 161] that

〈sisk〉 = 1
Z(ξ)

∂

∂ξk

∂Z(ξ)
∂ξi

= B(ξ)
ξ

{(
ξ

B(ξ) − 3
)
ξkξi
ξ2 − δik

}
. (B.10)

For a ferromagnet it is possible to write the effective field as H = 2pJ0/(µ0)m + Hext,
where, for simplicity, we considered only the effect of the external field Hext. In principle,
one could include also the anisotropy and the exchange between neighbouring cells [53].
J0 is the atomistic exchange constant and p is the number of nearest neighbours. The
first field is the internal exchange field, which dominates at T < TC . For T < TC Hext
can be considered as a perturbation with respect to the internal exchange field. By using
this approximation to calculate Eq. (B.10), after non-trivial algebra (see Ref. [53, 161]
for more details), it is possible to finally obtain the LLB equation (3.56):

dm
dt

= −γ0m×H− γ0α⊥
m2 m× (m×H) +

γ0α‖
m2 (m ·H)m , (B.11)

where

H = Hext +


1

2χ‖

(
1− m2

m2
e

)
m, T < TC

− 1
χ‖

(
1 + 3

5
TCm

2

(T−TC)

)
m, T > TC

, (B.12)

χ̃‖ = ∂m

∂H
= µ0µs

J0

B′βJ0
1−B′βJ0

, (B.13)
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and me = B(ξ0) = B(meβJ0) with B′(x) = ∂B(x)/∂x. The damping parameters α⊥
and α‖ further depend on temperature as

α⊥ = λ

(
1− T

3TC

)
, α‖ = λ

( 2T
3TC

)
for T < TC , (B.14)

α⊥ = α‖ = λ

( 2T
3TC

)
for T > TC . (B.15)

We recall that the aim of this appendix is simply to illustrate the procedure to obtain
the LLB equation. For a detailed derivations we refer to Ref. [53, 161]
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Extended one-dimensional models

C.1 Lagrangian approach

The Collective Coordinate (CC) model equations, derived in the main text directly from
the LLG equation, can be obtained also by adopting a Lagrangian approach. Doring [64]
first pointed out that the LLG equation in spherical coordinates, can be derived by the
following Lagrangian (L) and Rayleigh dissipative function (F):

L = E + µ0Ms

γ0
φ̇ cos θ , (C.1)

F = αµ0Ms

2γ0
(ṁ)2 = αµ0Ms

2γ0

(
θ̇2 + sin2 θφ̇2

)
, (C.2)

where E is the system energy density. The LLG equation can be obtained from the
Euler-Lagrange-Rayleigh equations:

δL
δX
− d

dt

(
∂L
∂Ẋ

)
+ ∂F
∂Ẋ

= 0 , (C.3)

where X = {θ, φ}. By using the ansatz (3.75) and integrating along the x direction , it
is possible to obtain the Lagrangian L =

∫
Ldx and dissipative function F =

∫
Fdx in

terms of the DW coordinates {q, ϕ,∆}. Then, the CC model equations can be obtained
with the Euler-Lagrange-Reyleight equation where X = {q, ϕ,∆}.

Also the STT contributions can be added following a Lagrangian approach. The
Zhang-Li STT introduces the following terms to the Lagrangian and dissipative function:

ESTT = −µ0Ms

γ0
bJφ sin θ ∂θ

∂x
, FSTT = −ξbJ

(
∂θ

∂x
θ̇ + sin2 θ

∂φ

∂x
φ̇

)
. (C.4)

Analogously, for the SH torque, we need to add the following term:

FSH = −µ0MscJ
HM(− cosφθ̇ + sin θ cos θ sinφφ̇) . (C.5)

These terms are calculated from the LLG equations augmented with the corresponding
torques. Following the same procedure, it is possible to derive the CC model equations
as given in the main text.
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C.2 Useful Integrals

C.2.1 Identities

The DW profile (Bloch profile)

θ(x, t) = 2 arctan
[
exp

(
x− q(t)

∆

)]
(C.6)

φ(x, t) = ϕ(t) , (C.7)

implies that

∂θ

∂x
= 2

1 + e
2
(
x−q(t)
∆(t)

) e
(
x−q(t)
∆(t)

)
∆ = 2/∆

e
−
(
x−q(t)
∆(t)

)
+ e

(
x−q(t)
∆(t)

)
= 2/∆

tan θ
2 + 1

tan θ
2

=
2/∆ tan θ

2
tan2 θ

2 + 1

= 2 sin θ/2
cos θ/2

cos2 θ/2
∆ = sin θ

∆ , (C.8)

where we have used the fact that

tan(θ/2) = exp
(
x− q(t)

∆(t)

)
,

1
tan(θ/2) = exp

[
−
(
x− q(t)

∆(t)

)]
.

Additionally, since

∂θ

∂x
= 2/∆
e−(x−q)/∆ + e(x−q)/∆ = sin θ

∆ (C.9)

and
2/∆

e−(x−q)/∆ + e(x−q)/∆ = 1/∆
cosh

[
x−q
∆

] , (C.10)

we have that

sin θ = 1
cosh

[
x−q
∆

] . (C.11)

C.2.2 Integrals

In developing the CC model equations, we need to solve the following integrals:∫ ∞
−∞

sin2 θ(x− q)2dx and
∫ ∞
−∞

sin2 θ(x− q)dx (C.12)
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By using the identities introduced in the previous part, these integral become

∫ ∞
−∞

sin2 θ(x− q)2dx = ∆2
∫ ∞
−∞

 1
cosh2

[
x−q
∆

] (x− q
∆

)2
 dx

= ∆3
∫ ∞
−∞

[
t2

cosh2 (t)

]
dt = ∆3π

2

6 , (C.13)

∫ ∞
−∞

sin2 θ(x− q)dx = ∆
∫ ∞
−∞

 1
cosh2

[
x−q
∆

] (x− q
∆

) dx
= ∆2

∫ ∞
−∞

[
t

cosh2 (t)

]
dt = 0 , (C.14)

where t = (x− q)/∆. Other common integrals are∫ ∞
−∞

sin θdx =
∫ π

0
∆dθ = π∆ , (C.15)∫ ∞

−∞
sin2 θdx =

∫ π

0
∆ sin θdθ = 2∆ , (C.16)

∫ ∞
−∞

cos θdx = lim
b→∞

Hax

∫ q−∆/2

−b
cos θ︸ ︷︷ ︸

1
dx+

∫ q+∆/2

q−∆/2
cos θdx+

∫ b

q+∆/2
cos θ︸ ︷︷ ︸
−1

dx


= lim

b→∞
q −

�
��

∆
2 + �b− �b+ q +

�
��

∆
2 = 2q . (C.17)



Appendix D

CODE example

This appendix shows some example of the micromagnetic code. Fig. D.1 represents the
calculation of the exchange field. The function is a kernel as indicated by the suffix
”global”. The structure d field represents a 3D array of element which are indexed
with (i, j, k). The structure ”Geo” includes the sample dimension, while the structure
”Mat” includes the material parameters. The index idx is defined in the main text and
it indicates a specific thread in the GPU. The scalar field ”mask” includes information
on the sample shape.

__global__ void Hex(d_field m, d_field Hexx,d_Sfield mask,Geo ge,Mat mat){

int idx;
idx=blockIdx.x*blockDim.x+threadIdx.x;

if (idx<m.Nx*m.Ny*m.Nz) {
int k=idx/(m.Nx*m.Ny);
int j=(idx%(m.Nx*m.Ny))/m.Nx;
int i=(idx%(m.Nx*m.Ny))%m.Nx;

Hexx(i,j,k)=(2*mat.A/(MU0*mat.Ms))*( (m(i+1,j,k)-m(i,j,k))*mask(i+1,j,k)/(ge.cellx*ge.cellx)+(m(i-1,j,k)-m(i,j,k))*mask(i-1,j,k)/(ge.cellx*ge.cellx)
+(m(i,j+1,k)-m(i,j,k))*mask(i,j+1,k)/(ge.celly*ge.celly)+(m(i,j-1,k)-m(i,j,k))*mask(i,j-1,k)/(ge.celly*ge.celly)
+(m(i,j,k+1)-m(i,j,k))*mask(i,j,k+1)/(ge.cellz*ge.cellz)+(m(i,j,k-1)-m(i,j,k))*mask(i,j,k-1)/(ge.cellz*ge.cellz));

}

}

Figure D.1: Extract from the micromagnetic code. Calculation of the ex-
change field.

Fig. D.2 represents the calculation of the demagnetizing field. Contrary to the ex-
change field, this is not a kernel but a normal function, which, in turns, calls several
kernels. The first is related to the magnetization padding and initialization, as described
in the main text. Then the magnetization is Fourier transformed and multiplied with
the transformed demagnetizing factors. Finally, the demagnetizing field is transformed
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back and extracted.

void demagfield (d_field m, d_Cfield mx, d_Cfield my, d_Cfield mz, d_Cfield Hdx, d_Cfield Hdy, d_Cfield Hdz, d_field Hd,d_Cfield Nxx,d_Cfield Nxy,d_Cfield
Nxz,d_Cfield Nyy,d_Cfield Nyz,d_Cfield Nzz,d_Sfield MS,Geo ge,Mat mat){

//Padding
Padding<<<ge.dimGrid2,dimBlock>>>(mx,my,mz);    
InitializeM<<<ge.dimGrid,dimBlock>>>(m,mx,my,mz);

//FFT
cufftExecC2C(plan, mx.w, mx.w, CUFFT_FORWARD);
cufftExecC2C(plan, my.w, my.w, CUFFT_FORWARD);
cufftExecC2C(plan, mz.w, mz.w, CUFFT_FORWARD);
gpuErrchk(cudaPeekAtLastError());

//M*N
ComplexMatrixProduct<<<ge.dimGrid2,dimBlock,0>>>(Hdx,mx,my,mz,Nxx,Nxy,Nxz);
ComplexMatrixProduct<<<ge.dimGrid2,dimBlock,0>>>(Hdy,mx,my,mz,Nxy,Nyy,Nyz);
ComplexMatrixProduct<<<ge.dimGrid2,dimBlock,0>>>(Hdz,mx,my,mz,Nxz,Nyz,Nzz);
//cudaDeviceSynchronize();
gpuErrchk(cudaPeekAtLastError());

//Inverse FFT
cufftExecC2C(plan, Hdx.w, Hdx.w, CUFFT_INVERSE);
cufftExecC2C(plan, Hdy.w, Hdy.w, CUFFT_INVERSE);
cufftExecC2C(plan, Hdz.w, Hdz.w, CUFFT_INVERSE);

demagextract<<<ge.dimGrid,dimBlock>>>(Hd,Hdx,Hdy,Hdz,MS,mat);
//cudaDeviceSynchronize();
gpuErrchk(cudaPeekAtLastError());

}

Figure D.2: Extract from the micromagnetic code. Calculation of the demag-
netizing field.



Appendix E

Bubble vs linear domain wall

This section describes the differences between the field-driven dynamics of circular do-
main walls (DWs), as it occurs in bubble domains expansion, and linear DWs, as occurs
in nanostrips. We show that the one-dimensional (1D) model, usually adopted for linear
DWs, can also be used for circular DWs if the radius of the bubble is large enough.
To describe the dynamics of circular domains it is convenient to adopt polar coordi-
nates {r, ϕ}, as sketched in Fig. E.1. The magnetization can always be written as
m(r) = (sin θ cosφ, sin θ sinφ, cos θ) but θ and φ now depends on r and ϕ, rather than
x and y. The bubble domain magnetization can be described by the following ansatz:

θ(r) = 2 arctan
[
exp

(
r −Rb

∆

)]
, (E.1)

φ(ϕ) = ϕ+ β , (E.2)

where Rb is the DW position and ∆ the DW width. Additionally, we are assuming the
same DW angle β around the bubble. By adopting these coordinates the DW energy
becomes

E = t

∫ 2φ

0

∫ Rt

0

{
A

[(
∂θ

∂r

)2
+ sin2 θ

r2

]
−D

[
∂θ

∂r
+ cos θ sin θ

r

]
cosβ

+(K0 +K sin2 β) sin2 θ − µ0MsHz cos θ
}
rdrdϕ , (E.3)

where A is the exchange constant, D is the DMI constant, Ms is the saturation magne-
tization, K0 is the effective anisotropy and K is the shape anisotropy as defined in Sec-
tion 3.9.3. From Eq. (E.1) we have that ∂θ/∂r = sin θ/∆. Furthermore, since sin θ 6= 0
only for r ≈ Rb, the variation of r can be neglected in the integral if Rb � ∆ [38].
Within this approximation the DW energy per unit of length becomes

E

t
= 2πRb(σ0 − πD cosβ + 2∆K sin2 β) + 4πA∆

Rb
− 2πµ0MsHzR

2
b , (E.4)

where t is the sample thickness and σ0 =
√
AK0. The first term represents the DW

energy. Contrary to linear DWs, this term is proportional to the bubble radius since an
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r

φ

β

Figure E.1: Sketch of the polar coordinates used to describe circular DWs in
bubble domains.

expansion of the bubble implies an increase of the DW length. However, the gain in the
Zeeman energy is proportional to R2

b (see last term). The term proportional to 1/Rb
represents the curvature energy cost of the bubble. Following the Lagrangian approach
described in Appendix C.1, we have that the Lagrangian density and dissipative function
density are given by

L

t
= E

t
+ µ0Ms

γ0
2πβ̇(R2

b −R2
t ) , (E.5)

F

t
= 2παµ0MsRb

γ0

(
Ṙb

2

∆ + ∆β̇2
)
, (E.6)

where Rt is total radius of the magnetic dot. By using the Euler-Lagrange-Rayleigh
equations, it is possible to obtain the following equation for the dynamics of bubble
radius Rb(t) and the DW internal angle β(t)

Ṙb
∆ − αβ̇ = γ0

(
HK

sin 2β
2 − π

2HDMI sin β
)
, (E.7)

β̇ + α
Ṙb
∆ = γ0

[
Hz −

1
2µ0MsRb

(
σ0 − πD cosβ + 2∆K sin2 β − 2A∆

R2
b

)]
. (E.8)

These equations are equivalent to the 1D model equations for the DW position q and in-
ternal angle φ obtained for a linear DW except for the terms proportional to 1/(2µ0MsRb)
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in Eq. (E.8). These contributions are due to the DW surface tension and the curvature
energy cost. Their effect vanishes as the bubble radius increases since the gain in the
Zeeman energy increases as ∼ R2

b , while the DW energy cost scales as ∼ Rb. The
additional field

Hb(Rb) = 1
2µ0MsRb

(
σ0 − πD cosβ + 2∆Ks sin2 β − 2A∆

R2
b

)
(E.9)

is plotted in Fig. E.2 for typical PMA sample parameters (see Chapter 11). Since
typical experimental measurements involve bubbles with r ≥ 10µm, the contribution of
the additional Hb field is negligible since it is smaller that 1 mT. Explicitly, by imposing
the condition µ0Hb < 1 mT and neglecting the term proportional to 1/R2

b , which is
relevant only for small radius, we have that µ0Hb is smaller that 1 mT for

R̃b >
σ0 − πD cosβ + 2∆Ks sin2 β

2Ms
103 , (E.10)

which, for the material parameters used in Chapter 11, yields R̃b ≥ 7 µm. On the other
hand, we would incur in an error if we try to simulate a bubble expansion measurement
by simulating smaller bubbles, which have a larger effect of the Hb field.
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Figure E.2: Hb field as a function of the bubble radius RB.



Appendix F

Maximum torque and equilibrium
state

In this section we show in more detail how the maximum torque represents an indicator
of the equilibrium state. Maximum torque is defined as

τmax
γ0

= Max{− 1
1 + α2 mi ×Heff,i −

α

1 + α2 mi × (mi ×Heff,i)} = 1
γ0

Max
(
dmi

dt

)
,(F.1)

where the maximum is calculated over all cells labelled with i = {1, ..., N = Nx · Ny}.
MuMax3.9.3 [8] can provide this output automatically if selected. We perform the same
simulations as indicated in Chapter 12, without any stopping condition, but simply
running for t = 20 ns. Fig. F.1(a) shows the average mz component for α = 0.2 and
Bz = 10 mT, while Fig. F.1(b) depicts the corresponding maximum torque. Once
the system has reached equilibrium, the maximum torque has dropped to a minimum
value. The same result is obtained for different damping but the final maximum torque
is different. Numerically this value is never zero since it is limited by the numerical
precision and by the system parameters, in particular by damping.

Fig. F.1(c) represents the maximum torque as function of applied field for different
damping. The maximum torque is clearly independent on the applied field but depends
on the damping value. Finally, Fig. F.1(d) shows the maximum torque as function of
damping. The maximum torque decreases with damping and it saturates for α ≥ 0.5
since we have reached the minimum numerical precision of the code [8]. For higher
damping the maximum torque oscillates around this minimum sensibility value, as shown
in the inset of Fig. F.1(d). The value obtained with these preliminary simulations is
used to set a threshold ε(α) for the depinning field simulations in order to identify
whether or not the system has reached an equilibrium. Furthermore, additional tests
were performed, without setting any maximum torque condition, but simply running
the simulations for a longer time (t = 80, 160 ns) and calculating the depinning field in
order to ensure that the results obtained with these two methods were consistent, i.e.,
that we have actually reached an equilibrium state with the maximum torque condition.
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Figure F.1: (a) Average mz as function of time. (b) Maximum torque/γ0
(τmax) as function of time. τmax rapidly decreases when the system is at
equilibrium. (c) Maximum torque as function of applied field for different
damping. (d) Maximum torque at equilibrium as function of damping. The
inset shows the maximum torque as function of time for α = 0.5.
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