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ABSTRACT

In spite of being spin-forbidden, some enzymes are capable of catalyzing the incorporation of O2(3Σ−g ) to organic substrates without needing
any cofactor. It has been established that the process followed by these enzymes starts with the deprotonation of the substrate forming an
enolate. In a second stage, the peroxidation of the enolate formation occurs, a process in which the system changes its spin multiplicity from a
triplet state to a singlet state. In this article, we study the addition of O2 to enolates using state-of-the-art multi-reference and single-reference
methods. Our results confirm that intersystem crossing is promoted by stabilization of the singlet state along the reaction path. When multi-
reference methods are used, large active spaces are required, and in this situation, semistochastic heat-bath configuration interaction emerges
as a powerful method to study these multi-configurational systems and is in good agreement with PNO-LCCSD(T) when the system is
well-represented by a single-configuration.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0046906., s

I. INTRODUCTION

Every computational chemistry study starts with the selec-
tion of a suitable electronic structure method. This selection is
made based on a trade-off between accuracy and computational
cost, and the method is finally chosen depending on the size of
the system under study. If the system can be reasonably described
by one configuration, singe-reference methods, such as MP21

and especially density functional theory (DFT),2 are often used.
Coupled-cluster single double triple [CCSD(T)],3 considered as
the “gold standard” in quantum chemistry, is the best choice for
small systems for which the calculation is affordable. However,
when the ground state is strongly coupled to excited states, the
aforementioned are not reliable, and an accurate description of
the physics of these systems requires the use of multi-reference
methods.

The most widely used multi-configuration method is the com-
plete active space self-consistent field (CASSCF) method, devel-
oped more than 30 years ago.4 In CASSCF, the total orbital
space is divided into three sets: inactive orbitals that are dou-
bly occupied in all configurations, virtual orbitals that are always
unoccupied, and the active orbitals where all possible occupations
are considered. Based on these configurations, the multi-reference
wavefunction is built, and subsequently, the coefficients of all config-
urations and orbitals are optimized. This allows us to account for the
static electronic correlation and describe properly electronic states
with a strongly mixed character. Dynamic correlation can be intro-
duced via perturbation theory (CASPT2) or the variational multi-
reference configuration interaction (MRCI) method. The number
of configurations (and the computational cost) rises exponentially
with the number of active orbitals, which usually limits the number
of active space orbitals to 18 electrons in 18 orbitals [CAS(18,18)]
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considering current computational resources, with the most recent
and efficient implementations,5 which could be increased up to 20
electrons for 20 orbitals in large parallel machines.6 Larger active
spaces can be used using restricted active space (RAS) methods,
which limits the number of possible occupations arising from the
active space orbitals.7 Not only the limitation in the number of active
space orbitals hampers the use of CASSCF-like methods. The active
space should be robust throughout the reaction path and include all
the configurations of interest along this path. Although some strate-
gies have been developed to automatically detect rotations in the
active space orbitals,8–10 the selection of a robust and coherent active
space can still be very cumbersome.

In the last decade, we have witnessed the development of a
plethora of new multi-configuration methods,11 on the one hand,
single-reference approaches such as the spin–flip family of meth-
ods (see Ref. 12 for a recent review) and, on the other hand,
stochastic multi-reference methods using Monte Carlo methods,13,14

which allows extending the number of active space to around 100
orbitals.15–17 Among these methods, the density matrix renormal-
ization group (DMRG) method18,19 and the Semistochastic Heat-
Bath Configuration Interaction (SHCI) have been widely used.20–22

These methods alleviate the problems arising from the selection of
the active space, and using SHCI, active spaces of (30,108)23 and
(32,204)24 have been reported. In this article, we use the SHCI
method to describe the addition of molecular oxygen to enolates,
intrinsically multi-configuration systems.

From an electronic structure perspective, reactions between O2
and most organic molecules are, in principle, spin-forbidden. This
is because O2 in its ground state is a triplet (3Σ−g ), while most of the
organic molecules, including the peroxide formed by the addition of
O2 to double bonds, are singlets. At very high temperatures, radicals
are formed, which react with O2 via a spin-allowed process. Since
working at such temperatures is not an option for living organisms,
enzymes devised other strategies to catalyze a reaction with O2. Most
enzymes rely on transition metals, particularly Fe with or without a
heme group.25–31 Crystallographic structures have shown unequivo-
cally that few enzymes use organic cofactors, such as flavin,32,33 while
others carry out their catalytic activity without the presence of any
cofactors.34–36 The mechanism followed by these enzymes has been
thoroughly studied (see, for example, Refs. 37–42), and it has been
established that the first stage is deprotonation of the substrate prior
to the diffusion of O2 to the active site,43 forming an enolate that will
subsequently react with O2 forming a peroxide.

3,5-dihydroxyphenylacetyl-CoA 1,2-dioxygenase (DpgC) is a
protein that plays a key role in the biosynthesis of antibiotics of

last resort such as vancomycin or teicoplanin and was the first pro-
tein for which a crystal structure showing a substrate analog and O2
bound to the enzyme was resolved.44,45 DpgC catalyzes the cofactor-
independent oxidation of 3,5-dihydroxyphenylacetyl-CoA (DPA-
CoA) to 3-5-dihydroxyphenyl-glyoxylate (DPGX), and a scheme of
the proposed mechanism is depicted in Fig. 1. Previous calculations
in our group42 combining quantum mechanics/molecular mechan-
ics (QM/MM) (DFT), MRCI calculations on a model system with a
reduced active space, have shown that once the enolate is formed,
the reaction proceeds via transference of two electrons from the
enolate to O2 and without requiring activation of O2. The inter-
system crossing was found to be concomitant with the first elec-
tron transfer, and the minimum energy crossing point (MECP),
which plays the role of an effective barrier,46 is stabilized by the
formation of a stable intermolecular complex between DPA-CoA
and O2.

The fact that at least two electronic states of different spin mul-
tiplicities are necessary to describe the system implies that multi-
configuration methods should be used to understand the physics
of these systems. Ideally, to treat this system using a CAS-like
method, the active space should include all the π orbitals of the
aromatic system and O2. However, since the hybridization of Cα
changes from sp2 to sp3, the aromaticity is broken along the reac-
tion path and the related orbitals are generally expelled from the
active space, leading to an artificial discontinuity in the electronic
wavefunction. In Ref. 42, the problem of the stability was cir-
cumvent by using a small active space including only the frontier
orbitals. Our results allowed us to demonstrate the multi-surface
nature of the peroxidation reaction. The drawback of this approach
is that only a small amount of correlation was gathered. The use
of stochastic multi-reference methods permits to use a different
approach, including all valence orbitals and electrons in the active
space.

In this work, we will calculate the reaction path for this reaction
using SHCI on three models of different size, and we will com-
pare these reaction paths with those obtained using single-reference
methods such as DFT and CCSD(T), the latter in the form of the
explicitly correlated open-shell pair natural orbital local coupled-
cluster methods, PNO-LCCSD(T)-F12.47 Using these calculations,
we will shed light on the mechanism of the peroxidation reac-
tion of enolates and also assess if single-reference methods such as
CCSD(T) and stochastic multi-reference methods (SHCI) are capa-
ble of describing the process. Moreover, we will evaluate the perfor-
mance of the DFT method, which is widely used for the study of
these reactions in biological conditions.

FIG. 1. Scheme of the proposed mechanism for the oxidation of DPA-CoA and synthesis of DPGX. The step highlighted in red is that studied in the present manuscript
(reaction between O2 and the enolate).
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This manuscript is organized as follows: In Sec. II, we present
the three models used to describe this process, along with a short
description of the main features of the electronic structure methods
used. In Sec. III, we will show the energy profiles for the peroxidation
of the enolates. Finally, a summary and the conclusions of this work
are presented.

II. METHODS
There are two reasons why the reaction between DPA-CoA and

O2 is an excellent system for the study of cofactorless addition of
O2 to enolates. On the one hand, no basic residues are present in
the active site, and the protein plays a passive role in promoting
intersystem crossing42 by restraining the carbon atom’s backbone
close to a planar conformation and guiding the oxygen to the active
site. On the other hand, peroxidation takes place out from the aro-
matic ring, making possible to propose smaller systems that may
reproduce the main features of the overall system. Following this
idea, in this manuscript, we built three models to study the reac-
tion between DPA and O2. The three models, and their analogy with
DPA-CoA + O2 system, are depicted in Fig. 2. In the largest sys-
tem, the CoA moiety is replaced by a methyl group. For the middle
size system, the DPA moiety is also simplified to S-methyl-but-3-
enthioate (hereinafter S-methyl-butenthioate) and in the smallest
system to 1-oxobut-3-en-2-ide (hereinafter oxobutenide). To main-
tain the effect of the chemical bond, hydrogen atoms were added
along the “broken” bonds.

For each of the models, the minimum energy path (MEP)
along the distance between Cα and O2 (rCαO) was obtained

at a B3LYP/aug-cc-pVDZ calculation level of theory, as imple-
mented in Gaussian16.48 Following the same procedure of Ref. 42,
constraints were applied to keep the planarity of all the C atoms
and better reproduce the effect of the protein scaffold on the reac-
tion. These constraints are only important at small rCαO distances,
as for larger rCαO, the molecule is intrinsically planar. No constraints
were applied to the H atom bonded to Cα. Starting from the opti-
mized geometries, the following methods were used to characterize
the reaction paths: broken-symmetry DFT (BS-DFT), SHCI, and
PNO-LCCSD(T)-F12.

A. Broken-symmetry DFT
The Broken-Symmetry DFT(BS-DFT) method49–52 is an

affordable method to describe open-shell singlets within a monode-
terminantal scenario. This method, widely used for the treatment
of diradical systems,39,53–58 introduces the breakdown of the spatial
and spin symmetry in decoupled alpha and beta spin-orbital contri-
butions. Then, the splitting of the spin contribution and the frontier
orbital mixing introduces the correction of the static correlation. The
main advantage of this method against multi-reference methods is
that it does not require the selection of any active space, and it is
considerably less expensive, making the study of significantly larger
systems possible.

BS-DFT methodology may suffer from the spin contamination
that arises intrinsically from the method splitting procedure. It is
possible, however, to correct it using Yamaguchi’s formula.59–61 It is
based on a spin projection (SP) method in which the spin symmetry
for the open-shell singlet is recovered. In a recent paper, Visitsattha-
wong et al.39 introduced this correction for the study of the oxygen

FIG. 2. Scheme of the three model
systems used to describe the reaction
between DPA-CoA and O2. In the top-
left panel, O2 and the DPA moiety of
DPA-CoA are depicted. The three model
systems are depicted in the bottom-left,
bottom-right, and top-right panels, where
the colors show the relationship between
the models and the system.
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activation in a flavin-dependent monooxygenase by means of the
following equations:59

singlet
SP E = singletE + CSC[singletE − tripletE], (1)

CSC =
singlet⟨S2⟩

triplet⟨S2⟩ - singlet⟨S2⟩ , (2)

where singlet
SP E is the corrected open-shell singlet energy, singletE is

the open-shell singlet electronic energy obtained with BS-DFT, and
tripletE is the triplet electronic energy.

B. Semistochastic heat-bath configuration interaction
SHCI method involves two stages. First, the wavefunction is

optimized by selecting iteratively a set of determinants until meeting
convergence. These determinants, which are pre-sorted according to
their energy, are filtered out below a threshold (ϵ1). Then, the Hamil-
tonian is diagonalized only in the subspace of these determinants,
and the total energy is calculated. In the second stage, the second-
order correction to the variational energy, Ep, is computed using
multi-reference Epstein–Nesbet perturbation theory. The value of
ϵ1 determines the accuracy and the computational cost of the cal-
culations. The values of ϵ1 below 10−8 Eh could yield highly accurate
results, while the results for ϵ1 > 10−2 EH are probably meaningless.
Following the procedure described in Ref. 24, we carried out calcu-
lations for different values of ϵ1 and finally extrapolated to ϵ1 → 0.
The lowest value of ϵ1 in this work is 5.0 10−3 EH for orbital opti-
mization (only variational energy) and 5.0 10−4 EH for functional
configuration identification (FCI) extrapolation.

SHCI calculations have been carried out in PySCF software,62

interfaced to Dice and Arrow.21,63 The active space selected included
all the valence orbitals, i.e., the 2s and 2p orbitals for the C and O,
the 1s of the H, and the 3s and 3p of the S. For the smallest system,
oxobutenide + O2, this active space spans 40 electrons in 33 orbitals,
(40,33). For the middle-size system, S-methyl-butenthioate + O2, it
results in a (52,43) active space. For the largest system, DPA + O2, it
involves an (82,69) active space, which is, to the best of our knowl-
edge, one of the largest active space calculations up to date, spanning
a 1038 Slater determinants space. To better achieve convergence, cal-
culations were carried out in three steps: a first step in which only
active space orbitals were optimized using ϵ1 = 5 ⋅ 10−3EH, a second
step where the full set of orbitals were reoptimized at the same value
of ϵ1 (vHCISCF), and a third step in which starting from the fully
optimized set of orbitals, calculations are repeated for ϵ1 = 1 ⋅ 10−3

and 5 ⋅ 10−4EH and finally extrapolated toward ϵ1 → 0.

C. PNO-LCCSD(T)-F12
Coupled cluster methods, and in particular CCSD(T), are

among the most accurate single-reference methods.47,64,65 However,
its computational cost impairs its use for medium-size systems. To
reduce the computational burden of the calculations, some approxi-
mations have been proposed. One of these approximations consists
in restricting the electron correlation within the whole system to
local contributions. This is performed by means of the Pair Nat-
ural Orbitals (PNOs),47,66,67 which allow the reduction of the vir-
tual space to an independent set of virtual orbitals for each occu-
pied orbital pair. For systems for which CCSD(T) calculations are

feasible, both methods are in very good agreement, with relative
energies differing in around 0.2 kcal/mol. In this manuscript, we will
use the PNO-LCCSD(T) method as the reference single-reference
method. PNO-LCCSD(T) calculations were carried out using Mol-
pro 202068 with a cc-pVDZ-F12 basis set.

D. Electron-density descriptors
Electron density descriptors are a useful tool to understand how

electron density rearranges along a reaction pathway. In these meth-
ods, the total electron density of a system splits into atomic contribu-
tions by means of several fragmentation methods.69,70 In this frame,
the electron sharing between a set of atomic centers can be calcu-
lated with the so-called electron delocalization indices (DIs).71–73

These indices can be tightly related with some chemical concepts
such as bond orders, atomic charges, and aromaticity. Herein, DIs
were calculated as implemented in the NDELOC code.74

Here, the fragmentation procedure chosen according to the size
of the system was the Mulliken scheme.70 To avoid a wrong def-
inition of the Hilbert space, calculations were performed without
a diffuse basis set. In addition, during this work, we will focus on
the analysis of two-order delocalization indices, which measure the
number of electrons between two regions as follows:

δAB = ∑
α∈A
∑
β∈B
(PS)αβ(PS)βα, (3)

where A and B are the atomic centers, α and β the basis functions,
and S and P the overlap and density matrices, respectively.

III. RESULTS
We will start by analyzing the results obtained for the smallest

system, in which DPA-CoA is replaced by oxobutenide (see Fig. 2).
The reaction paths for the peroxidation of oxobutenide as a function
of rCαO are depicted in Fig. 3 for the three different methods used:
SHCI, DFT (using the B3LYP functional), and PNO-LCCSD(T).

Regardless of the method considered, all the sets of potential
energy curves (PECs) share the same main features. At large rCαO
distances (where O2 and oxobutenide are far from each other), the
ground state is a triplet, while at short rCαO distances, where the per-
oxide is formed, the triplet is a repulsive state, and the system is only
stable as a singlet. With decreasing rCαO, the energy of the triplet PEC
increases and, simultaneously, there is a stabilization of the singlet
state.

The PEC for the triplet state at the SHCI level of theory is more
repulsive than for the single-reference methods, causing that the dis-
tance at which the singlet and triplet curves cross is significantly
larger at the SHCI level (rCαO = 2.4 Å) than for PNO-LCCSD(T) and
DFT (2.2 and 2.0 Å, respectively). The energy of the crossing point
is significantly larger for DFT (0.69 eV) than for PNO-CCSCD(T)
(0.43 eV) and SHCI (0.57 eV). We should remark that due to the
lack of analytical gradients for the SHCI method, we did not attempt
to optimize the MECP, which in any case should be lower than the
crossing points of Fig. 2. In Ref. 42, the MECP was calculated for
the reaction between O2 and S-methyl-but-3-enethioate and it was
located at rCαO = 2.1 Å, and its energy was 0.7 eV above the triplet
asymptote.

Regarding the singlet PECs, SHCI and PNO-LCCSD(T) singlet
curves are similar and mainly differ on the depth of the peroxide
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FIG. 3. Potential energy curves for the addition of O2 to theoxobutenide anion
at SHCI/aug-cc-pVDZ (top panel), DFT B3LYP/aug-cc-pVDZ (middle panel), and
PNO-LCCSD(T)-F12/cc-pVDZ-F12 level (bottom panel). The energy of the triplet
state for the O2 + oxobutenide asymptote is taken as zero reference energy.

well, being the SHCI singlet the most stable. For both methods, the
energy of the singlet states monotonically decreases with decreasing
rCαO. As it was noted in Sec. II, to account for the possible effect
of the protein on the enolate, constraints were applied to keep the
planarity of the C scaffold of the molecule,42 so, if relaxed, the singlet
state would be significantly more stable regardless of the method. As
no constraints are applied to the H bonded to Cα, it moves outside
the plane of the molecule for rCαO < 2.2 Å. It is a consequence of the
change of hybridization from a sp2 to a sp3.

We calculated two different singlet states using DFT: a
restricted singlet state and the open-shell singlet using the broken-
symmetry framework. At close rCαO distances, where the perox-
ide is stable, the wavefunction is well approximated by just one
configuration, and accordingly, the restricted and open-shell sin-
glet states converge to the same solution. The peroxide minimum
is less stable for DFT than for SHCI or PNO-LCCSD(T). For
rCαO >1.9 Å, the broken-symmetry solution does not longer overlap

the restricted singlet PEC, and at large rCαO, the difference between
these states is about 0.8 eV. The open-shell character of O2 (π∗g )2

of the first singlet state is the actual cause of this divergence, as the
restricted solution does not longer represents correctly the system.
In the broken-symmetry framework, an unrestricted wavefunction is
constructed in which the mixture of the frontier orbitals is allowed
(an analog to a multi-reference wavefunction with two electrons in
two orbitals). According to this, one would expect that the open-
singlet PEC would reproduce the behavior of the SHCI or PNO-
LCCSD(T) singlet PECs at large rCαO better than its restricted coun-
terpart. However, that is not the case, and the energy gap between
the open-singlet and triplet PEC at large rCαO is significantly smaller
than for any other method. Incidentally, it creates a barrier in the
singlet PEC, which is not present in any other method. For the three
model systems studied, curves obtained using MP2 showed disconti-
nuities and were excluded from the comparison. Similar errors were
obtained when we attempt to converge CASPT2 calculations. We
believe that this may be caused by the appearance of intruder states,
even in MP2.

In the absence of a barrier for the singlet state, the energy gap
between singlet and triplet states may have a strong influence on the
reactivity. At very large rCαO distances, we can assume that there is
no interaction between oxobutenide and O2. Under these circum-
stances, the negative charge should be located in the enolate, and the
difference between the singlet and triplet PECs should correspond to
that for isolated O2. Experimentally, the energy difference between
the first triplet (3Σ−g ) and singlet (1Δg) states of O2 is 0.981 eV.75 The
energy gap obtained with SHCI (1.20 eV), PNO-LCCSD(T) (1.19
eV), and standard DFT (1.19 eV) is in a reasonable agreement with
the experimental datum, but for broken-symmetry DFT, the energy
difference is just 0.36 eV, clearly underestimating the experimen-
tal energy gap. It is worth mentioning that spin-contamination was
found to be very small, and correction using Yamaguchi’s formula
(see Sec. II) barely affects the result.

To discard the hypothesis that the differences in the energy gap
were not intrinsic of the electronic structure method but caused by
some peculiarities of the system, we calculated the energy difference
between triplet and singlet O2 with the methods employed in this
study by applying a small set of basis sets, and additionally other
widely used DFT functionals. The energy gaps, collected in Tables I
and II, are somewhat insensitive of the basis set but strongly depend
on the electronic structure method used. Regardless of the DFT
functional used (even for M06-HF that includes a 100% Hartree–
Fock exchange), there is a clear underestimation of the energy gap
when the broken-symmetry framework is used and a clear overesti-
mation of the energy gap when it is not used. Our results agree with
those by Kitagawa and co-workers76 who reported that the energy-
gap for carbene (CH2) calculated using broken symmetry methods
along with hybrid functionals is clearly underestimated. It should
be noted, however, that the broken-symmetry in combination
with HF yields values of the energy-gap close to the experimental
ones.

According to Tables I and II, the triplet–singlet energy gap is
best reproduced by SHCI. However, CCSD(T) and PNO-LCCSD(T)
also provide reasonable values for the energy gap. In Ref. 42, the
energy gap was also calculated using MRCI and a small active space
(four electrons in three orbitals), and the value obtained was 1.13 eV.
It should be mentioned that for DFT calculations, there are some
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TABLE I. Energy gap between (closed-shell) singlet and triplet O2 for a series of methods and basis sets. Energies are given in eV. For PNO-LCCSD(T), the basis set used was
cc-pVDZ-F12.

ΔEST B3LYP B3PW91 M062X M06HF CAM-B3LYP HF MP2 CCSD(T) PNO-LCCSD(T)

3-21G 1.712 1.759 1.638 1.172 1.738 2.229 1.257 1.167 ∗1.259
6-31+G(d,p) 1.674 1.729 1.614 1.405 1.698 2.316 1.534 1.335
aug-cc-pVDZ 1.675 1.728 1.613 1.405 1.699 2.317 1.540 1.336
aug-cc-p-VTZ 1.667 1.723 1.608 1.401 1.689 2.321 1.477 1.295

TABLE II. Energy gap between (open-shell) singlet and triplet O2. Energies in eV. For DFT, HF, and MP2 methods, open-shell singlet was calculated using the broken-symmetry
framework, and the energy was corrected using Yamaguchi’s formula. For SHCI, we used a (12,8) active space including the 2s and 2p electrons and orbitals.

ΔEST B3LYP B3PW91 M062X M06HF CAM-B3LYP HF MP2 SHCI

3-21G 0.469 0.472 0.595 0.264 0.487 0.858 0.827 0.987
6-31+G(d,p) 0.459 0.463 0.619 0.558 0.476 0.865 0.526 0.824
aug-cc-pVDZ 0.454 0.458 0.623 0.557 0.471 0.850 0.464 0.966
aug-cc-pVTZ 0.445 0.450 0.637 0.571 0.463 0.836 0.341 0.943

discrepancies between the energy-gap obtained for O2 and for our
model at large rCαO. As we will discuss later, this discrepancy arises
from the charge of the system, which in DFT is not fully located on
the enolate.

For strong-correlated systems, single-configuration methods
may fail due to the lack of static correlation. To assess the relia-
bility of the PNO-LCCSD(T) calculations, we calculated the diag-
nostic T1.77 T1 is the most widely used diagnostic tool to verify if
non-dynamical correlation effects are important enough to compro-
mise CCSD calculations. It is assumed that calculations for which
T1 < 0.02 are reasonably described using a CCSD approach. For
open-shell systems, it has been suggested that this threshold value
may be closer to 0.044.78 When we calculated the T1 along the
reaction path, we observed that both the singlet minimum and the
triplet asymptote are reasonably described with the PNO-LCCSD(T)
method as they have associated values under the 0.02 threshold
(T1 ≃ 0.015–0.017). However, T1 values rise in the crossing region,
especially for the triplet PEC whose typical T1 is larger than 0.03.

In Fig. 4, we show the PECs corresponding to the addition
of O2 to S-methyl-butenthioate (see Fig. 2). S-methyl-butenthiotate
was the system used in Ref. 42 to simulate the addition of O2 to
DPA-CoA using MRCI calculations with a small active-space (four
electrons in three orbitals). Using this small active-space, it was pos-
sible to determine the reaction paths corresponding to all the nine
states that arise from that active space, showing that the peroxide
well correlates with the O2−

2 asymptote, thus requiring a double elec-
tron transfer. In Ref. 42, SHCI calculations were carried out using
an active space of (18,23), significantly smaller than the active space
used here (52,43). Although the curves using (18,23) and (52,43) are
similar, the peroxide well is three times deeper for the larger active
space.

The curves calculated for peroxidation of S-methyl-butenthiotate
using SHCI, DFT, and PNO-LCCSD(T) are in a good qualitative
agreement and are also similar to those obtained for the smallest
system. The singlet PECs are less attractive for peroxidation of S-
methyl-butenthiotate than for peroxidation of oxobutenide, and as

a consequence, the energies of the crossing points are slightly larger:
0.73 eV for SHCI, 0.77 eV for DFT, and 0.60 eV at PNO-LCCSD(T).

The results for the largest model (DPA, see Fig. 2) are shown
in Fig. 5. Again there is a qualitative agreement between all

FIG. 4. Potential energy curves of the S-methyl-butenthioate anion reaction with
O2 at SHCI/aug-cc-pVDZ (top panel), B3LYP/aug-cc-pVDZ (middle panel), and
PNO-LCCSD(T)-F12/cc-pVDZ-F12 level (bottom panel). The energy of the triplet
state for O2 + S-methyl-butenthioate is taken as zero reference energy.
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FIG. 5. Potential energy curves for peroxidation of DPA−. Calculations are carried
out at the SHCI/aug-cc-pVDZ B3LYP/aug-cc-pVDZ and PNO-LCCSD(T)-F12/cc-
pVDZ-F12 level. The energy of the triplet state for the O2 + DPA− is taken as zero
reference energy.

methods, and they are also similar to those obtained for smaller sys-
tems. For this system, the singlet PEC is less attractive, leading to a
shallower peroxide minimum, in particular, using DFT. The cross-
ing points are also higher in energy than for the smaller systems, in
particular, for the SHCI method, as the energy gap between the
triplet and singlet PEC is larger than that obtained for O2 (see
Table II). The discrepancy in the singlet–triplet energy gap comes
from the selection of the active space, which is selected at the small-
est rCαO, and then, the wavefunction is propagated to larger rCαO.
Using this procedure, the active space is robust, but it originates a
larger energy gap at the largest rCαO.

Regarding the PNO-LCCSD(T) calculations, the values of T1
diagnosis are similar for the three systems at large rCαO (T1 ≃ 0.015–
0.017), while around the crossing region, although presenting larger
values, they decrease with the size of the system. For DPA− + O2,
on the singlet PEC, they are typically below 0.02, and only around
rCαO = 1.8 Å, they go up to 0.022. On the triplet PEC, T1 values
are also smaller than for the smallest models and are always below
0.03. These results suggest that even for this intrinsically multi-
surface reaction, it is possible to rely on the CCSD(T) treatment.
This conclusion is reinforced by the good agreement between the
PNO-LCCSD(T) and SHCI PECs.

To get more insight about the reaction mechanism, in Fig. 6,
we show the two-center electron delocalization indices along the

FIG. 6. Evolution of delocalization indices along the addition of O2 to DPA− as a
function of the Cα–O distance calculated at the B3LYP/cc-pVDZ (top panel) level
of theory. Reference values are shown as horizontal solid blue lines.

reaction path for the DFT singlet and triplet PECs of the DPA−

+ O2 reaction. They represent the bond-order, and we calculated
these indexes for the two covalent bonds that are expected to change
throughout the reaction: (i) that between the two O atoms (δOO) and
(ii) that between Cα and O (δCαO). At large rCαO, the values of δOO
and δCαO are almost constant, the latter being close to zero, show-
ing that there is almost no interaction between the enolate and O2.
When the two reactants approach, in particular, for rCαO < 2.2 Å, δOO
shrinks, while δCαO rises. This indicates that the peroxidation occurs
via a concerted mechanism in which electron density is transferred
from the O–O to the Cα–O bond. At rCαO =1.4 Å, at the equilibrium
distance of the peroxide, both indices are similar, showing “bond-
orders” that are slightly below those for standard single-bonds (such
as the C–O bond in ether). There are two aspects that deserve fur-
ther discussion: first, regardless of rCαO, δOO is larger for the triplet
than for the singlet PEC, while the opposite occurs for δCαO. Hence,
intersystem crossing intrinsically involves electron transfer from the
O–O to the Cα–O bond. This result agrees with predictions based
on the Mulliken charges, which showed that intersystem crossing
was associated with some electron density transfer from O2 to the
enolate.42 Second, it is also interesting that δOO never approaches
the value obtained for isolated O2. This discrepancy arises from an
excess of electronic charge on O2, which is not zero even at very large
rCαO. This is the reason why the triplet–singlet energy gap for DFT
calculations is lower for our systems than for isolated O2. To ascer-
tain this statement, the singlet–triplet energy gap and delocalization
indices were recalculated for an uncharged model system, in which
the charge was removed by adding a second hydrogen to Cα, which
now shows an sp3 hybridization. On this system, the triplet–singlet
energy gap is coincident with that obtained for O2, and this is also
the case of δOO.

Using the IBO/IAO formalism,10,79 we represented the orbitals
whose nature changed significantly along the addition of O2 to
DPA−. The results (shown in Fig. S1) reveal that for both singlet and
triplet states, they are related to the formation of the bond between O
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and Cα. On the singlet state, they correspond to the mixing between
one π and one π∗ of O2 and pz orbital of Cα. On the triplet state,
however, mixing between those orbitals is not significant, explaining
the lack of stability of the triplet peroxide.

IV. CONCLUSIONS
Throughout this article, we have studied the addition of O2 to

enolates using two recently developed theoretical approaches such
as SHCI and PNO-LCCSD(T) and compared them to DFT meth-
ods, widely used to study these reactions on biological media. On
top of the fundamental importance of these intrinsically multi-
configuration systems, the addition of O2 to enolates is the key step
for the enzymatically catalyzed cofactorless incorporation of O2 into
organic substrates. To shed light on the reaction mechanism, we
calculated the delocalization indices along the reaction path. Our
results show that the reaction follows a concerted mechanism in
which hopping from the triplet to the singlet potential energy sur-
face is associated with an electron density transfer from the O–O to
the C–O bond.

To study this reaction, we used three different model systems
of different sizes. The potential energy curves (PECs) obtained using
these three methodologies and the three models are qualitatively
similar. Regardless of the model used, the singlet PEC is less attrac-
tive for the largest systems, leading to crossing points of larger
energies. DFT calculations cast some doubts due to inaccuracies in
the singlet–triplet gap at large rCαO where O2 and enolates are not
interacting, and a comparison with experimental values are possible.
When the energy of the singlet state is corrected using the broken-
symmetry framework, the energy gap is, in turn, too small, causing
a barrier on the singlet PEC, which is not predicted for any other
method.

The singlet PECs obtained using SHCI and PNO-LCCSD(T)
are very similar to each other, while the triplet PEC is more
repulsive for SHCI. The T1 diagnosis was evaluated showing that
PNO-LCCSD(T) calculations are reliable both when the peroxide
is formed (small rCαO) and in the triplet asymptote. In the cross-
ing region, T1 diagnosis is larger, especially for the smallest enolate,
while for the largest one, its highest value is 0.022 for the singlet and
0.028 for the triplet, slightly above the usually accepted empirical
threshold value of 0.02 for closed-shell systems and well below the
proposed threshold of 0.044 for open-shell systems. It suggests that
PNO-LCCSD(T) results may be accurate for these systems, opening
the gate to use this method for the study of this kind of reactions.

The study of these reactions using multi-reference methods is
challenging, requiring a very large active space. Using SHCI, we
could carry out calculations using an active space that includes
all the valence orbitals and electrons, 82 electrons in 69 orbitals,
far beyond the possibility of the classical CAS-like methods. SHCI
PECs are in a reasonable agreement with PNO-LCCSD(T) in the
regions where PNO-LCCSD(T) is expected to reproduce faithfully
the behavior of the system and shows energy crossing points of
higher energy. Altogether, our results suggest that SHCI is a good
approach to deal with intrinsic multisurface problems, as it per-
mits to include oversized active spaces, which makes easier to
select a robust active space along the reaction path and also to
recover most of the correlation energy, which makes the results more
accurate.

SUPPLEMENTARY MATERIAL

See the supplementary material for the geometries of
oxobutenide, S-methyl-butenthioate, and DPA anions + O2, the raw
data for the energy profiles of oxobutenide, S-methyl-butenthioate,
and DPA anions, and the SHCI extrapolation raw data for the three
mentioned anions in their singlet and triplet states. A representa-
tion of the orbitals whose nature changes more significantly along
the addition of O2 to DPA− using IBO/IAO formalism is included
as well.
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