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ABSTRACT: This work presents a two-stage approach for the
design and evaluation of the performance of solar central tubular
receivers. First, the unit design is obtained using a mixed-integer
nonlinear programing (MINLP) optimization problem, consider-
ing the radiation profile and the weather of the location. Later, with
the design fixed, the NLP is solved to determine the performance
of the receiver during a year. Three different locations are studied
(Almeriá, Arizona, and Scotland), each of them with their
characteristic radiation and weather. The designs obtained show
the effect of the location on the size of the different elements of the
receiver. The performance over a year presents the heat-transfer
features as well as the effect of the wind speed profile affecting the convective heat transfer. The number of trade-offs results in the
need for a comprehensive analysis for the design of these units toward reducing the pressure drop but considering the increase of the
thermal stress on the tubes.

1. INTRODUCTION
Current society relies on electricity. Electricity, or electrical
energy, is a key element for progress and development,
increasing its demand with the growth of the population1 or
when new industries and technologies are developed, such as,
data centers.2 This form of energy can be obtained from the
conversion of other sources, such as, combustion of fossil fuels
(coal, gas, etc.), nuclear reactions, or employing renewable
resources (wind, solar radiation, biomass, etc.). Renewable
energies are the most interesting choice to produce electricity
nowadays because they provide an alternative to increase the
production of electricity3 and represent the technologies that
allow reducing greenhouse gas emissions.4,5 Solar energy is the
only energy source that the Earth receives, but it is more than
enough to supply mankind needs. This work focuses on
concentrated solar power (CSP) technologies that have received
a lot of attention lately but still require additional development
to improve the process efficiency to be installed across
countries.6 CSP technologies usually involve heat-transfer fluids
(HTFs), used to capture solar energy for its use toward the
production of energy via steam generation as well as a means to
store thermal energy, enabling the overnight operation of the
CSP plants.7,8 HTFs are usually a mixture of two or more
compounds; in previous works, molten salts9 and synthetic
fluids10 were considered as HTFs.
CSP plants present three different sections: (1) the HTF

circuit, which involves the heliostat field, the concentrating
technology, and the thermal energy storage, if the facility has one
of them; (2) the water−steam circuit, which comprises a heat
exchanger network (to heat and evaporate the water stream) and

a steam turbine (to produce electricity); and (3) the cooling
system. There are different types of concentrating technologies,
each one with a specific heliostat layout, but there are four main
options nowadays: parabolic dish, parabolic trough, linear
Fresnel reflector, and central receiver.11−13 Section 2 is similar to
traditional thermal power plants, where the difference is the use
of HTFs and radiation to obtain the thermal energy employed to
produce steam instead of the combustion of coal in a furnace. It
consists of (1) a series of shell-and-tube heat exchangers to
produce the steam and (2) high-, medium- and low-pressure
turbines to generate electricity out of it.13 Section 3 can present
different cooling technologies, but in the case of CSP, there are
twomain technologies, wet cooling and dry cooling,9,14,15 and an
intermediate option (hybrid cooling).16

There are different designs of solar receivers, such as the open
volumetric air receiver,17−19 the porous cavity receiver,20 the
particle solar receiver,21 and the central or tubular receiver.22

Each technology has its own characteristics, such as the need to
study the influence of critical parameters in porous cavity
receivers to improve efficiency,20 the analysis of different kinds
of materials and its effect on the absorption in particle solar
receivers,21 or the importance of correct simulation of the return
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air flow chamber in open volumetric air receivers;17 furthermore,
some works use CFD modeling applied to the analysis and
optimization for some technologies, such as porous volumetric
receivers.18 Each of these technologies have been studied by
different authors, but in this work, the technology studied is the
central tube receiver because it is the most used at a commercial
scale.22

Previous studies presented design methodologies for this
equipment,23,24 the evaluation of the peak temperature that
takes place on the tubes applying an optimization of fluid
distribution,25 the importance of a flux map calculus and an
optimal distribution of the heliostat field to reduce thermal stress
in the receiver,26 the simultaneous lay out optimization of the
central receiver (horizontal distribution) and heliostat field,27 a
methodology to control the energy reached by the receiver,28

and even parametric studies about the design and operation of
molten salt receivers.29,30 However, most of the studies focused
on the relative location of the receiver without paying that much
attention to its purpose as a heat-transfer unit while the ones
dealing with this aspect present a procedural and/or simulation-
based design, where the effects of facility location on the design
feature and its performance have not been reported in the
literature. In addition, the various radiation profiles that the
locations of the CSP facilities may present, results in the need for
evaluating the effect of different facility locations, with different
radiation and weather data, on the design and heat-transfer
features of the receiver.
This work presents a two-step methodology for the optimal

design and the evaluation of the performance of central tube
receivers. In the first step, a mathematical formulation is
developed for the sizing of the unit that simultaneously
considers the trade-offs related to individual element sizing
and layout. In a second step, the performance of the unit is
evaluated over time. To address the location dependency on the
unit design, different locations with their own weather data and
two scenarios: same heliostat field (SHF) for all locations
(resulting in different electricity production capacities) and
different heliostat fields for each location [giving the same mean
production (SMP) capacity] are evaluated. The receivers are
optimally designed for each location and different scenarios. The
work is organized in five sections: in the first section, the
equations to design the equipment are presented; the second
section deals with the framework used to design and evaluate
each case; the third section presents the cases of study and the
two scenarios and the value of some specific variables for the
model; in the fourth section, the results are exposed and

analyzed for both scenarios and cases. Finally, the conclusions of
the work are drawn in section five.

2. MODEL FORMULATION
In this work, a central receiver CSP plant is considered. These
facilities have a solar field surrounding a central structure,
commonly a tower built with cement or iron,31 on top of which
the receiver is placed. The receiver is set considering that the
entire external surface is exposed to solar radiation. Further-
more, the path of the HTF across the receiver will determine
some design variables.24

The modeling section is divided into two main subsections.
The first one is related to the detailed design of the receiver,
considering three different aspects: mechanical design, thermal
design, and pressure drop evaluation. Each section has its own
subsections, where the equations used to calculate the design
parameters of the unit are presented. The second subsection is
focused on the study of the performance over time of the design
obtained in the previous module.

2.1. Mechanical Design. The mechanical design comprises
pipe selection, tower sizing, receiver design, and fluid flow path
determination. It is recommended to choose the fluid flow path
considering the hemisphere where the facility is located, in order
to feed the fluid to the most convenient bundle, reducing the
pressure drop and increasing the fluid velocity.24 In this work,
the consideration will be the same as previous work which
recommends two parallel flow paths without considering which
is the initial bundle,32 in order to present a general design case.

2.1.1. Tube Selection. The tube external diameter (dex) and
inner diameter (din) are selected according to standard sizes. In
this work, the formulation used for the selection of the diameter
of the pipe is presented in eqs 1−4.33 Furthermore, the following
sets of variables are introduced to simplify the nomenclature:

• number of external diameters is denotedM = {1,2,...,nM}.
It represents the number of external diameters that are
considered as possible design values.

• number of internal diameters is denoted J = {1,2,...,nJ}. It
corresponds to the number of possible internal diameters
that are available for a specific M-external diameter. J can
take different values across the set of external diameters.

∑= · ∀ ∈d d y m M
m

m mex ex, de,
(1)

∑ = ∀ ∈y m M1
m

mde,
(2)

Figure 1. Central receiver scheme: (A) tube distribution and characteristic lengths; (B) flow splitting considered.
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∑ ∑= · ∀ ∈d d y m j M J( ) , ,
m j

j m j min in, , di, ,
(3)

∑ ∑ = ∀ ∈y m j M J1 , ,
m j

jdi,
(4)

Typically, the values of the diameter considered for the design
of heat exchangers are presented in TEMA standard diameter
value tables.34 For this case, a total of five different external
diameters (dex) are considered, following the typical range of
design.24 Each external diameter has different inner diameter
(din) combinations, between 4 and 10 choices of thickness, see
Supporting Information. Only one diameter and one thickness
must be selected.
In solar central receivers, the tube length,Hreq, corresponds to

the linear section that is exposed to solar radiation. The
connections between bundles and inlet and outlet pipes are
covered by a screen or a small wall;35 meanwhile, the linear
section is still exposed to the Sun. Thus, the tube length
considered is usually the linear section (Figure 1a). In themodel,
the tube junctions are not considered as tube length; thus, the
tube length (Hreq) can be determined by the height-diameter
ratio of the collector (HDratio), as eq 5,24 where Dreq is the
diameter of the receiver (m); as a recommendation, the ratio
HDratio should be between 1 and 2.24

=
H

D
HDratio

req

req (5)

2.1.2. Tower Design and Rescaled Wind Speed. The tower
height (Htower) affects the value of wind speed and, as a result, the
heat transfer. This height is employed to rescale wind speed
literature data due to the dependence of the wind speed on the
separation and the orography of the location.36 In this work, eq 6
is used to estimate Htower

24

= + · × −H Q82.60 0.2552 ( 10 )tower req
3

(6)

where Qreq is the required heat to be absorbed by the HTF
molten salts (kW). For a given value of Htower, the Hellman law
equation, eq 7,37 is employed to determine the wind speed value
at the desired height

= ·
ωi

k
jjjjj

y
{
zzzzzv v

H
HHt meas

tower

meas (7)

where vHt is the wind speed value at tower height (m/s), vmeas is
the wind speed reported in the literature (m/s), Hmeas is the
height at which vmeas was measured (m), and ω is the friction
coefficient or Hellman exponent. Theω value is tabulated, and it
is a function of the ground topography. In this work, the value of
0.20 for ω was considered;37 other values of ω can be consulted
in Table S1 of the Supporting Information.
2.1.3. Receiver Design.Themechanical design of the receiver

involves the definition of the geometry of the equipment. This
geometry is related to the number of tubes that provide the
contact area and guide themolten salts through the receiver. The
areas involved are Areq,min, Aflow, Aob, and Aproj.
Theminimum total area required (Areq,min) can be determined

according to the incoming irradiation and the maximum heat
flow across the wall of the tubes, as shown in eq 824

=A
Q

HFreq,min
req

max (8)

where HFmax is the maximum heat flow across tube wall (kW/
m2). The value of Areq,min is the lower bound for the design area
Aob that must be satisfied during the entire cycle.
The flow section required across a tube bundle (Aflow) is

obtained using eq 9, where npath is the number of splits for the
mMS. In this work, it is considered that the molten salt stream is
split in two streams, so each stream will go over the half receiver,
and npath is equal to 2 (Figure 1b).

ρ
=

·
A

m n

v

( / )
flow

MS path

MS MS (9)

where ρMS is the density (kg/m
3), mMS is the total flow (kg/s),

and vMS is the velocity (m/s) of molten salts inside tubes (see
Table S2 for the bounds).
The designed area (Aob) and the projected area (Aproj) must

be calculated using the design variables Hreq and Dreq, as shown
in eqs 10 and 1124

π π= · · ·A H D
2ob req req (10)

π= · ·A H Dproj req req (11)

The value ofDreq can be obtained from the layout of the tubes
so that the entire bundle has enough area as presented in eq 1223

π· = ·[ + · − + · ]D N B B N N d( 1)req bundle bundle tube tb tb ex

(12)

where Nbundle is the number of bundles, Bbundle is the separation
between bundles (m), Btube is the separation between tubes (m),
and Ntb is the number of tubes per bundle. The value of Ntb is
determined starting using Aflow and the flow section of one tube,
as seen in eq 13

=
·πN
A

d( )tb
flow

4 in
2

(13)

As npath = 2, the value ofNbundle must be an even number. This
constraint can be satisfied considering that the rest of Nbundle/
npath must be an integer positive value. If it is required, this rest
can be defined as an additional equation in the model, adding a
new discrete variable.

2.2. Thermal Design of the Receiver. The thermal design
of the equipment is focused on the variables that are involved in
heat transfer, such as temperatures and heat flows.

2.2.1. Thermal Flows. The thermal design section presents
the equations related to temperatures, fluid properties,
dimensionless numbers, and heat-transfer coefficients. An
energy balance to the molten salts is employed to determine
the flow of molten salts required (mMS), according to eq 14

η· = · · −Q m C T T( )preq ther MS out inMS (14)

where ηther is the thermal efficiency of the receiver, CpMS
is the

specific heat [kJ/(kg·K)],Tout is the outlet temperature (K), and
Tin is the inlet temperature (K) of the molten salts. The values of
Tin andTout are usually fixed depending on the HTF stability and
flow properties, and mMS changes each time period9 so that the
temperature of the molten salts stored is maintained over time.
In this work, the values ofTin and Tout are taken to be 563.15 and
838.15 K, respectively, from previous works.9,14

Another important factor related to the operating temper-
atures is the heat flow across the tube wall (HFtube). The tubes
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must be able to bear with the conduction heat transfer. The value
of HFtube can be determined using eq 1524

=
· ·Δm n C T

N
HF

( / ) p
tube

MS path bundle

tb

MS

(15)

whereΔTbundle is the temperature increment in each bundle (K),
considering that it is equal in each bundle. It is computed using
eq 16

Δ =
−

T
T T

N n
( )

( / )bundle
out in

bundle path (16)

HFtube has to be lower than the maximum heat flow across
tube wall used (HFmax, kW/m2) for safety purposes and to
ensure that tubes resist the thermal operating conditions. The
value of HFmax is provided by the manufacturer. In the case of
Incoloy steel, the value of HFmax is 1000 kW/m2.24 The
constraint for HFmax is formulated as eq 17

π≤ · · ·H dHF HFtube max req ex (17)

HFtube is involved in the calculation of the tube surface mean
temperature [T̅s, (K)], as seen in eq 18

̅ = ̅ + · +T T R RHF ( )s MS tube cond conv (18)

where T̅MS is the molten salt mean temperature (K); this
temperature is calculated as the average between the inlet and
outlet molten salt temperature. Rcond is the heat resistance due to
the conduction across the tubematerial (K/kW), and Rconv is the
convection heat resistance of the HTF and the molten salts (K/
kW). Thermal resistances can be determined using eqs 19 and
20

π
=

· ·
R

d d
k H
log( / )

2cond
ex in

tube req (19)

=
· · · πR

h d H
1

conv
in in req 2 (20)

where ktube is the thermal conductivity of the tube material [kW/
((m2/m)·K)] and hin is the convective heat-transfer coefficient
of the molten salts [kW/(m2·K)]. The value of hin can be
calculated with eq 21, where the Nusselt number of the molten
salts (NuMS) is determined using dimensionless numbers as
shown in eqs 22−2424

=
·

h
Nu k

din
MS MS

in (21)

= · ·Nu Pr Re0.023 ( ) ( )MS MS
0.4

MS
0.8

(22)

μ
=

·
Pr

C

k
p

MS
MS

MS

MS

(23)

ρ
μ

=
· ·

Re
v d

MS
MS MS in

MS (24)

where PrMS is the Prandtl number, μMS is the viscosity [kg/(m·
s)], kMS is the thermal conductivity [kW/((m2/m)·K)], and
ReMS is the Reynolds number of the molten salts.
2.2.2. Thermal Efficiency. The thermal efficiency of the

equipment (ηtherm) is considered to obtainmore accurate results.
This efficiency is calculated as the ratio between the total energy

received and the energy lost by heat-transfer mechanisms (Qloss
(kW)), as presented in eq 25.

η = −
Q

Q
1therm

loss

req (25)

The variable Qloss can be determined applying eq 26, where
Ql.refl,Ql.rad, andQl.conv are the heat losses (kW) due to reflection,
radiation, and convection mechanisms, respectively.

= + +Q Q Q Qloss l.refl l.rad l.conv (26)

Each of their values are determined using a different set of
equations:

• The reflection losses Ql.refl can be calculated considering a
linear dependency withQreq, as seen in eq 27. The receiver
effective absorbance (αeff) is determined with the receiver
absorbance (α), as shown in eq 28; α is a characteristic of
the chosen material. In this case, a value of 0.95 is
considered.24

α= − ·Q Q(1 )l.refl eff req (27)

α α
α α

=
+ − · π(1 )eff

2 (28)

• The radiation losses Ql.rad are calculated applying the
expression for radiation transfer, as seen in eq 29

σ ε= · · · ̅ − ̅Q A T T( )l.rad SB eff proj s
4

env
4

(29)

where σSB is the Stefan−Boltzmann constant [5.6704·10−11 kW/
(m2·K4)], εeff is the receiver effective emissivity, and T̅env is the
mean atmospheric temperature (K). As in the case of αeff, εeff can
be determined with the receiver emissivity ε using eq 30.
Furthermore, the value ε is material-dependent, and it is also
affected by the tube coating chosen. In this work, ε values are
estimated by a T̅s-based function obtained using literature
data,35 as seen in eq 31, where temperature T is introduced in K.

ε ε
ε ε

=
+ − · π(1 )eff

2 (30)

ε = × · − × ·

+ ×

− −

−

T T3.5746 10 ( ) 1.0557 10 ( )

2.7008 10

7 2 4

1 (31)

• The convection losses Ql.conv are determined using eq 32,
which shows the usual convection transfer expression

= · · ̅ − ̅Q h A T T( )l.conv mix ob s env (32)

where hmix is the heat-transfer coefficient for mixed convection
(kW/m2·K). The mixed convection involved two kinds of
mechanisms, natural convection (characterized by hnat transfer
coefficient) and forced convection (characterized by hfor transfer
coefficient). The value of hmix can be calculated using eq 33

= +h h h( )m m m
mix nat for

1/
(33)

where the coefficient m is scalar which is fixed beforehand
according to the receiver type; its value is between 3 and 4.35 For
an external receiver such as the one in this case study, the value
ofm is 3.2.35 The coefficients hnat and hfor are computed from the
Nusselt number for natural convection and forced convection,
respectively, as seen in eqs 34 and 35, where kair is the thermal
conductivity of air [kW/((m2/m)·K)].
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=
·

h
Nu k

Hnat
nat air

req (34)

=
·

h
Nu k

Dfor
for air

req (35)

Each Nu number is computed using an empirical correlation,
and it depends on the flow regime. In the case of natural
convection, in addition to Reynolds and Prandtl numbers, two
additional dimensionless numbers are required such as Grashof
(Grair) and Rayleigh (Raair) numbers. These last dimensionless
numbers are calculated using eqs 36 and 37

β

κ
=

· · ̅ − ̅ ·
Gr

g T T H( )
air

air s env req
3

air
2

(36)

= ·Ra Gr Prair air air (37)

where βair is the volumetric expansion coefficient (K−1), κair is the
kinematic viscosity (m2/s), and Prair is the Prandtl number of air,
which is determined with an analogous expression than eq 23. In
order to use, eqs 37 and 38 must be satisfied23

≥
D

H Gr
35req

req air
0.25

(38)

Using the values of Prair and Raair, the Nusselt number for
natural convection (Nunat), for turbulent flow, can be estimated
using eq 39.38 The Nusselt number for forced convection
(Nufor) is calculated using eq 40, where Reair is the Reynolds
number of air.

= +
·

+

Ä

Ç

ÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅÅ
i
k
jjjj

Ä
Ç
ÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑ

y
{
zzzz

É

Ö

ÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑÑ

Nu
Ra

0.825
0.387

1
Pr

nat
air

1/6

0.492
9/16 8/27

2

air (39)

= ·Nu Re0.0455 ( )for air
0.81

(40)

The equations used to predict the heat-transfer coefficients
are reported to provide a good estimation within the operating
range according to the literature where the fitting was
obtained.38 By using the same model for different cases, the
comparison is consistent so that the differences should not be
ascribed to the equations used to estimate them.
2.3. PressureDrop.The pressure drop is a core point for the

design of the equipment because a lower pressure drop usually
means lower operating costs. The energy consumed to
overcome pressure drop must be provided using pumps. The
pressure drop ΔPtot is estimated considering the tube pressure
drop, and the pressure drop is given by the tower height, as seen
in eq 41

Δ = Δ + Δ = Δ · + ΔP P P P N Ptot receiver tower tube bunSec tower
(41)

where ΔPreceiver is the receiver pressure drop (Pa), ΔPtube is the
pressure drop across one tube (Pa), NbunSec is the number of
bundles per receiver section, and ΔPtower is the pressure drop
associated to the tower (Pa).

• ΔPtower can be estimated using eq 42

ρΔ = · ·P g Htower MS tower (42)

• ΔPtube is determined with eqs 43 and 44, considering
different design variables, such as the fanning factor ( f),
the rugosity of tubes (in this work, it is considered as
stainless steel ζ = 0.2·10−5 m39), Hreq and din, or flow
variables, such as Reynolds number of the molten salts
(ReMS) and vMS. The curvature length of tubes (inlet and
outlet connections) is not considered, in order to follow
the same assumption presented for Hreq.

ρΔ = · · ·P f
H

d
v

2tube MS
req

in

MS
2

(43)

= − · +
·

ζi

k

jjjjjjjjj

y

{

zzzzzzzzzf Re f
1

2 log
3.7

2.51d

MS

in

(44)

The power consumption of the pumps (Wpump) can be
determined employing eq 45, where VMS is the volumetric flow
of molten salts (eq 46) (m3/s) and ηpump is the pump efficiency,
which is assumed to be 0.8.

η
=

Δ
·W

P
Vpump

tot

pump
MS

(45)

ρ
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m
MS

MS

MS (46)

To evaluate the tradeoff between the operating costs, related
to pumping the fluid, versus the global heat-transfer coefficient
including the conduction across the pipe and the heat flux that a
pipe can hold and the investment cost of the selection of the unit,
we consider limited number of external diameters, 5 dex, from 4
to 10 thicknesses within the TEMA standard.24

2.4. Objective Function. The objective function (Z)
consists of three different items: (1) the annualized equipment
capital cost; (2) the operating costs; and (3) the influence of
more efficiency operation. The equipment capital cost was
estimated considering the volume of the material [Vst (m

3)],
which is calculated as shown in eq 47. The operating costs are
related to the pump energy consumption, which can be
estimated using the pressure drop, as shown in eq 45. The
influence of efficiency was taken into account considering a
hypothetical production of the energy not captured by the unit.
The part of the total energy not produced by the plant, Qloss,
should be obtained using nonrenewable sources, such as coal,
which will generate CO2 emissions: themore efficient the unit is,
the lower the amount of emissions produced will be. Thus, a
penalty to lower efficiencies can be introduced in the objective
function using as variable Qloss. Thus, the objective function is
given by eq 48
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(48)

where ρst is the density (kg/m
3) andCst is the cost of thematerial

of the tube ($/kg), ELrec is the time considered for amortization
purposes (year), Krec is the number of months considered for
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amortization purposes (month/year), Celec is the cost of
electricity ($/kWh), EPCO2

is the equivalent production of
CO2 if the energy was obtained from nonrenewable sources (kg
CO2/kWh), CCO2

is the cost of CO2 per kg ($/kg CO2), Carea is
the penalty value for nonused area [$/(m2·month)], assumed to
be 2000 $/(m2·month), andΔarea is the difference between the
value of Aob and Areq,min (m

2). The value of ELrec considered was
30 years old, based on literature data.35,40 The value of Celec is
estimated considering that the energy would be supplied by the
CSP plants; thus, Celec = 0.16 $/kW h.9 The values of EPCO2

and

CCO2
are estimated using mean values of previous reports: in the

case of EPCO2
, the value is considered according to the

estimation of United Nations, EPCO2
= 0.632 kg CO2/kWh;41

the value of CCO2
is usually autoassigned by the companies

themselves to consider the CO2 footprint as a cost for its
production, and a mean value could be CCO2

= 40 $/kg CO2.
42

The values of Incoloy steel variables are collected from different
sources: the value of ρst is 7950 kg/m

3,43,44 meanwhile, the value
of Cst is 25 $/kg.

45

The objective function for the second stage of themodel is the
same as eq 48 but with fixing design variables (i.e., the first term
and the Aob value inside the Δarea term). This equation enables
us to consider the fluctuation of production and weather and
radiation variable for each month and also the corresponding
amortization of the equipment.

3. SOLUTION PROCEDURE

CSP facilities are sized at a design point.8,9 However, the
performance must be evaluated over a year. The solution
procedure for the design of units operating under variable
resources results in large nonlinear nonconvex mixed-integer
nonlinear programming (MINLP) problems. Several works are
presented in the literature to solve MINLP formulations applied
to solar applications, such as energy supply superstructures.46

However, in the case of unit design, nonlinearities involved in
the estimation of heat-transfer coefficients, pressure drop,
fanning factor, and so forth., including logarithms, ratios,
power exponents, and fractions of the previous ones, present
additional challenges. Therefore, in this work, we presented a
two-stage approach to address the problem.14 In the first stage,
the equipment is designed for the scenario that presents the
most demanding conditions; this first stage corresponds to a
MINLP problem. Using the results of the design problem, in the
second stage, a new nonlinear programming (NLP) problem is
formulated to study one-year time horizon.
The design problem, an MINLP, consists of 111 continuous

variables and 46 discrete variables involved in a total of 74
equations. The equations applied are the ones presented in
Section 2. The upper bounds and lower bounds for the design
variables are collected in Table S2. Since the design problem is
an MINLP, different nonlinear solvers are used for a multistart
optimization procedure. Once the design is fixed, the model is
reformulated to study the one-year performance using historic
data. The thermal storage of the CSP plant mitigates short time
variability in the operation, and therefore, monthly discretiza-
tion is assumed. Control of the operation is out of the scope of
the work. In this case, the same equations of the first stage are
applied, but a majority of design variables are fixed (such as
diameters, areas, number of tubes, etc.). The variables related to
heat transfer and flows (i.e., heat-transfer coefficients, Reynolds

numbers, air mass flow, molten salt flow, etc.) are reformulated
as monthly dependent variables: hfor → hfor(m); this
reformulation implies an increase in the number of variables
due to their dependence on the time period. The following list
presents the variables that should be reformulated as monthly
depended variables: Qreq, vMS, mMS, ηther, T̅s, HFtube, Rconv, hin,
NuMS, ReMS, Qloss, Ql.refl, Ql.rad, Ql.conv, Tenv, Gr, Ra, Nunat, hnat,
Nufor, hfor, hmix,ΔPtube, f, ΔPtot,Wpump, and Z. The NLP monthly
performance problem presents a total of 511 constraints, which
are divided into 24 inequalities and 487 equations, with a total of
487 variables involved if the plant operates 12 months.

4. CASES OF STUDY
In this work, three different locations are considered in order to
study the effect of different weather and radiation conditions in
the design and its effects in heat transfer. The locations selected
are Almeriá (Spain), Arizona (USA), and Scotland (UK).
The three locations present different mean profiles of wind

velocity (Figure S1, in Supporting Information) and also
different ranges of values. Scotland has the highest values and
a curved profile; Almeriá shows semioscillating values around
4.5 m/s, being the second higher value interval; finally, Arizona
presents a constant mean value (2.8 m/s). The atmospheric
temperature (Figure S2) follows the same profile in all locations,
but there is a larger difference between the lowest and highest
temperature in Arizona (around 20 K), followed by Almeriá
(close to 15 K) and Scotland (around 12 K).
The profiles of radiation are also very different from one case

to the other. In this work, direct normal irradiation, DNI, was
used to characterize the radiation (Figure S3). First, it can be
observed that there is a large difference between the radiation
profile of Scotland and that of Arizona or Almeriá. Scotland’s
DNI follows a monotonic positive tendency until April, and
later, the trend becomes negative. Almeriá presents a profile that
has larger values during summer and spring months and lower
during autumn or winter, describing a curve with the minimum
value in December and the highest in July. The case of Arizona
also shows a similar profile, but the yearly variation is smaller.
Furthermore, two scenarios will be studied for each location:

(a) SHF scale, which results in different mean productions, and
(b) SMP, which involves different plant sizes. These scenarios
shed light into the effect of production capacity and weather
characteristics in the values of heat-transfer variables: comparing
and presenting a range of variable values at different weather
(SMP scenario) and variation of values due to larger production
at the same location (SHF). The mean production in the SMP
scenario will be calculated considering only the operating
months: if a case does not operate for 12 months, the mean
production will be determined with a lower number of months.
This approach is applied in order to not overdesign the receiver.

4.1. General Data and SHF Scenarios.The data related to
weather and radiation conditions are the inputs that the model
requires for the design of the receiver. In particular, the essential
data for the present model are wind speed, atmospheric
temperature, and DNI data, which are presented in Figures
S1−S3 of the Supporting Information. These raw data need a
previous processing to be employed on the model:

(1) the values ofQreq must be determined for each month and
scenario; and

(2) the wind speed data must be rescaled according to the
procedure of eqs 6 and 7 using Qreq values. The Qreq data
were determined using eq 49
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η
=

· · ·
·

Q
A d

d h

DNI ( )
req

heli heli month

month sun (49)

where DNI is the mean direct normal irradiation of the month
considered [kWh/(m2·d)], Aheli is the area of heliostat field
(m2), ηheli is the efficiency of heliostat field, dmonth is the number
of days of the month (d), and hsun is the number of sun hours
with enough irradiation (h). Some of these variables can be fixed
according to the following points:

• ηheli was assumed to be 0.90.
• Aheli value must be the same in the SHF scenario, and the

value chosen was 317,880 m2, as previous works.9

The hsun value was calculated comparing the hourly DNI data
of a typical day, for each location and month,47 with the
minimum radiation threshold, which was considered 250 W/
m2;48 the values of hsun and dmonth are collected from an
institutional data base.47 The values ofQreq for each location, for
SHF scenarios, are plotted in Figure 2, and the wind speed data

rescaled are collected in Supporting Information (see Figure
S4). In Figure 2, it can be seen that each location shows a
different energy availability profile and range of values.
Furthermore, due to the constraint on the radiation threshold
(250 W/m2), the Scotland profile presents 5 months below the
radiation threshold; thus, these months cannot be considered to
operate the thermodynamic cycle.
The profile of Qreq is location dependent. In the case of

Arizona, the fluctuation is small and around a mean value of 205
MW, presenting the highest values of the three locations. In the
case of Scotland, the energy absorbed shows low fluctuation, but
the mean value is 53 MW, presenting the lowest value of all
locations. Oppositely, the case of Almeriá shows a profile with
the largest fluctuation during the year, due to the weather of the
region, presenting a range of values between 100 and almost 200
MW, with a mean value of around 150 MW. These three cases
allow a comprehensive study for the effect of the radiation profile
on the design and on the heat-transfer variables.
4.2. SMP Scenarios. To study the second scenario, where

the facilities have the SMP capacity in MW at every location, the
value of Aheli must be rescaled to provide the energy required. In
this work, the rescaling of Aheli is performed using the mean
annual production values of each location (MVlocation); these

values are calculated considering the operating months for each
location. Later, the largest mean production value (MVLV)
between all locations is defined, and a correction factor for each
location (CFlocation) is calculated according to eq 50. The
MVlocation and CFlocation results are collected on Table 1; the
rescaled Qreq data are plotted on Figure 3, and the new wind
speed data are represented on Figure S5.

=CF
MV

MVlocation
LV

location (50)

In Figure 3, the data corresponding to Almeriá data are above
the ones from Arizona, which is the opposite case with respect to
the SHF scenario; this is due to the fact that Almeriá presents
larger seasonal variability, with lower values during autumn and
winter months, and it must be offset with higher values during
summer and spring. Scotland’s data are close to Arizona’s data,
with minor differences in spring-early summer months in order
to offset the value of May.

5. RESULTS
In this section, the results obtained for the different locations are
presented in two subsections. Section 5.1 compares different
designs for the three locations and two plant sizes while in
section 5.2, the performance of the designs under various
scenarios are presented.

5.1. Receivers Designs. The first step consists of the design
of the optimal receiver according to the characteristics of the
location. Inputs of the weather and radiation data are required
(see Section 4). The model described in Section 2 is solved as an
MINLP for each location. Following the design criteria of
considering the most demanding operating condition, each
location has a different design month, but this month will be the
same for both scenarios, SMP and SHF. According to Figure 2,
the design months considered for equipment design in the cases
of Almeriá, Arizona, and Scotland were July, October, and May,

Figure 2. Qreq data for each location (SHF scenario).

Table 1. Correction Factors for the SMP Case

location Almeriá Arizona Scotland
MVlocation (MW) 150.46 205.83 53.12
CFlocation 1.37 1.00 3.87

Figure 3. Qreq data rescaled for each location (SMP scenario).
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respectively. In Table 2 the most important variables of the
receiver design are presented for each location for both two
scenarios: SHF and SMP.
As expected, higher values ofQreq result in the need for a larger

unit. The total area can be increased by a larger number of tubes
or longer and wider tubes. The solution is not straightforward. In
the case of Arizona, both scenarios present the same values
because the production rate is the same; thus, there is no
difference in the receiver design. Almeriá and Scotland cases
present changes on the designs due to the need for rescaling the
heliostat field.
In the case of Almeriá, the increased production capacity from

SHF to SMP results in the use of larger tubes (slightly longer and
33% largerDreq) and 33% larger diameter of the pipes (din and dex
increase) but in a lower amount of the total number of tubes
(ntubeTOT), one-third less per bundle. This fact can be explained
comparing the increase in the value of Aob against the value
required for the SHF scenario (37% higher). Furthermore, the
value of Aflow increases with respect to the SHF scenario because
of the larger din, close to 38%. This can be justified based on eq
13, where the effect of increasing din is higher than decreasing
Ntb. The values of Btube and Bbundle show that the tubes have the
same split in both scenarios, which indicates that the increase in
the values of Dreq and Aproj is related to the different distribution
of tubes in a larger value of Nbundle, according to eq 12. The new
larger value of Htower is also related to the larger production
capacity, as seen in eq 6.
The case of Scotland is similar to the one presented for

Almeria. The SMP scenario requires a far larger unit compared
to the one required under the SHF. The tubes employed in the
SMP scenario have around double the length (Hreq) and larger
flow area Aflow, close to 4 times larger, due to the change in Ntb.
These changes in the design of the tubes and the notable
increase of the number of tubes, ntubeTOT, result in an increase in
the value of Aob close to 3.5 times that obtained for the SHF
scenario. The large difference in Aob is directly related to the
CFlocation value of Scotland (see Table 1) because Scotland is a
region with low solar radiation and even a noncontinuum
production (see Figure 2); thus, the heliostat field expansion
should be larger than Almeriá’s case. In this case, Btube and Bbundle
show different values in each scenario, which was lower in the
SHF case. This reduction can be related with Dreq and ntubeTOT
because the increase of Dreq is slightly lower than that of the
number of tubes, ntubeTOT (close to twice larger, vs, more than
twice larger) and also with the increment in the tube diameter in

the SMP case. Larger andmore tubes are needed as well as with a
smaller separation between them. The larger value of Htower in
the SMP scenario has the same explanation than the one
presented for Almeriá’s case, the larger value of Qreq.
If the three SMP scenarios are compared, the general rule is

that the total production does not only define the geometry of
the receiver but also that it is not possible to establish a range of
values for the variables, considering Qreq due to the number of
trade-offs in terms of area needs and power consumption, which
makes the mathematical formulation a powerful tool for the
design of the receiver. However, changing the value of HFmax has
a notable effect of design variables values; an example with the
value HFmax = 465 kW/m2 is presented in Supporting
Information Table S3. The reduction of HFmax implies larger
units because the design is more conservative.

5.2. Unit Performance. In this section, the most important
results obtained after the study of the three locations’
performance are presented. More information about convective
heat-transfer coefficients is reported in the Supporting
Information (Tables S4−S6).
Figure 4 presents the evolution of mMS and hin during a year.

For all locations, it can be observed that the mMS values follow
the same tendency as the radiation in that particular place, but in
the SMP case, the variation is larger than in the SHF case for
Almeriá (Figure 4a) and Scotland (Figure 4c). This variation is
closely related to the CFlocation value (Table 1). Furthermore,
there are subtle differences between the scenarios of each
location. These differences can be related to the value of Aflow
and its discontinuous nature as a result of the standard diameter
sizes. A larger change of Aflow results in a more notable alteration
in the profile of mMS. Even though the variable that determines
the profile of mMS is the solar radiation, these results show that
the design may also have an effect on the operating variables.
The comparison between mMS and hin in Figure 4 shows that
there is a direct relationship between their profiles, as expected.
Close to the same, hin values are obtained in SMP and SHF
scenarios for each location. It can be due to the fact that the
range of values of eq 21 is mainly determined by din, and the
variation of NuMS describes the tendency of data.
The changes in ηtherm with mMS were also studied. They are

presented in Figure 5. In all locations, the variation of ηtherm
between both scenarios is lower than or close to 1% and presents
the same profile as mMS. Furthermore, it can be noticed that the
case of Arizona (Figure 5b) achieves the highest values of ηtherm,
considering SMP and SHF cases of Almeriá (Figure 5a) and

Table 2. Receiver Design for Each Scenario and Location

Almeriá Arizona Scotland

variable SHF SMP SHF SMP SHF SMP

Hreq (m) 7.265 7.473 7.344 7.344 4.087 7.675
Dreq (m) 5.429 7.219 6.446 6.446 4.087 7.675
Aob (m

2) 194.629 266.240 233.609 233.609 82.435 290.694
Aproj (m

2) 123.905 169.494 148.72 148.72 52.45 185.062
Htower (m) 132.269 150.544 142.217 142.217 99.851 149.439
dex (m) 0.022 0.032 0.032 0.032 0.022 0.025
din (m) 0.020 0.030 0.030 0.030 0.020 0.024
Aflow (m

2) 0.029 0.040 0.035 0.035 0.010 0.039
Ntb 88 56 50 50 30 88
Nbundle 8 12 12 12 14 10
ntubeTOT 704 672 600 600 420 880
Btube (m) 0.002 0.002 0.002 0.002 0.008 0.002
Bbundle (m) 0.002 0.002 0.002 0.002 0.010 0.002
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Scotland (Figure 5c). It means that the rescaling ofQreq does not
affect so much ηtherm, but the radiation profile is a key factor to
achieve larger efficiencies. As a result, it can be said that the lower
the fluctuation in radiation, the higher the ηtherm is reached.
Evaluating the contributions of thermal losses (Figure 6), it

can be observed that reflection losses represent the largest
decrease in the efficiency, above half of the total losses [approx.
Arizona75% (Figure 6b), Almeriá65% (Figure 6a), Scot-

land60% (Figure 6c)]. As eq 27 is linearly depended on Qreq,
the radiation represents around 10% or less of the losses in all
cases. However, the larger the mean ambient temperature
(T̅env), the larger the radiation losses in that location, which can
explain the increase of the contribution ofQl.rad to the totalQloss.
This temperature could also affect Ql.conv, but the effect of the

Figure 4. Fluctuation of salt flow and hin during a year for each location
and for both scenarios: (a) Almeriá; (b) Arizona; and (c) Scotland. Figure 5. Fluctuation of salt flow and efficiency during a year for each

location and both scenarios: (a) Almeriá; (b) Arizona; and (c)
Scotland.
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wind (studied byReair) is more important, as seen in the values of
hmix in Figure 7. hmix has a direct dependence with Reair, and the
values are mostly the same in both scenarios, SMP and SHF, for
each location. The range of values and profile are determined by
the wind speed (which affects Reair). Note that the nonrescaled
minimum velocities range from 2 to 6 m/s (Arizona location),
while the maximum velocities range from 5 to 10 m/s (Scotland

location), see Figure S1, which are twice the ones of the previous
location. As wind speed is lower [Arizona scenario (Figure 7b)],
hmix presents values 30−50% lower than other locations, Almeriá
(Figure 7a) and Scotland (Figure 7c), which shows the effect of
the weather conditions (wind) on the convective heat transfer.
Looking at Tables S5−S7, the contribution of hmix (hnat and hfor)
can be compared. For all cases, the value of hnat is close to 1 ×
10−2; meanwhile, hfor is higher (except to Arizona scenario

Figure 6. Contribution of each thermal loss mechanism during a year
for each location and both scenarios: (a) Almeriá; (b) Arizona; and (c)
Scotland.

Figure 7. Fluctuation of Reair × 1 × 10−4 and hmix during a year for each
location and both scenarios: (a) Almeriá; (b) Arizona; and (c)
Scotland.
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because fromMarch, both values are similar), so the value of hmix
is very close to hfor.
Another variable that is affected by mMS is ΔPtube, which is

shown in Figure 8. First, weather conditions affect the ΔPtube

profile in all locations, as seen in Figure S6. However, the
comparison of ΔPtube between locations shows that there is no
relationship with mMS because the ΔPtube increment is not
proportional to the corresponding increase of mMS. These
variations are related to the design of the receiver. In Figure 8,
the pressure drop is presented versus Qreq. In Figure 8a, SHF
scenarios show higher values ofΔPtube than SMP ones and also a
larger interval of values in the case of Scotland. However, the
analysis of the results must consider the different receiver design
(Table 2). This comparison is presented in Figure 8b. SMP
scenarios show lowerΔPreceiver values than SHF scenarios for the
sameQreq. This is due to the distribution of tubes: a larger ntubbun
and lower nbundle results in lower ΔPreceiver. The reduction of
ΔPreceiver is an option to increase the viability of the equipment,
due to the decrease of Wpump, but a trade-off with the heat
transfer across the tube wall has to be achieved. A lower nbundle

implies that ΔTbundle could be larger and also HFtube; the tubes
bundles must operate with a value HFtube lower than HFTA,max.

6. CONCLUSIONS
This work develops a two-stage strategy for the design of central
tubular solar receivers to simultaneously consider the number of
trade-offs involved in the selection of size and tube layout. It
allows evaluating the effect of the location of the facility on both
the sizing of the units and on the operating variables. The
location affects the design due to the effect of variables such as
weather conditions, radiation profile, or even water availability.
The optimal design and the performance are formulated as a
two-step procedure, where first, the equipment is designed
applying a MINLP, and later, the study of the performance is
approached as an NLP.
Three locations were considered: Almeriá (Spain), Arizona

(USA), and Scotland (UK). Each of them has a different
radiation profile, operation period, and weather so that the
comparison between them presents useful information about
design tendencies and heat-transfer behavior. Furthermore, two
different scenarios were considered for each location: SHF
(different mean production) and SMP. The design results show
larger power production and larger units. However, the
particular sizing of the elements is location dependent. The
increment of area is attributed to larger tubes, in general, but to a
lower amount of tubes in the case of Almeriá. However, the total
production does not define the geometry of the receiver.
The operating results provide useful information on how

these receivers work. The study shows that the heat-transfer
coefficient, hin, follows the same profile than mMS for each
location and scenario, depending on the value of the inner
diameter. The variation of ηtherm, which depends onmMS, is lower
than 1% for all locations and scenarios; furthermore, higher
radiation profile values and higher efficiencies are seen. The
thermal losses correspond mainly to the reflection mechanism
(65−75%) and second to the convection mechanism, being less
important radiation losses due to the work temperature (close to
10%). Finally, the evolution of ΔPreceiver is related with the
number of bundles and tube per bundle that the design has:
larger bundles (more tubes) and lower ΔPreceiver; however, it
implies that the thermal stress of the tube could be larger. The
variability of solar and wind velocities presents the opportunity
to develop algorithms and solution procedures to include two-
stage stochastic programming in the design of heat transfer.
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■ NOMENCLATURE
dex external tube diameter (m)
din internal tube diameter (m)
M set of external diameter options
nM number of external diameter options
J set of internal diameter options
nJ number of internal diameter options
m m-element of M
j j-element of J
yde,m binary variable of m-external diameter option
ydi,j,m binary variable of mj-external diameter option
HDratio relation between the height and the diameter of the

receiver (m)
Hreq receiver height (m)
Dreq receiver diameter (m)
Htower tower height (m)
Qreq required heat to be absorbed by molten salts (kW)
vHt wind speed value at tower height (m/s)
vmeas wind speed (m/s)
Hmeas height where vmeas was measured (m)
ω friction coefficient or Hellman exponent
Areq,min minimum total area required (m2)
HFmax maximum heat flow across the tube wall (kW/m2)
Aflow flow section required across a tube bundle (m2)
npath number of splits for molten salt flow
ρMS density of molten salts (kg/m3)
mMS total flow of molten salts (kg/s)
vMS velocity of molten salts inside tubes (m/s)
Aob designed area (m2)
Aproj projected area (m2)
Nbundle number of bundles
Bbundle separation between bundles (m)
Btube separation between tubes (m)
Ntb number of tubes per bundle
ηther thermal efficiency of the receiver
CpMS

specific heat of molten salts [kJ/(kg·K)]
Tout outlet temperature of molten salts (K)
Tin inlet temperature of molten salts (K)
HFtube heat flow across the tube wall (kW)
ΔTbundle temperature increment in each bundle (K)
T̅s tube surface mean temperature (K)
T̅MS molten salt mean temperature (K)
Rcond heat resistance due to the conduction of tubes (K/

kW)
Rconv convection heat resistance of molten salts (K/kW)

ktube thermal conductivity of tubes [kW/((m2/m)·K)]

hin
convective heat-transfer coefficient of molten salts
[kW/(m2·K)]

NuMS Nusselt number of molten salts
PrMS Prandtl number of molten salts
μMS viscosity of the molten salts [kg/(m·s)]
kMS thermal conductivity of the molten salts [kW/((m2/

m)·K)]
ReMS Reynolds number of the molten salts
Qloss energy lost by heat-transfer mechanisms (kW)
Ql.refl heat losses due to reflection mechanism (kW)
Ql.rad heat losses due to radiation mechanism (kW)
Ql.conv heat losses due to convection mechanism (kW)
αeff receiver effective absorbance
α receiver absorbance
σSB Stefan−Boltzmann constant [kW/(m2·K4)]
εeff receiver effective emissivity
T̅env mean atmospheric temperature (K)
ε receiver emissivity
hmix heat-transfer coefficient for mixed convection (kW/

m2·K)
hnat heat-transfer coefficient for natural convection (kW/

m2·K)
hfor heat-transfer coefficient for forced convection (kW/

m2·K)
m scalar of receiver type mix convection transfer
kair thermal conductivity of air [kW/((m2/m)·K)]
Nunat Nusselt number for natural convection
Nufor Nusselt number for forced convection
Grair Grashof number of air
Raair Rayleigh number of air
βair volumetric expansion coefficient of air (K−1)
κair kinematic viscosity of air (m2/s)
Prair Prandtl number of air
ΔPtot total pressure drop (Pa)
ΔPtube pressure drop across one tube (Pa)
NbunSec number of bundles per receiver section
ΔPtower pressure drop associated to the tower (Pa)
g gravity acceleration (m/s2)
f fanning factor
ζ rugosity of tubes (m)
Wpump power consumption of pumps (kW)
VMS volumetric flow of molten salts (m3/s)
ηpump pump efficiency
Vst volume of Incoloy steel (m3)
Z objective function ($/month)
ρst density of the material of the tube (kg/m3)
Cst cost of the material of the tube ($/kg)
ELrec time assigned to amortization purpose (year)
Krec number of months considered for amortization

purpose (month/year)
Celec cost of electricity ($/kWh)
EPCO2

equivalent production of CO2 if the energy was
obtained from non-renewable sources (kg CO2/
kWh)

CCO2
cost of CO2 per kg ($/kg CO2)

Carea penalty value for non-used area [$/(m2·month)]
Δarea difference between the value of Aob and Areq,min (m

2)
ΔPreceiver total pressure drop through the receiver (Pa)
DNI direct normal irradiation [kW/(m2·h)]
Aheli area of the heliostat field (m2)
ηheli efficiency of the heliostat field
dmonth number of days of the month (d)
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hsun number of sun hours with enough irradiation (h)
MVlocation mean annual production value of the location (MW)
MVLV largest mean annual production value (MW)
CFlocation correction factor of the location
ntubeTOT total number of tubes
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central con configuraciones de uńico o doble receptor operando con
sales fundidas. B.Sc. Thesis, Universidad Carlos III de Madrid, 2012.

Industrial & Engineering Chemistry Research pubs.acs.org/IECR Article

https://doi.org/10.1021/acs.iecr.0c05383
Ind. Eng. Chem. Res. 2021, 60, 7218−7231

7231

https://www.unepfi.org/fileadmin/documents/ghg_indicator_2000.pdf
https://www.unepfi.org/fileadmin/documents/ghg_indicator_2000.pdf
https://www.cdp.net/en/climate/carbon-pricing/carbon-pricing-connect
https://www.cdp.net/en/climate/carbon-pricing/carbon-pricing-connect
https://www.specialmetals.com/assets/smc/documents/alloys/incoloy/incoloy-alloys-800h-800ht.pdf
https://www.specialmetals.com/assets/smc/documents/alloys/incoloy/incoloy-alloys-800h-800ht.pdf
https://www.specialmetals.com/assets/smc/documents/alloys/incoloy/incoloy-alloys-800h-800ht.pdf
http://www.hightempmetals.com/techdata/hitempIncoloy800data.php
http://www.hightempmetals.com/techdata/hitempIncoloy800data.php
http://aesteironsteelpipes.com/uns-n08800-incoloy-800-tube-tubing-pipe-258.html#price
http://aesteironsteelpipes.com/uns-n08800-incoloy-800-tube-tubing-pipe-258.html#price
http://aesteironsteelpipes.com/uns-n08800-incoloy-800-tube-tubing-pipe-258.html#price
https://doi.org/10.1016/j.compchemeng.2020.106785
https://doi.org/10.1016/j.compchemeng.2020.106785
https://doi.org/10.1016/j.compchemeng.2020.106785
https://ec.europa.eu/jrc/en/pvgis
pubs.acs.org/IECR?ref=pdf
https://doi.org/10.1021/acs.iecr.0c05383?rel=cite-as&ref=PDF&jav=VoR

